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! Probability Propagation

(A)
In this Bayesian network the variables are all binary.
with, for example. variable A having states 4, and B) © (D
2.

E)

The conditional probabilitics are given consistently
in the form:
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The equations for propagating probabilities in Bayesian networks are:

The A message from child C to parents A and B is given by:

m ri

Aclar) = 3 melbs) ) Pleclaideb)A(ew)
J=1 k=1
In the case where we have a single parent (A) this reduces to:
Ac(@) =D Plerla)Mex)
k=1

and for the case of the single parent we can usc the simpler matrix form:
Ac(A) = A(C)P(CJA)
The matrix form for multiple parents relates to the joint states of the parents.

Ac(A&B) = A(C)P(C|ALB)
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It is necessary to separate the A evidence for the individual parents with a scalar
equation of the form:

Ac(a;) = Ejﬂc(b-,)/\c(a,&b‘,)
The 7 evidence to child node C' from two parents A and B is given by:
i m
wlee) = Y Y Plelai&eh;)me{a;)me(b;)

i=1 j3=1

This can be written in matrix form as follows:
7(C) = P(C|A&B)rc(ALB)

where

wo(adeb;) = mola)me(b;)

The single parent matrix equation is:

7(C) = P(C|A)rc(A)

a  Using message passing, find the posterior probability of node E (P/(E)) in the
case where node B is instantiated to b, and all other nodes are uninstantiated.

b Node B remains instantiated to state b, and node D is instantiated to state d;.
Calculate the probability of node C after probability propagation has finished.

c i) Isthe probability that you calculated in part a exact or approximate?
Explain your answer.

ii) Is the probability that you calculated in part b exact or approximate?
Explain your answer.

d  One way to ensure that probability propagation in the network always terminates
would be to remove either the arc from A to C or the arc from A to D. Given the
conditional probability matrices P{C|A) and P(D|A) are correct, which arc
should be removed and why?

e Analternative to deleting an arc would be to use node clustering. Explain how
this technique could be applied to the network, and what the advantages and
disadvantages of node clustering are compared to arc removal.

The five parts carry equal marks.
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(28]

Dependency Measures and Causal Directions
a The L1 dependency melric is defined as follows:
Dep(A. BY = T 4,05 |1Plaikehy) = Plai)P(hy)]

where the sum is taken over all the states of variables A and B.

Explain how and why it is uscd as a dependency measurc between two discrete
variables in a data set.

b The lollowing data set has two variables A and B cach with 3 slates.

(a1, I). (ay. b)), (g, by), (72, ), (ay, by), (a3 bs), (ag. by). (a3, by)
Find the dependency between A and B using the L1 dependency metric.

¢ A spanning trcc found for a four variable data set has the following

configuralion:
A—B—0O—0

The joint probability table for the triple A — B — C is:

01&(_‘1 (11&62 02&61 GQ&C'_:
by 025 0.1 0 0.2
b 0 0.2 0.25 0

Use the method of marginal indepence Lo determine whether any causal
directions can bhe found for the network.

d  What problems may occur in practice in determining arc directions using
marginal independence?

e Anallernative dependency measure, normally used in preference to the L]
metric is the Kullback Leibler divergence.

Dep(A, BY = 3. 4 p Plaideh;Moga((P(ai&eb;) [ (P(ai) P(b;)))

i) What arc the properties of the Kullback Leibler that make it suitable for
measuring dependency?

The five parts carry equal marks,
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3 PCA and Parameter Estimation

a  Consider a data set X € R3 with mean 0 and covariance matrix C, and a data
point x, where

i)

1 1
0l eR¥, z=|-1| eR®.
2

2
C=|0
1 -2

man R (%o Y

Project 2 onto the 1-dimensional principal subspace that minimizes the
average reconstruction error.

Compute the projection error, i.¢., the distance between @ and its
projection onto the principal subspace.

b Consider the linear regression setting

y-—91m+e

where 2 € RP, y € R and e ~ N(0, ¢?) is i.i.d. Gaussian noise. Moreover,
8 € R is a parameter vector. A (training) data set (z,3,),...,{(zn,yn) is
given.

1)

ii)

i1i)

iv)

v)

Determine the maximum likelihood estimate @y, by optimizing the
log-likelihood.

What is “overfitting” and why is it a problem?

Describe how MAP estimation differs from maximum likelihood

estimation and why it may be more robust to overfitting than maximum
likelihood.

What prior would you place on the parameter vector @ if you wanted to
marginalize them out? Justify your answer.

Draw the directed graphical model (including all deterministic parameters)
for Bayesian linear regression, i.e., a linear regression setting with a
(suitable) prior on 6.

Hint: Pay attention to parameters and random variables.

The nvo parts carry, respectively, 30%, and 70% of the marks.
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4 Probabilistic Inference

a i) Briefly describe what is meant by detailed balance in the design of MCMC
samplers. (1-2 sentences)

il) Why might detailed balance be a desirable property? (1-2 sentences.)

iti) Consider the distribution shown in Fig. 1. Discuss whether standard Gibbs
sampling for this distribution would sample correctly from this
distribution.

-

21

Fig. 1: A probability distribution over two variables z,, zo that is uniform over the
shaded regions and that is zero everywhere else.

b
You may use:
— Gaussian distribution
2 . —(z - n)?
N(z|p,o%) = =P — 3
1 — _ 2
=M(z|p, 771} = — P (z 5 2
with 77! = g2,
-~ Gamma distribution
1
G T b= he a—1 _br
amma(7|a, b) ) e
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i} Consider a model p(X, Z) and a factorized variationa! posterior

9(2) =TLY, ¢(2).
State the equation for computing the optimal factors ¢*(Z,) that minimize
KL(g(2)||p(Z]X))

You are given a model with likelihood

p(X|p,7) = HN(mnI#,

n=]

and priors

p(el7) = N(plpo, (A7) 1),
p(7) = Gamma(r|aq, b) .

on the mean p and the precision {(inverse variance) 7.

A} Draw the corresponding directed graphical model, including all
deterministic parameters.

B} We wish to find a variational posterior g(u, 7) = g{y2)g(r). Let the
optimal factors be ¢* (1) and ¢*(7). Show that ¢"(u) satisfies

N

logq*(p) = —3 (z\o(ﬂ — jio)? + Z(mn - ,u)z) E[7| + const.

n=1

C) Describe briefly (1-2 sentences) why it follows that g (1) is
Gaussian.

D) The mean uy and precision Ay (inverse variance) of g*{u) are given
by

e Aopo + N
NS e+ N
An = (Ao + N)E|[7],

respectively, where T = # Zf\il ;. Find the limit of p1p, Ay as
N — oo and explain how the variational posterior relates to the
maximum likelihood estimate of p.

¢ Consider two random variables z, y with joint distribution p(z, ). Show that

Velz] = By [Va[zlyl] + Vy [Exfaly] -
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where V_[z|y] is the variance of z under p(z]y).

Hint: You can use
E.r[x] = Ey lEr[xly]] t

which we have shown in Tutorial 6.

The three parts carry, respectively, 30%, 50%, and 20% of the marks.
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