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Abstract. A Bayesian Network is a construct that is used to model a given joint 
probability distribution. In order to assess the quality of an inference, or to choose 
between competing networks modelling the same data, we need methods to estimate 
the accuracy of a Bayesian network. Although the accuracy of a Bayesian network 
can be easily defined in theory, it is rarely possible to compute it in practice for real-
world applications due to the size of the space representing the variables. Instead, 
alternative characteristics of a Bayesian network, which relate to and reflect the 
accuracy, are used. A popular formalism that adopts such methods is the Minimum 
Description Length (MDL). It models the accuracy of a Bayesian network as the 
probability of the Bayesian network given the data set that it models. However in the 
context of Bayesian Networks, the MDL formalism is flawed, exhibiting several 
shortcomings. In its place, we propose a new framework for Bayesian Networks. We 
specify a measure, which models the accuracy of a Bayesian network as the accuracy 
of the conditional independencies implied by its structure. Experiments have been 
conducted, using real-world data sets, to compare MDL and the new measure. The 
experimental results demonstrate that the new measure is much better correlated to 
the real accuracy than the MDL measure. These results support the theoretical claims, 
and confirm the significance of the proposed framework. 
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