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WEAK MEMORY IS HARD!

• x86 proved tricky to formalise correctly [Sarkar et al., POPL'09; 
Owens et al., TPHOLs'09]


• Bug found in deployed "Power 5" processors [Alglave et al., CAV'10]


• C++ specification did not guarantee its own key property 
[Batty et al., POPL'11]


• Routine compiler optimisations are invalid under Java and 
C++ memory models [Sevcik, PLDI'11; Vafeiadis et al. POPL'15]


• Behaviour of NVIDIA graphics processors contradicted 
NVIDIA's programming guide [Alglave et al., ASPLOS'15]
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For an atomic operation B that reads the value of an 
atomic object M, if there is a memory_order_seq_cst 
fence X sequenced-before B, then B observes either the 
last memory_order_seq_cst modification of M 
preceding X in the total order S or a later modification 
of M in its modification order. [OpenCL 2.0 standard, 2015]
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Model of GPU hardware

x 2 Addr

r 2 Reg

v 2 Val
def
= Z

FifoEl
def
= Addr [ {FLUSHdw t | d, w, t 2 N}

Fifo
def
= FifoEl queue

Hygiene
def
= {CLEAN, DIRTY}

Freshness
def
= {VALID, INV’D}

CacheEntry
def
= Val ⇥ (hy:Hygiene)⇥ (fr:Freshness)

C 2 Cache
def
= (Addr * CacheEntry)⇥ (fifo:Fifo)

Lock
def
= { , }

ThState
def
= Reg ! Val

WgState
def
= ThState list⇥ (L1:Cache)⇥ (rmw:Lock)

DvState
def
= WgState list⇥ (L2:Cache)⇥

(lockfile:Addr ! Lock)

Global
def
= Addr * Val

⌃ 2 SyState
def
= DvState list⇥ (gl:Global)

Figure 3. Machine states
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Figure 4. A machine state ⌃, pictorially

hygiene bit (CLEAN or DIRTY) and a freshness bit (VALID
or INV’D). The synchronisation fifo is a hardware compo-
nent introduced as part of AMD’s QuickRelease technol-
ogy [10]. It contains a queue of addresses that may need to
be flushed to the lower levels of the cache; by inserting flush
markers (FLUSH) among the addresses, tagged with their
own device/work-group/thread identifier, threads can ascer-
tain which addresses have been flushed. We assume that the
queue datatype supports in-place enqueue() and dequeue()
methods, and exposes a tail field.

Notation We write ⌃d for the state of device d, ⌃dw for
the state of work-group w in that device, and ⌃dwt for the
state of thread t in that work-group. When we pass an Addr

x to a Cache C, writing C(x), we are implicitly looking up
x in the first component of C.

5.2 Assembly language
We formalise our assembly language so that the behaviour
of each thread in each work-group in each device is spec-
ified independently. Accordingly, and in keeping with our
formalisation of OpenCL (§2.2), an assembly program is a
list (devices) of lists (work-groups) of lists (threads) of lists
(instructions of a thread) of assembly instructions.

The assembly language instructions are listed in the left-
hand column of Table 1. In summary, we have: loading
from an address to a register, storing from a register to an
address, atomically incrementing an address in the L1/L2
cache (this being the simplest representative of the class of
atomic RMW operations), inserting a FLUSH marker into
one or more L1 or L2 caches, invalidating all entries in one
or more L1 caches, locking/unlocking an address in the L2
cache, and obtaining/releasing all of the RMW locks in the
current work-group/device/system. Other standard instruc-
tions, and in particular control flow instructions, would be
required to provide a complete set; we limit the presentation
here to those that manipulate the memory system.

Table 1 also defines the effect of each assembly instruc-
tion when executed from state ⌃ by thread t in work-group w
in device d. Formally, each instruction is modelled as a non-
deterministic state transformer: a function from SyState to
P(SyState). A blocked instruction returns the empty set,
denoted block. For the time being, no instruction produces
more than one final state,3 so we define each instruction us-
ing deterministic, imperative pseudocode. We overload the
8-operator to provide an imperative foreach construct, leav-
ing the bounds implicit.

These pieces of pseudocode leave only one other aspect
of the instructions’ behaviours implicit: each piece of pseu-
docode, action , should be made conditional as follows:

if unflushedd,w,t(⌃) then block else action

where
unflushedd,w,t(⌃)

def
= (9d0. FLUSHdw t 2 ⌃d0 .L2.fifo) _

(9d0, w0. FLUSHdw t 2 ⌃d0w0 .L1.fifo).
That is, a thread that has placed a FLUSH marker in an L1 or
L2 fifo must block until its marker is dequeued.
Loads and stores Regarding loads (LD) from address x:
if x’s L1 cache entry is valid, the cached value is copied
into the register file accordingly. Otherwise, the instruction
blocks, waiting for the environment to fetch a valid entry
from deeper in the cache hierarchy. In practice, the load
would initiate this fetch, but since our interest is in checking
safety properties, the existence of an environmental transi-
tion that will fetch the new entry means that it suffices to
suppose that the load simply blocks. We describe environ-
mental transitions in §5.3.

Regarding stores (ST) to address x: if x’s L1 entry is dirty
and invalid, the instruction blocks until it has been flushed by
3 While conducting our soundness proof, we make use of an alternative
semantics that ‘disengages’ the memory system, making loads completely
non-deterministic.
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message passing error
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Revised scheme
na or WG DV (not remote) DV (remote)

r=load(x) LD r x LD r x
INVL1 WG

LD r x  
FLUL1 DV
INVL1 WG

store(x,r) ST r x FLUL1 WG
ST r x

FLUL1 WG
INVL1 DV 
ST r x

r=fetch_inc(x) INCL1 r x
FLUL1 WG
INCL2 r x  
INVL1 WG

FLUL1 WG
INVL1 DV
INCL2 r x
FLUL1 DV
INVL1 WG

} LKrmw

}LKrmw
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Key publication: ACM OOPSLA '15 (with Batty, Beckmann, & Donaldson)
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Key publication: ACM POPL '17 (with Batty, Sorensen, & Constantinides)
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LDR W5,[X0]
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lock()
LDR W5,[X0]
ADD W5,W5,#2
STR W5,[X0]
unlock()

lock()
MOV W7,#1
STR W7,[X0]
unlock()

Model of the 
'transactional 
lock elision' 

processModel of 
the ARM 
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Key publication: ACM PLDI '18 (with Chong & Sorensen)
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r = atomic_load(&y, 
  memory_order_acquire);
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r = atomic_load(&y, 
  memory_order_acquire);

FPGA

**not supported**



FPGA

r = atomic_load(&y, 
  memory_order_acquire);

lock();
r = y;
unlock();
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SCHEDULING ATOMICS

Clock cycle: 1 2 3 4 5 6

r1 = x load x

r2 = atomic_load(&y,
  acquire)

load y

r3 = z load z

"Too aggressive!" ... or is it?
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Key publications: ACM FPGA '17, IEEE Trans. on Computers '17, IEEE FCCM '18 (with Ramanathan, Fleming & Constantinides)
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