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Abstract. We study consistency, satisfiability, and validity problems for
collectively model checking a set of views endowed with labelled transi-
tions, hybrid constraints on states, and atomic propositions. A PTIME
algorithm for deciding whether a set of views has a common refinement
(consistency) is given. We prove that deciding whether a common refine-
ment satisfies a formula of the hybrid mu-calculus (satisfiability), and its
dual (validity), are EXPTIME-complete. We determine two generically
generated “summary” views that constitute informative and consistent
common refinements and abstractions of a set of views (respectively).

1 Introduction

In model checking [7,31] one builds a model M of an artefact’s state and be-
havior, expresses desired properties of such state and behavior in a temporal
logic or some variant thereof, and verifies (refutes) such a property by verifying
(refuting) the instance M |= ¢ of a satisfaction relation .

Often not all aspects of state or behavior are known at model time. For
example, a concrete program may be abstracted by a Boolean program [1], or
requirements for a design may leave details intentionally under-specified [22]. In
such situations, models benefit from being 3-valued so that state and behavior
can take on values true (guaranteed), false (impossible) or L (possible). Key
benefits are: an explicit under-specification through L, soundness of abstraction-
based model checks for properties that mix path quantifiers [23], and reliable
feasibility checks for counter-examples and simulations (see e.g. [28]). By now
it is well understood that many such 3-valued notions of models are equally
expressive as model checking frameworks [11], demonstrating the robustness of
this notion. The additional value L in models also blurs the boundaries between
abstraction and parameterized model checking since a single model may express
infinitely many non-equivalent 2-valued systems as its refinements.

For 3-valued models M, the judgment M = ¢ becomes 3-valued as well and
may be written as two predicates V (M, ¢) and S(M,¢) where the intention
of V(M, ¢) is to assert ¢ for M: “¢ holds in all 2-valued refinements of M;”
whereas S(M, ¢) states that ¢ is consistent for M: “some 2-valued refinement
of M satisfies ¢.” Deciding these judgments, the generalized model checking of
Bruns & Godefroid [3], is EXPTIME-complete for formulas ¢ of the propositional
mu-calculus and partial Kripke structures as 3-valued models M [3]. The com-
positional approximation of these judgments, the 3-valued compositional model



checking algorithm given in [2], can be reduced to two 2-valued checks and there-
fore done in linear time [3]. Deciding whether a 3-valued model has a 2-valued
refinement, the answer to S(M, true), is trivial as S(M, true) is always true due
to the consistency packed into the definition of partial Kripke structures or any
other variant of Larsen & Thomsen’s modal transition systems [25, 11].

In this paper we re-develop this programme of 3-valued compositional model
checking, generalized model checking, and deciding the existence of refinements
in a setting where not just one M but finitely many 3-valued views M; (1 < i < k)
are given and where we wish to reason about these views collectively. Assuming
a notion of refinement between 3-valued views, Bruns & Godefroid’s generalized
model checking then reads:

For a property ¢, is there a 2-valued refinement of all M; satisfying ¢7
In particular, is there a 2-valued refinement of all M;?

We show that the latter decision problem is in PTIME and that the former
is EXPTIME-complete for the hybrid mu-calculus of Sattler & Vardi [32]. Our
notion of view is a variant of Kripke modal transition systems [17] where some
atomic state propositions are nominals, true at exactly one state. Nominals al-
low for the modelling of agents and their movement, XML documents etc. The
semantics of ¢ reflects the hybrid constraints on nominals without increasing the
EXPTIME upper bound on satisfiability, due to a result in [32].

The PTIME algorithm for consistency checking computes those tuples of the
product state space of all M; that have a common refinement. This subset is the
state space of “summary” views that serve as informative consistent common
refinements and abstractions of all M; (respectively).

Outline of this paper: In Section 2 we define 3-valued views and their 3-valued
compositional property semantics. Section 3 defines refinement between views
and proves that the 3-valued compositional property semantics is sound for,
and logically characterizes, refinement. In Section 4 we define generalized model
checking and consistency checking for a finite set of views and show that these
problems are reducible to satisfiability checking in the hybrid mu-calculus and,
in fact, EXPTIME-complete and so no more complex than generalized model
checking for the propositional mu-calculus and a single model. Section 5 develops
an efficient algorithm for consistency checking which computes all tuples of states
that have a common refinement. The algorithm for consistency checking is used
in Section 6 to define “summary” views that are informative common refinements
(respectively, abstractions) of a given set of views. Section 7 states related work
and Section 8 concludes.

2 Views and their property semantics

We define the 2-valued models that express hybrid views of an artefact, essen-
tially the ones given by Sattler & Vardi in [32]. For the remainder of this paper



let AP, Nom, and Act be mutually disjoint finite sets of state propositions, nom-
inals, and events (respectively) with a designated universal event u € Act which
has transitions between any pair of states. The idea is that AP U Nom and Act
are observables that annotate states and transitions (respectively). The hybrid
nature of nominals n € Nom comes from restricting the class of 2-valued views
to those at which each n € Nom is true (i.e. annotated) at exactly one state. The
universal event u enables one to express familiar hybrid logic operators, such as
“at nominal n, ¢ holds,” in the hybrid mu-calculus (see e.g. [32]).

Definition 1. A 2-valued view M is a tuple (S, R, L) where S is a set of states,
R C S x Act x S is a transition relation with {(s,s’) € S x S| (s,u,s’) € R} =
S xS, and L: AP U Nom — P(S) is a labelling function such that L(n) is a
singleton for all n € Nom.

Ezample 1. Figure 1 depicts a 2-valued view. Throughout this paper, figures
omit transitions for the universal event u.

N
(t1,s2)
(s1,82) \ V

(u1,t2)

Fig. 1. A 2-valued view with AP = {q1,¢2}, Nom = {n}, Act = {a, 8, u}, and three
states (s1, s2), (u1,t2), and (t1, s2). It is a common completion of the views in Figure 5.

The hybrid mu-calculus of [32] is defined in negation normal form and its expres-
siveness relates it closely to description logics [26] which are used in knowledge
representation. Here we define its grammar with an unrestricted clause for nega-
tion. Hybrid extensions of branching-time temporal logics, e.g. hybrid CTL [10,
14], are all expressible in the hybrid mu-calculus (hMU) whose grammar is

pu=q | Z | ~p| dNG | ()¢ | nZ.o (1)

where ¢ € AP U Nom, a € Act U Act with Act = {& | a € Act}, and Z
ranges over a countable set Var of recursion variables. Our results remain valid
without past tense modalities (@) (by setting Act = {}) or hybrid constraints
n (by setting Nom = {} throughout). For a € Act, & denotes the “inverse”
event; its semantics is given by extending the definition of R for a 2-valued view
M = (S,R, L) through ((s,&,s’) € R iff (s',a,s) € R). For a € Act, we let
a be a again. We write ¢1 V ¢o for =(=¢ A =¢s), ¢p1 — g for —(d1 A —d2),
and, for all a € Act U Act, [a]¢ for —(a)—¢. In the least fixed point formula



uZ.¢, uZ binds all occurrences of Z in ¢ with static scoping and we require that
all free occurrences of Z in ¢ are under an even scope of negations. If ¢[Z/1)]
denotes the formula obtained from ¢ by replacing all free occurrences of Z in
¢ with 1, the greatest fixed point formula vZ.¢ is derived as —uZ.—¢[Z/—Z].
A formula ¢ is closed if it contains no free recursion variables. Its meaning is
then independent from an environment. The semantics of formulas over 2-valued
views is a special case of that for 3-valued views so we first define those models
and their semantics.

Definition 2. A 3-valued view M is a pair (M*, M) with M* = (S, R*, L%)
and M¢ = (S, R°, L) where S is a set of states, R*, R® C S x (Act U Act) x S
are transition relations with R* C R¢, {(s,s') € S | (s,u,s’) € R*} = Sx S, and
((s,a,s") € R™ iff (s',a,s) € R™) for m € {a,c}, and L*,L¢: AP U Nom —
P(S) are labelling functions with L*(q) C L°(q) for all ¢ € AP U Nom subject to
the following constraints, for alln € Nom:

1. L*(n) contains at most one state and L¢(n) is non-empty,
2. if L%(n) is non-empty, L%(n) = L°(n).

For any s € S, (M, s) is a pointed 3-valued view M with initial state s.

The intuition behind 3-valued views is that all a-structure specifies asserted
(guaranteed, valid etc) information, whereas all ¢-structure declares consistent
(possible, satisfiable etc) information [25]. The complement of c-information
specifies an impossibility, e.g. (s, «, s’) ¢ R expresses that event o cannot lead
from state s to state s’. Note that the universal event u is asserted to be so. The
inclusions for transitions and labels ensure logical consistency of the semantics
given for hMU below. In particular, the universal event w is universally possible.
The two constraints on labelling nominals are based on [14] where s € L%(n)
states “n is at s,” and that s € L¢(n) expresses “n may be at s.”

Ezample 2. Two 3-valued views (Mq, s3) and (Ma, s3) are depicted in Figure 4.
In figures of this paper, transitions for all & € Act are implied, solid lines denote
R*-transitions, and dashed lines denote R¢\ R®-transitions. For ¢ € AP U Nom,
a label ¢, ¢7, or its absence at state ¢ denote t € L*(q), t € L°(q) \ L%(q), and
t ¢ L°(q) (respectively).

The denotational semantics | - [ of hMU over 3-valued views maps formulas
¢ and environments p, functions Z — (p*(Z), p¢(Z)) of type Var — {(L,U) C
S xS | L CU}Y, into sets of states for a mode of analysis m € {a, ¢} in Figure 2.
Note that —a = ¢, —¢ = a,and pre(A) = {s€ X |3s' € A: (s,a,8') € R™}
for all & € Act U Act and m € {a, c}.

Definition 3. We write (M, s)l=, ¢ for s € | ¢ |3, saying that ¢ is a (p-)valid

p7
assertion at s; similarly (M, s))ngb means s € | ¢ [, and denotes that ¢ is
(p-)consistent at s. (If ¢ is closed, we elide p.)



lalp = L™(a) | 215 =p"(2)
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Fig. 2. Semantics of hMU over 3-valued views for mode m € {a, c}.

Least fixed points IfpAA.| ¢ [IL’[LZHA} are formed in the complete lattice (P(X), C).

Note that for m € {a, c} we have sE="[a]¢ iff (for all (s,a, s') € R™™, s'E=""¢). If
K is a 2-valued view, we may cast it into a 3-valued view M with M* = M° = K.
Then | ¢ |5 = [ ¢ [5 holds in M for all p and ¢ of hMU so this defines the 2-
valued semantics k =, ¢ to be k € | ¢ [ for all states k of K.

Ezample 3. For (Ms, s3) in Figure 4 we have so|="—(a)[8]{a)true since we don’t
have sof="(a)[B](a)true, for (s2,a,x) € R* implies @ = to, (t2,B,t2) € RC, but
there is no R%transition labelled with o out of 5. We have so=*pZ.[5]=true A

(B)(@)Z since there is no (sg, 3,2) € R® and so syf="[3]~true, and there is a
R*-cycle (s2, 8, t2)(t2, @&, s2) from sy to sy that generates the word Sa.

3 Refinement between views

In specifying a 3-valued view we implicitly describe a possibly infinite set of 2-
valued views. Such intuitions can be formalized in Cousot & Cousot’s framework
of abstract interpretation [8] or through a co-inductive definition of refinement,
as done by Larsen & Thomsen in [25].

Remark 1. One can reconcile both formalizations. First, a co-inductive refine-
ment defines a concretization function (M,s) — C(M,s) for pointed 3-valued
views, where C(M, s) is the class of pointed 3-valued views that refine (M, s) and
are 2-valued up to casting. Second, it is less obvious how one should abstract a
class C of 2-valued views by a single pointed 3-valued view as any (M, s) with
C C C(M,s) is a possible abstraction. But from results in [15] one can derive
a Galois adjunction between compact sets C of 2-valued models and bounded
Scott-closed sets of 3-valued models in the domain model for refinement of [18].

We won’t elaborate this point further and turn to defining refinement.

Definition 4. For i = 1,2 let (My,s;) = (S, R%, L), (Si, RS, L)), 8;) be
pointed 3-valued views. Then (M, s1) is refined by (Ms,so) iff there is a re-
lation @ C S1 x S such that (s1,$2) € Q and, for all (s,t) € Q, we have

1. for all ¢ € AP U Nom, s € L§(q) implies t € L§(q),
2. for all g € AP U Nom, t € L§(q) implies s € L§(q),
3. foralla € ActUAct, if (s,a, 8') € RS, thereis (t,a,t') € RS with (s',t') € Q,
4. foralla € ActUAct, if (t,a,t') € RS, there is (s, a, s') € R§ with (s',t') € Q.



We write (M1, s)<(Ma,t) whenever there is such a @ with (s,t) € Q and denote
by C(M, s) the completions of (M, s), the set of those refinements (N, t) of (M, s)
that are 2-valued up to casting.

Ezample 4. The pointed 3-valued view (V, (s1, s2)) of Figure 6 refines the views
(M7, s2) and (Ma, s2) of Figure 5 where refinement relates states from hybrid
views to their tuple state: s to (s1,s2), ta to (u1,ta) ete.

Since refinement is transitive, (M7, s)<(Ma,t) implies C(Maz,t) C C(My, s) and
the converse has been proved for views without nominals in [16]. Proofs from
the non-hybrid setting, showing that the fixed-point free fragment of the modal
mu-calculus logically characterizes refinement and that refinement is sound with
respect to the compositional 3-valued property semantics [23], also apply to our
setting and so we state them without proof.

Theorem 1. For pointed 3-valued views (M, s) and (N, t) we have (M, s)< (N, 1)
iff (for all closed, fizxed-point free formulas ¢ of hMU, s € | ¢ |* implies t €
1 &1%). If (M,s)<(N,t), then s € | ¢ |* impliest € [ ¢ [|*, and t € | [°
implies s € | ¢, for all closed ¢, of hMU.

This logical characterization and soundness secure soundness of | ¢ [™ relative
to the thorough semantics of Bruns & Godefroid in [3] adapted to our hybrid
setting, where for any closed ¢ of hMU the predicate GMC (M, s, ¢) means “k |=
¢ for some (K, k) € C(M,s).”

Corollary 1. For any closed ¢ in hMU and state s of any 3-valued view M :

1. If s€] ¢ |*, then GMC(M, s, —¢) is false.
2. If GMC(M, s, ¢) is true, then s € | ¢ [°.

Proof. This is proved as in [3] where completions may violate hybrid constraints,
which soundly over- and under-approximates the statements in items 1 and 2
(respectively) where GMC(M, s, ¢) refers to hybrid models only. ||

Example 5. For (Ms, s2) from Figure 5 we have so £ (3) true V(3 true as there
is no (s9,3,x) € R* but (s2,8,t2) € R¢. The formula is a tautology and so true
for all completions of (Ms, s2): the converse of item 1 is not true.

4 Multiple views and their decision problems

We can now define the decision problems studied in this paper. Let V = {(M;, s;) |
1 < i < k} be any finite set of pointed 3-valued views (M;,s;) where all
(M;,s;) € V have only finitely many states. Each (M;, s;) may be an abstrac-
tion of a concrete and consistent artefact, e.g. a piece of software. Alternatively,
each (M;,s;) may be the description of a hybrid knowledge-representation or
database view (where hybrid constraints are needed in XML documents) or the
description of a particular stake holder in the sense of requirements engineering.



In the case of software, consistency of all (M;,s;) € V is usually assured as the
artefact is a consistent common refinement by construction, up to casting and
representational changes. In the latter cases, consistency is a primary concern in
crafting a model that honors all views (M;, s;) € V. For example, if each (M;, s;)
is an answer to a query from a local database, V is often not consistent. We
identify decision problems.

Definition 5. Let C(V) = {(N,t) | V(M,s) € V: (N,t) € C(M,s)} be the set
of common completions of V. For closed ¢ of hMU, we define parameterized
boolean expressions C(V), SV, @), and V(V, ¢):

1. Consistency: C(V) holds iff all views of V have a common completion, i.e.
ifc(V) #{}.
2. Satisfiability: S(V, @) is true iff there is a common completion of V that

satisfies ¢, i.e. iff {(N,t) e C(V) | t = ¢} # {}.
3. Validity: V/(V, ¢) holds iff all common completions of V satisfy ¢.

Since all pointed 3-valued (M, s) have (M?,s) as a completion, C(V) holds iff
all views of V have a common refinement. Note that V(V, ¢) holds for all ¢
if ¥ has no common refinement. Thus it is wise to first decide C'(V) so as to
avoid unintended certifications through V(V, ¢). We show that all three decision
problems above are reducible to satisfiability checks of hMU over 2-valued views.

Inspired by [23] we construct a closed formula [M;, s;] of hMU for each pointed
3-valued view (M;, s;) such that for all pointed 3-valued views (N, t) we have

(N, )" [M;, s4] iff (M, s)=(N,t). 2)
The existence of such formulas secures the desired reductions.
Theorem 2. 1. Each pointed 3-valued view (M;,s;) has a formula [M;, s;] of
the hybrid mu-calculus satisfying (2) for all pointed 3-valued views (N, t).

2. The decision problems C(V), S(V, ), and V(V, ) are reducible to satisfia-
bility checks of hMU over 2-valued views and in EXPTIME.

Proof. 1. For each state t; in M; we set (similar to (3) in [23])

Mt = N A@aMutDACA N ML) (3)

(ti,a,t})ER® a€Act (ti,a,t])ER®
AN\la 1t € LY@} A N{~a |t & L(q)}

as a system of greatest fixed point equations. As M; has only finitely many
states, each [M;, t;] is expressible in hMU. The proof that [M;, s;] satisfies (2)
is basically the one given in [25].

2. We can reduce C(V) by proving that V = {(M;,s;) | 1 < i < k} has a
common completion iff the closed formula

oy = /\ [M;, si] (4)



of hMU is satisfiable over 2-valued views. If oy is satisfiable, k = oy for
some pointed 2-valued view (K, k). Since (K, k) can be cast into a pointed
3-valued view, (2) and k |= oy render (M;,s;)<(K,k) for all i =1,2,...,k
and so (K, k) € C(V). Conversely, if V has a common completion (K, k) we
have (M;, s;)< (K, k) foralli =1,2,..., k. Using (2) this implies (K, k) = oy
and so oy is satisfiable over 2-valued views. The reductions for S(V, @) and
V(V, ¢) are variations of the reduction for C (V). The check S(V, ¢) holds iff
¢ Aoy is satisfiable over 2-valued views. The check V(V, ¢) holds iff =¢ Aoy
is unsatisfiable over 2-valued views. The EXPTIME result follows directly
from these reductions and Theorem 2 of [32]. i

Ezample 6. For (Ma, s2) from Figure 5 we express [Ma, so] in hMU with Z,,, Z;, €

Var: [My, s2] = vZ, () A o] A[B1w A [B1 A gy A~ where ¢ = 174, (@) Zo, A
(0] Zey N (B)Zuy N [6)Zay A [B)Zsy At A= A =g

The semantics of Figure 2 is in NP and in co-NP via a reduction to 2-valued
checks similar to the one in [3]. Such a reduction is not possibly in general for
S(V,¢) and V(V, ¢) as they are EXPTIME-complete.

Theorem 3. S(V,¢) and V(V,¢) are EXPTIME-complete in the size of ¢.

Proof. For V = {(M,s)}, S(V,¢) and V(V,¢) ask whether some (respectively
all) completions of (M, s) satisfy ¢. So S(V, ¢) is the generalized model checking
problem GMC (M, s, ¢) of Bruns & Godefroid in [3] and V(V, ¢) its dual. Since
GMC(M, s, ¢) is EXPTIME-complete for formulas of the modal mu-calculus [3]
(essentially, hMU with Act = {} and Nom = {} by [11]), S(V,¢) and V(V, ¢)
are EXPTIME-hard for general V and ¢ of hMU. By Theorem 2 the decision
problems S(V, ¢) and V(V, ¢) are in EXPTIME and so EXPTIME-complete. ll

5 Complexity of common refinement checks

Practical considerations suggest to investigate whether the upper bound of The-
orem 2 can be lowered for C'(V), which we now do.

Definition 6. Let V = {(M;,s;) | 1 <i < k}, each M; having state space S;.

1. We denote Hle Si by Sy, write t for tuples (t1,ta,...,tx) € Sy, and use
Vs to stress that s; is the initial state in each (M;,s;) of V.

2. A common refinement witness is a relation W C Sy, such thatt € W implies
(a) for alli and ¢ € AP U Nom, if t; € L*(q) then t; € L°(q) for all j # i,
(b) for alli and o € Act U Act, if (t;,a,t;) € R*, there is t' € W such that

(tj, o, ty) € RS for all j # i, and
(c) for alln € Nom, there is t € W such that for all i, t; € L¢(n).

Note that in clause (b) above the ith coordinate of ¢’ is bound to the given ¢ and
that clause (c) is required as each n holds in a state of K for any (K, k) € C(V).
As the arbitrary union of common refinement witnesses is a common refinement
witness, there is a greatest common refinement witness for each Vg, denoted by
Wy, . This relation captures the existence of common refinements.



Theorem 4. For any Vs, the predicate C'(Vs) is equivalent to “s € Wy_.”

Proof. We show W = {t € Sy, | CWV) # {}} € Wy,. Given t € W, there is
(K,k) = ((Sk, Rk, Lk),k) € C(Vt). Clause (b): For any ¢ if (¢;, o, t}) € R®, there
is (k, o, k') € Ry with (M;, t;)<(K, k') as (M;,t;)< (K, k). Since (M}, t;)< (K, k)
for all j # i and (k,a, k') € Ry, there is (t;,,t}) € R® with (M;,t})<(K, k')
for each j # 4. In particular, V,» has (K, k') as a common refinement and so
t' € W. A similar reasoning applies to clauses (b) and (c) and so W C Wy,,.

1. Let C(Vs). Then s € W C Wy,,.

2. Let s € Wy,. We define K = (Wy,, R, L) as the product of c-structure:
(t,a,t’) € Riff (for all 4, (¢;, a, t;) € R®),and t € L(q) iff (for all ¢, t; € L°(q))
for ¢ € AP. For n € Nom, we set L(n) = {t} for some ¢t € Wy, satisfying
clause (c) of Definition 6.2. We claim that (K, s) € C(Vs) with refinement
{(ti;t) | t € Wy,} showing (M;,1;)<(K,t). By definition, any transition
from t € Wy, in K or propositional/nominal label at ¢ in K is c-matched
for ¢; in each M;. Conversely, any a-transition (¢;, o, t}) in M; with ¢t € Wy,
ensures matching c-transitions (¢;, o, t}) for all j # i such that t' € Wy, as
t € Wy,. So (t,a,t') € R as R® C R in M;. Since t' € Wy, this works
co-inductively. A similar argument applies to t; € L%(q) and t; € L%(n). B

Figure 3 shows an algorithm for computing Wy, where we omitted any opti-
mizations for sake of clarity. This algorithm is related to the partition refine-
ment algorithms for computing the greatest bisimulation relation (see e.g. [29]),
except that Wy, is not an equivalence relation and so no partition or splitting
occurs. However, if V consists of two pointed 2-valued views the algorithm is a
non-optimal version of the familiar splitting algorithm for bisimulation.

No = {};
let (bad (t, No)) = // fails clause (a) of Definition 6.2:
((some i, j, q | t_i in L"a(q) && not t_j in L~c(q))
| // fails clause (b) of Definition 6.2:
(some (t_i,a,x) in R"a | all t’ in S_V minus No |
x = t’_i ==> some j | not (t_j,a,t_j’) in R’c
)) in
{ while (some t in S_V minus No | (bad (t, No))) {
No = No union {t};
} // else-branch: fails clause (c) of Definition 6.2
if (all n in Nom | some t’ in S_V minus No | all i | t_i in L"c(n))
{ Yes = S_V minus No; } else { Yes = {}; }

Fig. 3. Computing Wy, for a given set of views Vs, where union and minus denote
set-theoretic union and complement, respectively.

Theorem 5. The algorithm of Figure 3 terminates after at most | Sy | itera-
tions and assigns to Yes the set Wy, .



Proof. For termination, S_V minus No equals S_V initially and No is a subset of
S_V that increases by one at each iteration so there cannot be more iterations
than elements in S_V. It remains to show correctness:

— For Wy, C Yes it suffices to show W C Yes for a non-empty common
refinement witness W C Sy,. To that end, it suffices to show that W C
S_V minus No is an invariant of the while-statement as {} # W forces exe-
cution of the if-branch. The inclusion W C S_V minus No holds initially as
then No is empty and W C S_V. Assume that W C S_V minus No holds right
before an iteration of the while-statement. Given ¢t € W, the expression (bad
(t, No)) is false since t is in the common refinement witness W and the
range of the quantifier all t’ is the set S_V minus No and subsumes W by
assumption. Thus, no ¢t € W can be added to No.

— For Yes C Wy, it suffices to show that a non-empty Yes is a common refine-
ment witness. After the assignment to the non-empty Yes, the expression
(bad (t, No)) is false for all ¢ in Yes and the Boolean guard of the if-
statement is true, so this states that Yes is a common refinement witness. [ |

Ezample 7. Let Act = {a, 3,u} and Act = {a, 3, a}.

1. Let V = {(M1,81),(M2,52)} with Sl = {sl,tl,ul}, SQ = {82,t2}, AP U
Nom = {}, and transitions and labelling as in Figure 4. The algorithm non-
deterministically computes Yes to be empty: add (¢1, s2) to No as (¢1,3,s1) €
R¢ and there is no (s2, 3,7) € RS; add (u1, s2) to No as (s2, 3,t2) € R§ and
there is no (u1,3,7) € R$; add (uq,ts) since (t2,3,s2) € RS and the only
match (u, 8, t1) € RS is such that (¢1, s2) is already in the set No; add (s1, s2)
as (s1,,u1) € R} but the only match (sq, o, t2) € RS is such that (uq,ts2) is
in No; add (s1,t2) since (t2, 8,t2) € R$ and there is no (s1,3,z) € RS; and
finally add (t1,t2) as (t1,0,s1) € R but (s1,) is in No for all choices of z.

2. Figure 5 shows V = {(Mjy,s1),(Maz,s2)} with Nom = {n} and Wy =
{(s1, 82), (u1,t2), (t1, s2)}; all other pairs are ruled out as they violate clause
(a) of Definition 6.2 for n.
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Fig.4. AV = {(Mu, s1), (Ma, s2)} for which no V; has a common refinement.



Fig.5. AV = {(M, s1), (M2, s2)} for which there are common refinements.

6 Summary views

We construct 3-valued “summary” views V_ and V. that serve as consistent and
informative common abstractions and refinements of V (respectively).

Definition 7. Let V be given. For x € {—,+} we define a 3-valued view V, =
Ve, V5) with V' = (Wy, Ry, L3} ) for m € {a,c} such that for all g € AP U
Nom, a € Act U Act

te Ly (q) iff 3i: ti € L*(q) te Ly (q) iff vi: ti € L°(q)
(t, o, t') € Ry, iff Fi (L, 87) € BT (E,a, ) € RS, iff Vit (L, o, 17) € RC
te Ly (q) ufvi: t; € L%q) te LS (q) iff i t; € L°(q)

(t,o,t’) € RS, iff Vi (t;, o t;) € R® (t, o t’) € RS, iff Ji: (t;, ;) € R®

except for n € Nom: L, (n) = {} if its definition above does not render a sin-
gleton; and LS, (n) = L§, (n) if the latter’s definition above renders a singleton.

These summary views render common refinements and abstractions.

Proposition 1. Let V = {M; | 1 < i < k} be given. Then V_ and V; are
3-valued views and, for allt € Wy and all i, we have (V_,t)<(M;,t;)<(V4,t).

Proof. All constraints on transitions and the labelling for 3-valued views are met
in V_ and V; by construction: the provisos on n take care of the constraints on
3-valued labels for nominals (items 1 and 2 in Definition 2), and the restriction
of the state space Sy to Wy, and consistency of each M; take care of the rest. We
claim that @ = {(¢;,t) | t € Wy, } shows (M;,¢;)<(V4,t): (a) Let ¢; € L (q).
Then t € L, (g) by definition. (b) Let ¢ € L5, (q). Thent; € L(q) by definition.
(c) Let (t;, . t;) € R Then (¢,a,t’) € Ry, by definition and (¢;,t’) € Q. (d)
Let (t,a,t') € R, . Then (t;,a,t]) € R° by definition and (¢},t') € Q. — The
proof of (V_,t)<(M;,t;) is dual to the one just given. ||



The abstraction V_ is concrete enough to meaningfully relate to the common
views. The common refinement V., aids comprehension. Users may want to ex-
plore Wy, to generate alternative summaries, as done for Sy in [33].

Ezxample 8. Figure 6 shows V, and V_ for the V of Figure 5.

(u1,t2) (u1,t2)"~.

Fig. 6. The summary views Vy and V_ for the V of Figure 5.

7 Related work

Uchitel & Chechik [33] merge modal transition systems with overlapping but
different sets of events to obtain a minimal common refinement and suggest user
participation to explore common behavior if no minimal common refinement ex-
ists. Their algorithms check the consistency of two models and construct a least
common refinement if it exists. Their models are more general in that events may
differ in views, but less general in that we handle hybrid constraints and com-
pute the space of all consistent tuples. They stress engineering activities in model
elaboration, we use static analysis and identify the complexities of the relevant
decision problems. Larsen et al. use projective views for a constrained-based
proof methodology on modal transition systems [24]. Fitting uses a partial order
of experts to constrain the consistency of experts’ assertions about the truth
and falsity of transitions and state observables in multiple-valued Kripke struc-
tures [9]. Chechik et al. endow Fitting’s models with a semantics for negation
drawn from a De Morgan lattice negotiated among experts. For these models
they devise a multiple-valued version of computation tree logic and its symbolic
model checking algorithm [6]. Multiple-valued model checking is reducible to
2-valued model checking [6,5]. Bruns & Godefroid [4] build a query checker for
temporal logic which, for a Kripke structure and a query with a hole as input,
returns a formula of propositional logic that, when placed into the query’s hole,
makes the query true for that Kripke structure. Our models for hybrid views
assume that views have the same representation, here algebraic signature and
type, of a specification. As Jackson points out, this may not always be appropri-
ate [21]. Nentwich et al. developed the tool xlinkit that analyzes distributed



XML documents for possible inconsistencies, based on rules written in first-order
logic [27]. Guerra [13] proposes a specification framework for software artifacts,
where specifications have defaults and allow for exceptions stemming from the
reuse or evolution of system demands. In loc. cit. specifications are written in
linear-time temporal logic [30] and a non-monotonic semantics for this logic is
defined based on default institutions [12]. Foundations for view-based model
checking, where models are those of first-order logic with transitive closure, are
developed in [19]. In [20] assertion-consistency lattices are defined and argued
to be the proper generalization of De Morgan lattices for sound abstraction of
multiple-valued models and their checks. For modal transition systems and the
modal mu-calculus, the decision problems of this paper have already been defined
in [16] and the reduction to satisfiability in the modal mu-calculus for common
refinement checks has been stated in [15].

8 Conclusions

We studied finite sets of views, where each view is a 3-valued hybrid model. Such
views are suitable models for answers to database queries, knowledge represen-
tation, functional requirements etc. We showed that the decision problems “Is
there is common refinement satisfying ¢7” (satisfiability) and “Does ¢ hold for
all common refinements?” (validity) are EXPTIME-complete for the hybrid mu-
calculus. We gave a PTIME decision procedure for checking whether such a set
is consistent in that it has a common refinement (satisfiability for ¢ being true).
This procedure was used to compute the state space of “summary” views that
are informative and consistent common refinements (respectively, abstractions).
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