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Abstract. Distributed language features form an important part of modern object-
oriented programming. In spite of their prominence in today’s computing envi-
ronments, the formal semantics of distributed primitives for object-oriented lan-
guages have not been well-understood, in contrast to their sequential part. This
makes it difficult to perform rigorous analysis of their behaviour and develop
formally founded safety methodologies. As a first step to rectify this situation,
we present an operational semantics and typing system for a Java-like core lan-
guage with primitives for distribution. The language captures the crucial but of-
ten hidden concerns involved in distributed objects, including object serialisation,
dynamic class downloading and remote method invocation. We propose several
invariant properties that describe important correctness conditions for distributed
runtime behaviour. These invariants also play a fundamedlalim establishing

type safety, and help bound the design space for extensions to the language. The
semantics of the language are constructed modularly, allowing straightforward
extension, and this is exploited by adding primitives for direct code distribution
to the language: thunk passing. Typing rules for the new primitives are developed
using the invariants as an analysis tool, with type soundness ensuring that their
inclusion does not violate safety guarantees.

1 Introduction

Language features for distributed computing form an important part of modern object-
oriented programming. It is now common for different portions of an application to be
geographically separated, relying on communication via a network interface for coor-
dination. Distributing an application in this way confers many advantages to the pro-
grammer, such as resource sharing, load balancing, and fault tolerance [8]. Remote pro-
cedure call helps simplify such engineering practice by attempting to offer a seamless
integration of network resource access and local procedure calls.

The Java programming language is a popular choice for developing such systems,
with a highly dynamic and customisable class loading mechanism at its heart. Ap-
plets are a widespread example of code mobility derived from the use of custom class
loaders—when a user visits a page containing a Java applet, the virtual machine running
inside their web browser can automatically download and link the required classes with-
out user intervention. Obtaining classes automatically is fundamental to Java Remote
Method Invocation [26] (RMI). This is widely adopted for the Java platform and offers
the programmer a straightforward mechanism for accessing shared remote resources.
It fully exploits the customisable class loading system of the underlying language to



2 Alexander Ahern and Nobuko Yoshida

allow code to propagate around the network. When objects are passed as parameters to
remote methods, if the provider of that method does not have the corresponding class
file, it may attempt to obtain it from the sender.

The semantics of RMI is different from normal, local method invocation. Passing a
parameter to a remote method (or accepting a return value) can involve many operations
hidden from the end-user, for the very reason of maintaining seamless integration with
the original language. For example, not all objects in RMI are passed by reference (un-
like local invocation): only those of classes implementingRieenote marker interface
are. All other objects are passed by value, which invokes the serialisation mechanism of
the language. Similarly, if an object of a class finds its way to a particular location that
does not have the byte-code for that class, it uses a customised class loading mechanism
to attempt to obtain the class from the network. Moreover, verifying that the received
class is safe to use may require the downloading of many others (such as the direct su-
perclass, classes mentioned in method bodies and so on). Typically the programmer is
only aware of these actions when something fails.

The presence of these hidden features at runtime makes the behaviour of a program
using idioms for distributed computation much more complex and less understandable
than a sequential one. Due to this complexity, the need to identify a precise semantics
for distributed primitives is arguably even greater. By having a good semantic account
for distribution, we may benefit from many of the useful outcomes of similar formal
studies in the context of sequential language features. For example, we can build a
basis for reasoning and verification of mobile code (e.g. applets, agents); we can use
the resulting theoretical framework for the analysis of new language constructs and
engineering methodologies; and we can discuss optimisations based on a clear semantic
understanding. Further, and perhaps most importantly, a good semantic account of the
features makes the life of the systems designer and implementor easier by providing a
reference framework for implementation.

This paper aims to give such a formal semantics for a core Java-like language with
basic programming primitives for distribution, extending existing core languages [18,
4]. A central challenge to modelling distributed features is to give a representation of
runtime behaviour that reflects the “hidden” elements discussed above. This includes
class downloading and serialisation; both are features that contribute to the observ-
able behaviour of a program. Another key activity, matching return points for a remote
method call, is non-trivial because of unavoidable interleaving of operations in a sys-
tem with multiple locations, even if the underlying programmer-level language does not
explicitly mention them. We show that a succinct representation of these runtime be-
haviours is indeed possible, partly using techniques fronxtf@8] and Higher-Order
n-calculi [32]. One of the highlights is the use ofiaear type discipline [21, 15] to
ensure correct intermediate state of RMI and its returns. The semantics avoids becom-
ing tied to a particular implementation of RMI by abstracting away concerns such as
the methods for resource binding or the use of stubs and skeletons (this is sensible since
implementation strategies change over time: for example, the need for skeletons was re-
moved in homogeneous, all-Java, systems when JDK version 1.1 moved to version 1.2).
The semantics is flexible and modular: we distill the key features of class downloading
and serialisation separately, so that important design choices (for example eager/lazy
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class downloading) can be easily reflected in the semantics. Our hope is that the formal
semantics we present here will offer a clear high-level understanding of the behaviour
of distributed extensions to Java-like languages, as well as contributing a starting point
for the further development and application of formal semantics to such languages.

Applying the proposed formal semantics, we first establish the most basic safety
property for any typed formalism: type soundness. Establishing type safety is highly
non-trivial, making use of manjnvariant propertieswhich runtime configurations
should satisfy over time. For instance, one simple example of an invariant says that if an
expression contains a reference to an instance of a local class, then that object should be
stored in the same physical location as the code in question. The invariants capture ba-
sic safety criteria for distributed states that we believe sensible implementations should
conform to. They can be used as a 'sanity check’ during the design of typing rules: if
an invariant is not guaranteed by reduction then it tends to point to a concrete issue in
typing rules as well as a possible remedy. The use of invariants in proving safety guar-
antees goes beyond type safety: as a simple example, we show progress properties can
also be derived from combinations of invariants.

As another use of the proposed formal machinery, we show how our framework can
incorporate a new primitive for distributed object-oriented programntimgnk pass-
ing, which passes fragments of code as a value in communication for later execution.
While well-known in languages like Scheme, Lisp and MetaML [1], and while having
significant usability in distributed object-oriented programming, we do not know a con-
sistent, type-safe language-level incorporation of this primitive for distributed Java-like
languages. Indeed, a typing rule for the primitive strong enough to ensure type safety
is far from obvious because of its interaction with the existing distributed primitives.
To find a sound typing rule, we use invariants as a tool for analysis (for example, thunk
passing leaks references to local objects over the network under a simple minded typ-
ing rule: the violation directly suggests how the rule can be strengthened). The resulting
typing rule guarantees preservation of fundamental properties such as type safety and
progress in the extended language. We also experiment with the incorporation of dis-
tributed failure to demonstrate extensibility of our framework.

We summarise our major technical contributions below.

— Introduction of a core calculus for a class based Java-like typed object-oriented pro-
gramming language with basic primitives for distribution, including dynamic class
downloading and serialisation. Its formal semantics centres on the representation of
runtime distributed configurations, uses techniques from process calculi, and treats
different design choices modularly, such as eager/lazy class downloading.

— Anew technique to systematically prove type safety in distributed formalisms using
network invariants. The invariants represent healthiness conditions of distributed
states. Not only are they essential for proving type safety but also they are a useful
analytical tool for developing consistent typing rules.

— An integration of thunk-passing primitives into distributed object-oriented pro-
gramming, and establishment that their integration with RMI and class download-
ing mechanisms preserve type safety and progress. The typing rules for these prim-
itives are developed through the analysis of their interplay with invariants.
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In the remainder, Section 2 informally introduces the language we study in the
present work. Section 3 introduces its syntax. Section 4 lists the auxiliary definitions.
Sections 5 defines the operational semantics. Section 6 lists examples of the operational
semantics; two of them give a detailed analysis of behaviour of the programs listed in
Section 2. Section 7 defines the typing system. Section 8 proves the basic properties
of the typing system. Section 9 develops the invariants and progress properties. Sec-
tion 10 proves the subject reduction using the invariants. Section 11 discusses related
work. Section 12 concludes the paper with further topics. Appendix lists all rules for
the operational semantics and the typing system for reference.

2 Program Examples

This section illustrates the basic ideas of the small distributed Java-like language we
study in the present paper, using concrete programming examples. Consider the follow-
ing class definition:

class Server {int doTask (Task t){ return t.compute (); } }

A server can be created by instantiat®grver . The idea is simple—a site with pow-
erful computing resources can accept, via RMI callssk s, which specify the work
the compute server should perform on behalf of the supplier. Its code is as follows:

class Task { int compute ){ return O; } }

In our simple setting we assume tasks return integers, but one could easily say that
a specialTaskResult class might be created for this purpose. Upon receipt of an
instance of th@ask class (or a subclass of it), the server callstbmpute () method

on it. The client to such a server would look something like the following:

class Client {
Server s;
Client (Server s) { this .s = s;}
int gecd(int a, int b) { return s.doTask (new GcdTask(a, b)); }
}
class GcdTask extends Task {
int a, b;
GedTask (int  a, int b) { this .a = a; this .b = b; }
int  compute () {
int r = 0;
while  (true ) {
if (this .b == 0) {
return  this . a;

} else {
r = this .a % this .b;
this .a = this .b;
this .b =r;

i




Formal Analysis of a Distributed Object-Oriented Language and Runtime 5

Here, the client wishes the server to compute the greatest common divisor of two inte-
gers using an iterative version of Euclid’s algorithm. To do so, the programmer creates a
subclassscdTask with the correct body overriding theompute () method of class
Task . The client requests work be done by the server by making the remote method
calls. doTask (t) and awaiting the result.

The behaviour of the above program, although conceptually simple, contains sig-
nificant elements which cannot be captured in purely sequential (or non-distributed)
formalisms. Firstly, the server site may not have a copy of the ¢kastlask: in
which case, it is standard practice in RMI that the site will request a copy of the class
binary (byte code) from the client, invoking remote communication. In contrast, non-
distributed formalisms assume all classes are available locally. A second observation
is that, when sending the instance of thedTask to a server, if that class does not
implement theRemote interface, then the sender site invokes the serialisation mecha-
nism. Again, a non-distributed formalism does not have to consider passing objects by
value, hence ignore this aspect. Semantically, however, the distinction between remote
references and local references is essential in RMI (in Java and other similar languages),
so this distinction and associated behaviour should be modelled. Finally, in the above
example, it is natural to expect that many clients could be handled by a single server,
so the formalism should support concurrency. Formal semantics of distributed objects
must inevitably include runtime behaviour, such as a remote invocation in transit, a re-
turn message in transit, and a request for a class to be downloaded and a class being
delivered. Unlike in sequential formalisms, representation of these intermediate states,
or runtime, is a fundamental part of the formal semantics. We shall later present a simple
way to represent them borrowing ideas from a (typed)d-talculus.

The class downloading mechanisms in RMI realise a natural method for transferring
code over network. The design space for code passing is however not limited to them.
Another construct which complements class downloading may realise code mobility
more explicitly, in the form known athunk passingl]. Later sections will examine
the introduction of this primitive from a formal viewpoint. Here let us illustrate this
primitive and its significance using the previous example of a task server. As mentioned,
if the server does not have the cla@dsdTask , it must download it. Not only does this
add an extra burden of making sure that any class the server might need to perform its
job is available in a directory accessible via the network; it also leads to low efficiency
and high rate of failures. Suppose there is a deep inheritance hierarchyGtubiask
. Then the server, after obtaining the class, must fetch all of its superclasses as needed.
This can require several trips across the network, increasing the risk of failure and
adding latency. Further, the “compute server” is tightly coupled with the notion of a
Task —any work that a client wishes to do must be cast in this framework. These
issues arise because class downloading does not allow direct, fine-grained control of
code passing by programming.

Primitives for the creation and execution of a thunk, which we wiiteeze]t](e)
anddefrost(e), solve this issue. First we give the code for the server:

class ThunkServer {
int  compute (thunk (int ) t) { return defrost (t); }

}
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As one can see, it makes no mention of any class—its only stipulation is that the thunk in
question, whemlefrostedread: evaluated), returns something of typte . That is not

to say that the body of the thunk cannot use any other classes, but the server developer
is not tied to any particular representation of the work to be done. Next we show the
code for the modified client:

class  ThunkClient {
ThunkServer s;
ThunkClient ( ThunkServer s) { this .s = s; }
int gcd(int a, int b) {
thunk (int ) g =

freeze [t](
int x = a;
int 'y = b;
int r = 0;
while  (true ) {
it (y ==0){
return  x;
} else {
r =y %x;
X =y,
y =r;
s

return  s. compute (g);

b3

Here, the client makes use of tieeeze[t](e) expression of the language. Instead of
sending a class embodying the code for Euclid’s algorithm, the client first creates a
frozen representation of that algorithm, sending this instead. The only minor difference
between the body of theompute () method ofGedTask and the thunk is at lines

7 and 8. These two lines simply copy the formal method paramatarglb into the

body of the thunk, so that at the executing site it computes the correct result. Then, the
client supplies the server with the thugkwhich the server can defrost and run.

Given this primitive, code passing becomes fully controllable at the user-level: the
server is no longer tied to a particular convention for the shape of tasks, while the client
does not need to create a new class for each individual task. Most importantly, it offers
a natural mechanism for a client to explicitly specify how a piece of code is passed to
a server, using distinct tagior thunking which we shall explain in Section 3. The cost
of expressiveness is subtlety in its typing, which we shall explore in Section 7.

Finally, good formal semantics should precisely and concisely capture semantic
differences between significant design choices. One such choice arises in the way class
downloading is executed. Bagerclass downloading, the code for all associated classes
will be sent immediately once and for all. lazy class downloading (which the current
standard implementation employs), each associated class will be fetched one by one as
it becomes necessary at a remote site. This distinction has significant consequences in
failure semantics as well as in efficiency. It is thus desirable that the formal semantics
can cleanly capture these two ideas, just as the formal semantics of sequential languages
can cleanly represent both call-by-name and call-by-value calling conventions.
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3 Language

This section presents the formal syntax of the language, which we call DJ. We consider
a configuration consisting of multiple hosts (virtual machines) for a single high-level
class-based language. Inter-host communication is by remote method invocation. Pa-
rameters to remote methods may include base values, references to remote objects, and
most interestingly, references to objects local to the caller. During a remote invocation,
the parameters are implicitly marshaled and unmarshaled by the sending and receiv-
ing sites. In brief, marshaling is the process of transforming parameters from their “in
memory” representation into one suitable for transmission over the network. Unmar-
shaling is the dual to this. We allow the explicit marshaling and unmarhsaling of data
and arbitrary programs carrying local code (classes). Related to all these features is the
provision for automatic, dynamic class downloading from the remote site. The language
demonstrates the key aspects of RMI and code distribution in Java and the CLR [19, 7],
making its operational semantics non-trivial. In spite of the simple syntax extension for
distribution, its operational semantics are largely governed by runtime behaviour hidden
from the programmer. Hence the language DJ is formalised in two kinds of syntax—
that which is used for writing programs at each local site, which weusdt syntax

and that which occurs only at runtime as intermediate forms, which weuaiime

syntax

3.1 User syntax

We first introduce the user syntax in Fig.3.1. The syntax is an extension of FJ [18]
and MJ [4] augmented with basic primitives for distribution, including those for thunks
discussed in Section 2.

The metavariable$ andU range over expression and statement types of the lan-
guage.T represents expression types: booleans (these are the only base values con-
sidered), class names (ranged oveihip, E, F), thunked expressions of typé and
serialised objects of typ@. The metavariablel ranges over the same typesTabut is
augmented with the special typeid with the usual empty meaning.

Class declarations are ranged ovelbgonstructors byX and method declarations
by M. f ranges over field namesyranges over method names anid used to denote
both local variables and formal parametefsdenotes a vector of fields, arkif is
short-hand for a sequence of typed field declarationg;; . .. ; T, f,. We apply similar
abbreviations to other sequences. We assume sequences contain no duplicate names.

The declaratiorlass C extends D{T f; KM} introduces a class namé&dwith a
direct superclasp. It has fieldsf with typesT, a constructoK and several methods
written M. In the Java language, fields may be redeclared in a subclass, with the new
definition shadowing that found in the superclass. To simplify, we assume that any
fields declared irC will have different names to any fields declared in superclasses, an
approach also adopted in FJ. However, we do allow the overriding of methods with the
same names by a subclass and the addition of new methods.

Constructors are written in the for@ (T f){super(f);this.f := f}. This ini-
tialises a new instance of cla€shy first initialising the fields of the superclasses via
a call tosuper. The fields declared i€ itself are then initialised via a sequence of
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T ::=bool |C| thunk(U) | ser(C) Types
U:i=void|T

L := class C extends D{T f; KM} Classes

K ::=C (T f){super(f); this.f := f} Constructors
M:=Un(TX){e} Methods
e:=V|Xx|this|if etheneelsee|ef|ee|Tx=e Expressions

| pe| return e| return | serialize(€) | deserialize(e)

| freeze[t](e) | defrost(e)

pe:=x:=e|ef:=e|newC(8) | en(d) Promotable
Vi=true | false |null Values
t ::= eager | lazy Tags
CSig ::= 0| CSig-C: extends D [remote] Tf {m; : Ti — Uj} Class Signatures

Fig. 3.1.User syntax

the formthis.f := f. There must be precisely the correct number of parameters in the
constructor declaration as there are fields in the class and all superclasses. This ensures
correct initialisation.

Methods are declared bn (TX){e}. This denotes a method calletthat returns a
value of typeU. It takes parameteréwith typesT. The body of the method is repre-
sented by expressian Values ranged over byhave standard meaning, as do expres-
sions,e, except for the following important new primitives.

Expressions in the language are denoted.lfjhe syntax of expressions is standard
except the two pairs of distributed primitives. It consists of values, variables (ranged
overx,y,..), branchings, field accesses, sequencing and local variable declarations. We
also have a special class of promotable expressions depetdd9]; computation of
any expression results in a value, but we allow promotable expressions to be used where
their return value is not needed, such as in sequences of expressions.

We now introduce the two pairs of distributed primitives. The first pair is for se-
rialisation.serialize(e) takes the value computed by the expressi@md serialises
it. This produces a new value that is suitable for transfer over the network (in Java,
serialisation writes to a byte stream [25]: while the original form is treatable, the cho-
sen syntax leads to a simpler presentation of typing rudes)erialize(e) takes the
serialised value computed by expresséand converts it back into a structured form.

The other pair of primitives for distribution are for creating thunkseezel[t](e)
takes the expressia@and, without evaluating it, produces a frozen representation of its
code. The expression is not evaluated, but is stored for later use as a value. Tie tag
a flag to control the amount of class information sent along witly the user. If s/he
specifiexager, then the code is automatically frozen together with all classesritapt
be used. IfLazy is specified, it is the responsibility of the receiving virtual machine to
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obtain missing classes. Dual to freezing, the actiefrrost(e) expects the evaluation
of expressiore to produce a piece of frozen code, which will then be executed.

v ranges over values, which consists with boolean constantswrid

Finally, a class signatut@Sig is a mapping from class names to their interface types
(or signatures). We assuni&ig is given globally (this does not lose generality since
uniqueness of each class is maintained through its digital signature in standard imple-
mentations), unlike class tables which are maintained on a per-location basis. Attached
to each signature is the name of a direct superclass, as well as the declaratiote”
if the class is remote. For a claSsthe predicateemote(C) holds iff “remote” appears
in CSig(C); otherwiselocal(C) holds (the formal definition appears in Definition 4.7).
Class signatures contain only the types of fields and expected method signatures, not
their implementation. This provides a lightweight mechanism for determining the type
of remote methods.

For simplicity, we omit casting [18, 4], exceptions [3], synchronisation [12] and
multiple inheritance; adaptations with these features are straightforward.

3.2 Runtime syntax

The runtime syntax in Fig. 3.2 extends the user syntax and represents a distributed state
of multiple sites communicating with each other, including remote operations in transit.

e:=--- | newC'(V) | download C from| ine|resolve C from| ine Expressions
| awaitc | Error
vi=---|0|"ewith CT from|™ | A8.(V,0,l) | €|V Values
us=x/|n Identifiers
n:=oj|c Names
P:=0|P|P | (VvuP Threads
| goewithc|ewithc|return(c)e|goetoc | Error
F :=(vU)(P,o,CT) Configurations
N:=0[I[F]|Nz|N2 | (vu)N Networks
c:=0|c-[x—V]|o-[o— (C,f:V) Stores
CT:=0|CT-[C—L] Class Tables

Fig. 3.2.Runtime Syntax

The syntax usebcation names,im,... which can be thought of as IP addresses
in a network.Tagged class namesritten C', indicate that the body of clasd can
be obtained from locatioh Typically when code is shipped around the network, class
names will be decorated with these labels so that consumers of expressions can safely
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request resources they need for execution §364]. We writeC- when the treatment of
class nam€ is independent of whether it is tagged or not.

The first three extended expressions are used to define the machinery for class down-
loading. The tagged class creationgts C' (V)”, is going to download the classfrom
| before executing new operatotidwnload C from | in € downloads classe8 from
locationl before executing; “resolve C from | in € checks superclasses Gfat the
locationl. These facilitate automatic class downloading and intuitively adopt the task
of theRMIClassLoader class [26£5.6].

“await ¢’ is used for RMI, which is explained with threads. The distinguished
expressiorError is the result of a computation that de-references a null pointer.

The fourth line extends values. Object identifies.. denote references to in-
stances of classes as well as the destination of an RMI call. We shall frequently write
“o-id” for brevity. Channelsc, ... are fundamental to the mechanism of method invo-
cation and determine the return destination for both remote and local method calls, as
illustrated in the operational semantics later. We eahdc namesranged oven.

Identifiers,u, range over nameasand variables.

The second extended value ihanked expressiofr thunkfor brevity), a “frozen”
piece of code that can be passed between methods as a value. Later, it can be “defrosted”
at which point it is executed to compute a valle.with CT from | denotes an ex-
pressione frozen with class tabl€T from |. CT ships class bodies that may be used
during the execution dd. If it is empty and the party evaluatirgjacks a required class,
it should attempt to download a copy frdm

The third extended valugd.(V, 0,1) is a serialised array (drobfor brevity), which
is a flattened data representation suitable for transfer over the netwdr@.(Wyo,1), V
contains the values for transfer. Eagle V is treated differently according to its nature.

If vi is a base value or the identifier of a remote object then it is included without special
treatment. However for eaah € V, whereg; is an identifier of a local object then this
object must be flattened for transfer. This creates the object graglontaining all

the local objects transitively referenced by eachThe final component of a blob is
the location nameé, indicating where it was created. The fourth extended value is the
empty valuee used as a placeholder for a return value by methods declared as

Threads, ranged over B/Q, R, comprise several expressions that can be evaluated
in parallelP| Q and also the new name operato)P for restricting identifier (which
should not be confused with new object creatiadhdenotes an empty thread. This
notation comes from tha-calculus [28]. It also includeError which denotes the
result of communication failure. The last four primitives are essential to represent the
RMI mechanismc is the channel created at runtime when we spawn a thread for RMI.
“await C” is a placeholder waiting for the result of RMI at “go e with ¢’ and are
“ewith " are messages to access remote methods carryistgitn(c) € is the result
of the method invocation; andgé e to ¢ is a message going back tawait c” in
the remote location. The detailed explanation of these primitives is given together with
operational semantics §5.6.

We represent an instance of a virtual machine lmpafiguration ranged over by
metavariablé=. A configuration is writter{v U)(P, 0,CT) and consists of some threads,

P, a storec containing local variables and objects and a class table writteiWe
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surround the configuration by a possibly empty vector of restricted nanteahich
limits the scope of local names and variables.

Networks, writtenN, comprise zero or more configurations executing in parallel.
0 denotes the empty networkF]| denotes a configuratioR executing at locatiom.

N1|N2 and (vU)N are understood as in threads. The scope of restricted identifiers can
be opened across different located configurations using the structural equivalence rules
explained later to permit remote method invocation.

Finally stores ranged over by, ¢’..., consist of a mapping from variable names to
values, writterjx — V], or from object identifiers to store objects, written— (C, f : V)]
indicating that identifieo maps to an object of clagswith a vector of fields with values
f: V. Class Table;T, are a mapping from undecorated class names to class definitions
(metavariabld- in Fig. 3.1).

4 Auxiliary definitions

The operational semantics, typing rules and structural equivalences of DJ depend on
several auxiliary definitions. These are explained in this section. The most important
definitions are the object graph in Definition 4.8 and the class graph in Definition 4.12,
which are used to formulate the operational semantics for serialisation and code-mobility
respectively. The reader can skip this section and come back when necessary.

Definition 4.1 (Domains).The functionglom, anddom, compute the domain of vari-

able mappings and object mappings of a term respectively. They are inductively defined
over networks\, configurationsg= and storess, and are given in Fig. 4.1. We adopt the
conventiordom(o) = dom, (o) Udom, (o). Similarly for F andN.

The store at a location can be split into two parts—cells containing the values of vari-
ables and cells containing objects. The domains of a given stare denotedom, (o)
anddom, (o) for the variable and object parts respectively. The domains of a configura-
tion are defined as the domains of the store part of that configuration, minus any names
restricted by it, while that of a network are defined as the sum of the domains of all the
configurations making up the network, minus any names restricted at the network level.

Definition 4.2 (Lookup functions). In Fig. 4.2, we provide several functions for deter-
mining the types of fields and methods for a particular class, and for retrieving the code
that forms the body of methods. The distinguished cldbsect contains no fields or
methods, and so forms the base for recursive definitions.

Fields. The fields of a clas€, written fields(C) yields a sequencé f where f; is the
name of a field and; is the type of that field according to the class signatur€fdie
write e to represent the empty sequence of fields.

Method interface.The type of a particular methad in classC according to the class
signature is given by the functiontype(m,C), and is denoted — U to indicate that
the method takes a sequence of parameters offtygred returns a value of typié. This
corresponds to the interface of the method.
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dom, dom,

Configurations

(vu)(P,o,CT) dom, (o) \ fv(U) dome (o) \ fn(U)
Networks

0 0 0

I[F] dom, (F) dom, (F)

N1 ‘ N> dOmV(Nl) (@] dOmV(Nz) dOmo(Nl) U dOmo(Nz)

(vu)N dom, (N) \ fv(u) domq(N)\ fn(u)
Stores

0 0 0

G- [X— V| {x} Udomy (o) dom,(0)

o-lo— (C,f:V) dom, (o) {0} Udom(0o)

Fig.4.1.Domains

Method body.Unlike lookup of fields and method types which rely on the lightweight
CSig, the code supplying the body of a method is obtained from the local class table
CT. The function calimbody(m,C,CT) returns a paifX, e) wherex denotes the formal
parameters of the method aads the body of the method.

Valid method overriding As in the Java language, any overriding method in a subclass
must have the exact same signature as declared for that method by the superclass. If
override(m,D, T’ — U’) is defined then this means thats the new signature for method

in classD is such a correct overriding.

Definition 4.3 (Free class names)A class name€ is defined agreeif it is the subject
of an instantiation operation (writtemew C(...)). The set of free class names for a
given term is given by the functiofel which is defined over expressions, threads and
class table entries. The free class names of a walselefined ascl(v) = 0. The free
class names of an expression are defined recursively as the union of the free class names
of all sub-expressions, with the exception that:

fcl(new C(8)) = | Jfel(e

)U{C} and importantly: fcl(new C'(8)) = Jfcl(e)

For threads, the definition is equally obvious:

fcl(0) = 0 fel(PL|R) = Jfcl(R) fcl((vu)P) = fcl(P)

Finally, for class table entries we retrieve the free class names appearing in the bodies
of methods:
fcl(class C extends D{T f; KM}) Ufcl

) whereM; = Uim; (Ti%){&}
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Field lookup
CSig(C) = extends D Tf {m; : Tj — Uj}
fields(D) = T'f’

fields(Object) = o =YETRER
fields(C) =T'f',Tf

Method type lookup

CSig(C)=extends D [remote] Tf {mi:'ﬁ—»Ui} CSig(C)=extends D [remote] T {mi:'ﬁHU‘} me {m}
mtype(m;,C) = T U/ mtype(m,C) = mtype(m, D)

Method body lookup

CT(C)=class C extends D{Tf;KM} CT(C)=class C extends D{T f;KM}
Un(TX){e} eM Un(TX){e} ¢ M
mbody(m,C,CT) = (X, €) mbody(m,C,CT) = mbody(m,D,CT)

Valid method overriding

mtype(m,D) =T — U impliesT = T’ andU = U’
override(m,D, T/ — U’)

Fig. 4.2.Lookup functions

Definition 4.4 (Free variables and names)The functions for determining free vari-
ablesfv and free namefn are defined in Fig. 4.3. The functidnv(N) is defined as
fv(N) Ufn(N). Variables, represented by range over local variables in threads and
variables mentioned in both the domaind the co-domain of store mappings.

Names are more complex—a name can be either an object identifier (usually written
0) or a channel name (writtez). Object identifiers can appear in both threads and stores
(in both the domain and co-domain), whereas channels are only permitted at the thread
level.

The following definition is used to define the rule for creating thunks.

Definition 4.5 (Free assigned variables)The functionfav(e) returns the free assigned
variables in expressioe Its definition is identical to that of/(e) with the exception
that:

fav(X) = fav(this) =0

For examplefav(x :=y) = {x}, while fv(x :=y) = {x,y}. Other cases are omitted for
brevity as they can easily be constructed from Fig. 4.3.

Definition 4.6 (Location names).The location hames functidnc(N) is defined over
inductively over the structure of netwoNkand returns, as a set, the names of the loca-



14

Alexander Ahern and Nobuko Yoshida

Values

true,false,null, €,Error

(0]
Tewith CT from|™
AG.(V,0,1)
v
Expressions
X
this
if ethen €; else &
ef
ed
Tx=e; €
X.=e
ef:=¢
new C-(8)
emn(8)
return e
return
serialize(e)
deserialize(e)
freezelt](e)
defrost(e)
return(C) e
await C
[go] ewithcC
goetocC
download C from!| ine
resolve C froml ine
Configurations
(vn)F
(vX)F
(P.o.cT)
Threads
0
PP
(vn)P
(vx)P
Networks
0
[[F]
Nz [N
(vu)N
Stores
0
o [X—V
o-[o— (C,f:V)]
Class Tables
0
U m(f%){e}

class C extends D{T f; KM}

CT-[Cr L]

fv

0

0

fv(e) Utv(CT)
fv(V) Ufv(o)
Utv(vi)

{x}

{this}

fv(e) Ufv(er) Ufv(ey)
fv(e)

fv(e) Utv(€)
fv(e)U (fv(€) \ {x})
{x}ufv(e)

fv(e) Ufv(€)
Ufv(er)
Ufv(e) Utv(e)
fv(e)

2222ez22222°
oo ool

PPN
NCINCIRCINCS

)

=
=

)
fv(F)\ {x}
fv(P) Ufv(c) Ufv(CT)

0

fv(Pr) Utv(Py)
fv(P)

v(P)\ {x}

{x}Ufv(v)Ufv(o)
fv(V)Ufv(o)

0

fv(e)\ {X}
Ufv(M;)
(L) Ufv(CT)

Fig. 4.3.Free variables and names

fn

0

{o}

fn(e) Ufn(CT)
(fn(v)Ufn(c)) \ {3}
Utn(vi)

(F
fn(N1) Ufn(Np)
fn(N) \ fn(u)

0
fn(v)Ufn(o)
{o}Un(V)Ufn(o)

0

fn(e)
Utn(M;)
fn(L) Ufn(CT)
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tions comprising a given netwolk. It is defined as follows:

loc(0) =0 loc(I[F]) = {1}
loc(N1|N2) = loc(N1) Uloc(Ny) loc((vu)N) = loc(N)

Definition 4.7 (Local and remote classes)The formal definition of remote and local
classes is as follows: a tyfeis said to be local class if tHecal(U) predicate is true.

true if CSig(U) = extends D T% {m; : T — Ui}
false otherwise

local(U) = {

If the remote(U) predicate is true, that type is said to be remote class.

remote(U) = true ifCSig(U) = extends D remote Tf {m; : T, — Uj}
~ |false otherwise

If neither predicate is true, the type is not a class.

The following definition is used for formulating the serialised object identifier.

Definition 4.8 (Object graph). The functionog(o,v) computes the object graph of
valuev in storec. This is defined as the set of all mappings from object identifier to
store object for every local object transitively referenced by local object identiflér

the valuev refers to a remote object, or a base value such as a boolean, then the object
graph is empty. The algorithm is defined as follows:

_Jo if v ¢ dom, (o) V remote(C)
og(0,V) = {[V0—> o(v)]Jog(ai,0)) otherwise

wheres (v) = (C, f : V), {8} = fn(V), 61 = ¢\ {v} andoi,1 = o; \ dom,(0g(5i,0)).

It is easy to show that, givem andv, the algorithm always terminates.

Example 4.9(Object graph computationpupposes = ¢’-[a— (A, f':b,g:c)]-[b—
(B,f':d,g:e)]-[c— (C,f': f,g:a)]-[d— (D,f': f,g:a)]-[e— (E,f': )] [f —
(F,&)] wheredom(c’) N {a,b,c,d,e, f,g} = 0. We assum® is remote and others are
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local. We computeg(o,a) as follows:

og(o,a) =[a— (A f':bg:c)juo
U og(o\ ({a} Udom,(0o1)),C)
whereoy = og(o \ {a},b)
og(o\ {a},b) =[b— (B, f':d,g:e)]Uoy
U og(o\ ({a,b}Udom,(02)),€)
whereo, = og(o \ {a,b},d)

og(o\ {a,b},d) = 0 asremote(D)

og(o\ {a,b},e) = [e— (E,f": f)]Uog(o\ {ab,e},f)
og(o\{a,b,e}, f) = [f— (F¢)]

og(o\ ({a} Udom,(o1)),c) =[c— (C,f':f,g:a)Uos

Uog(o\ ({ab,e f,c} Udom,(03)),a)
whereos = og(o \ {a,b,e, f,c}, f)
og(o\{a,b,e f,c},f) =0
og(o\ ({a,b,e f,c} Udom,(03)),a) =0

Therefore we obtain:

og(o,a)=[a— (A f':b,g:c)]-[b— (B, f :d,g:e)] - [e— (E, f": )]
[f— (Fe)] [c— (C,f:f,g:a)

Figure 4.4 shows the calculation of the above example where the arrow denotes a pointer
to the store which contains the local class, while the dotted arrow shows that to the store
which contains the remote class. The region denoted by the dashed lines represents the
stores which are collected at each step.

We introduce the preliminary notion efachability.

Definition 4.10 (Object graph reachability). The predicateeachable(o,0,0') holds
if there exists a path in store from the object with identifielo to the object with
identifiero’. This can be an immediate link (whehis stored in a field 0b), or it can
be via the fields of one or more intermediaries. This is defined below:

reachable(o,0,0') <= (0’ € in(V) v 30" € fn(V).reachable(c,0”,0))
wheres(0) = (C, f : V)

This predicate may be used to construct the relaR@H; containing all reachable
pairs of objects in a store:

RCH; = {(0,0) | V0,0 € dom,(0).0 # 0 Areachable(c,0,0)}

Definition 4.10 is important. Our object graph algorithm must, to be correct, pre-
serve the tree structure of the store when copying objects. In other words, it must
preserve this reachability relation. To determine correctness of the algorithm in Def-
inition 4.8, we introduce the notion of@mplete object grapim Definition 4.11.
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[a— (A, f":b,g:c)]
[b— (B, :d,g:e)] [c—(C.f':f,g:a)]

d le— (E, f': 1)) [f — (F,€)]
V

(a) Initial store

[aH <A.f’:@:c>]\
g / \',/\«

\‘\[bH (B, f: d@‘_‘?)l_,»//”/ [e—(C.f':f,g:a)
» \\
d e (E,f: )] [f— (Fe)]
AU

T e (A bgi)] )

U [b— (B, f':d,g:e) \c—(C.f":f,g:a)
e \ L»
d Tso e (B 1) [f— (Fe))

(e)a,b,e, f collected

b (B, f:d.g: e

"\ [b— (B, f":d,g:€)]

e (A’f,:m

/le—(C,f':f,g:a)]

/
/

s EFD [f—(Fe)
AN ~<

[a— (A f":b,g:c)]

T

S e (E1 )] [f = (Fe)] ./
N -~ -

(f) Completed object graph

Fig. 4.4.0bject graph example

Definition 4.11 (Complete object graph).For a stores and an object grapby com-
puted from that store, the predicaig.comp(o, og) holds if computed graph preserves
the reachability relation for all object identifiers in its object domain. GR@H, and

RCH;, as in Definition 4.10:

og_comp(a, 0g) if Vo € dom,(c) Ndom,(0g).(0,0') € RCH; <= (0,0') € RCHy,

17
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This property ensures all links are correctly copied to the g@aptand no new links

are created. An interesting point is that the algorithm used to compute the class graph
can safely add extra objects intg without violating this property iff those objects are
unreachableérom any other that should be in the graph. Intuitively, safety is preserved
since the recipient of such an object graph will merely add an unreachable element to
its store (which could be immediately garbage collected). Of course, such behaviour
may be inefficient because garbage data may be transmitted across the network.

The next definition is used to calculate a class table which is frozen when we create
a thunked expression.

Definition 4.12 (Class graph). The functioncg(CT,T) computes the class graph of
type T in class tableCT. It is defined as the set of all classes referenced transitively
from the typeT in CT. A class name is referenced if it appears in any of the method
bodies defined in a class, or if it is defined as the direct superclass. The algorithm is
defined as follows:
cg(CT,bool) = cg(CT,void) =0
cg(CT,M) = Jeg(CT, M)
cg(CT.Un(TR){e}) = cg(CT, @)
0 if C ¢ dom(CT) vV C € dom(FCT)
cg(CT,CT(C)) otherwise

cg(CT,C) = {
cg(ct,CY=0
cg(cT,C) = Jeg(CT,Ci)

cg(CT,e) = cg(CT,fcl(e))

cg(CT, class C extends D{T f; KM}) = cg(CT\ C,D)U cg(CT\C,M)
U[C+ class C extends D{T f; KM}]

Definition 4.13 (Complete class table)We say a class tableT is complete with re-
spect toclassC. if the following predicate holds:

def

comp(C,CT) = VD C <: D. D € dom(CT)
We say a class tableT is completsf the following predicate holds:
ct_comp(CT) £ ¥D € dom(CT). comp(D, CT)

Intuitively a class tabl€T is said to be complete if for every cla€s= dom(CT), every
superclass df is also available ii€T. Completeness is essential for proper instantiation.
Note thatcg(CT,C) generates the transitive closure of the superclasgeslafmma 8.4
shall show that ifCT is typable,cg(CT,C) returns a subset afT which is complete
together withFCT.
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Definition 4.14 (Substitutions). In the calculus there are three different kinds of sub-
stitution: those pertaining to the update of the store by assignments, those applied to the
method call mechanism (such as substituting the actual receiver for the distinguished
expressiorthis), and those related to class labelling. We show each in turn.

For a store objed(C, f : V), the substitutiorif — V] is defined as follows ifff e f:

(C, o, f, 2 1V, VW) [f = V] = (C, T, f, 21 V1,V V)

Substitution of objects in the store is defined as follows:

0o (C,...)]=0
o [x— Vo (C,...) | =clo— (C,...)] [x— V]
o-[0—(C...)Jo—(C,...)]=0clo— (C,...)]- [0~ (C,...)]
6-[or (C,...) ][0 (C,...)| =0 -[or (C,...)]

Ox+—Vv]=0
o-X—=V[x—V]=0-[x—V]
o-[y—V|[x—V]=0x— V] [y—V

o-[o— (C,...)][x—V]=0cx—V]-[o— (C,...)]

We now consider the substitutions used in method invocationgesiversubstitution
elo/this] is defined recursively over all sub-expressions.dfhe only interesting base
case is as follows:

this[o/this] =0

Similarly, returnsubstitutione[return(c) /return] is defined recursively over the sub-
expressions o with:

(return €)[return(c)/return]| = return(c) (e[return(c)/return])
For example,
(if ethen (ej;return &) else (return €3))[return(C)/return]
“'if ethen (e1;return(c) ) else (return(c) )
Class labelling substitutiori€' /C] are defined as follows:
class C extends D{T f; KM}[F' /F] = class C extends D{T f;K (M[F' /F])}
Un(TR){e}[F'/F] =U n(TR){e[F'/F]}

As with the other substitutions|F' /F] is defined recursively over all sub-expressions
of e. The only interesting case is:

new F(8)[F' /F] =new F' (&) whered = g[F'/F]
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Configurations
(vu)P,0,CT = (vu)(P,0,CT) u¢fn(o)Ufn(CT)
(vu)(vUu)F = (vU)(vUu)F
(vx)(P,o-[x—V],CT) =P,0,CT x ¢ fv(P)
(vo)(P,c-[o— (C,f:V)],cT) =P,0,CT 0¢ fn(P)Ufn(o)
Threads Networks
P|o=P N|O=N
PR =R|P N|Nop=No|N
P|(Ro[P1) = (P|Ry) [Py N|(No|N1) = (N|No) [Ny
(vUu)(P[Ro) = (VUP|Ry ug¢in(Ry)  (VU)(N[No)= (VUN|No u¢fnv(No)
(ve)0=0 (vc)0=0
(vu)(vu)P= (vU)(vu)P (vu)(vu)N = (vu)(vu)N
return(d) € = return(d) [[(vu)(F)] = (vu)l[F]

ge=e

return € = return

Fig. 5.1.Structural equivalence

5 Operational Semantics

This section presents the operational semantics of DJ. It follows a standard small step
call-by-value semantics [30, 4]. A large step semantics is not suitable due to our con-
sideration of concurrent execution and possible interference between reductions. The
structure of this section follows. We first introduce the structure rul€shii; then we
define the reduction rules for the standard expressiofs i, serialisation/deserialisa-

tion in § 5.5, local/remote method invocationdrs.6, freezing/defrosting if 5.7, class
downloading ing 5.8, and errors if§ 5.10. Rules in all categories are mutually related.
For reference, Appendix A lists all reduction rules.

5.1 Structural equivalences

This subsection defines the structural equivalences for DJ. They are defined for threads,
networks and configurations in Fig. 5.1. This equivalence relation, which comegfrom
calculus, handles scope of identifiers and parallel composition of threads and networks
naturally by regarding two programs as identical. Formatlis an equivalence relation
which includesx-conversion and is generated by the equations in Fig. 5.1.

The last two rules for configurations define garbage collection of useless store en-
tries, while the last three rules for threads are used to erase runtimesvadulee void
type. Others rules, including scope opening, are inherited from those afthé&ulus
[28], and so are standard.
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5.2 Reduction

Reduction in DJ is expressed by two relations. The first is defined over configurations
executing within an individual location, given by the binary relattor—, F’ where

| is the name of the location containilkg The second relation is global, defined over
networks, and writtetN — N’. This relation includes the key distributed rules of DJ:
(1) remote method invocation and (2) class downloading between locations.

We also definenulti-stepreduction as the union of the structural equivalence rela-

tion with the transitive closure of the— relation as— £ (— U =)* and—— &

(—1 U=~

5.3 Evaluation contexts

To reduce the number of computation rules, we make use of the evaluation contexts in
Fig.5.2.

Contexts contain a single hole, writtehinside themE|€e] represents the expression
obtained by replacing the hole in conté&twith the ordinary expressioa Evaluation
order of terms in the language is determined by the construction of these contexts.

E:= []|if Etheneelsee|E.f |E;e| T x=E|x:=E|E.f:=e|o0f:=E
| new C(V,E,€) | Em(€) | o.m(V,E,&) | defrost(E) | return(c) E
| go Ewithc|Ewithc|goEtocC

Fig. 5.2.Evaluation contexts

5.4 Standard expressions

In Fig. 5.3 we outline the basic reduction rules for the language. These rules form the
sequential part of the language, and do not mention concurrency or channel-based com-
munication. Most rules are standard [18, 4, 9], except the following three points:

fresh identifier creation When allocating new space on the stordRfy-DecandRC-New,
we explicitly restrict identifiers. This operation represents “the freshness” or “unique-
ness” of the address of the new entries. This facility is important for a natural for-
mulation of the distributed reduction relations as well as invariants related to the
locality of identifiers (cf. Section 9).

tagged class creationThe special allocation rul&C-NewR, is applied whenever ex-
ecution attempts to instantiate an object of a tagged class. Instead of immediately
allocating a new object, this rule first attempts to download the actual body of the
class from the labelled location (the reduction rules for class downloading are dis-
cussed ir§. 5.8).
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use of reduction context When expressions are evaluated in contexts, they may create

new identifiers (byRC-DecandRC-New, for example). The scope of these new
identifiers must be opened over the whole of the context, as shown:

(Efnew C(V)], 5,CT) — (vo)(E[d], 5,CT)

This allows newly created identifiers to be successfully propagated to where they
must be used. For example in the case abo | |.m(), then without automatic
scope opening the method calh() could never be evaluated. The restriction of
RC-Seqis similarly explained.

RC-Cond
if true then € else €,0,CT —| €1,0,CT
if false then € else €,0,CT —| €,0,CT

RC-Var
X,0,CT — o(X),0,CT

RC-FId RC-Seq
o(0)=(C,f:v ,0,CT vi)(v,o’,cT’
(0 =(C.f:9) 0.0.0T — (VOO OT)
o.f;,0,CT — Vj,0,CT €1;6,0,CT — (vU)(ez,0',CT')
RC-Dec
T x=V; e0,CT — (vX)(g0-[x+— V],CT) x¢ dom, (o)
RC-FldAss
RC-Ass o' = oo o(0)[f — V]
X:=V,0,CT — V,6[X— V|,CT 0 e domy(0)

0.f :=V,0,CT — V,¢’,CT

RC-New

fields(C) =TF

= C € dom(CT)
new C-(V),0,CT — (v0)(0,0-[0+— (C, f : V)],CT)

RC-NewR
new C™(V),5,CT —| download C from min new C(V),5,CT C ¢ dom(CT)

RC-Cong
e,0,CT — (vi)(¢,0’,CT)
El¢,0,CT — (vU)(E[€],0",CT')

U ¢ fnv(E)

Fig. 5.3.Rules for local expressions

5.5 Serialisation and deserialisation

One of the contributions of DJ is a precise formalisation of the semantics of seriali-

sa

tion. This subsection outlines our interpretation of the 3avialisationAPI in the
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Serialize

o' =|Jog(o,v) {8} = dom,(0”)
serialize(V),o,CT — A0.(V,0’,1),0,CT
Deserialize

{F}={C|d’(0)=(C,...)} 0 ¢ dom(o)
deserialize(A0.(V,0’,m)),o,CT —| (v0)(download F from minV,cUc’,CT)

Fig. 5.4.Rules for serialisation and deserialisation

form of operational semantics. Serialisation occurs in two situations. In the first situa-
tion, the expressionserialize(e) anddeserialize(e) allow explicit flattening and
re-inflation of objects by the programmer.

The second instance occurs automatically when values must be transported across
the network. Instances of local classes are incapable of remote method invocation,
and so we cannot pass them by reference as parameters or as return values to remote
method invocations. Should this occur, the remote party would receive the identifier
of an unreachable object. Avoiding this problem involves sending local objects to and
from remote methodby value i.e. in serialised form. Thereforgerialize(e) and
deserialize(e) must appear automatically as runtime expressions, to serialise pa-
rameters and return values of remote method invocations.

The reduction rules for (de)serialisation appear in Fig. 5.4. For primitive values such
as integers, producing a serialised representation is straightforward as they have no
significant internal structure. However objects may refer to others in the store, and so
care must be taken when serialising them.

For serialisationwe apply Serialize For remote references or primitives, we as-
sume these values are already of suitable form and so serialisation makes no change.
However if a local object referenaeis passed to a remote method as part of the pa-
rametersy, it must be sent with all its dependent objects. This means taking a copy
of everylocal object referenced by either directly or transitively. For this purpose
we apply the object graph computation algorithm given in Definition 4.8 to obtain
o’ =Jog(o,Vv;). Once the graple’ has been constructed, we are able to build a blob
of the formA8.(V,0’,1). All parameters must be serialised at the same time, since ref-
erential integrity must be maintained. For instance, in the following code (cf. [37]):
x.f =vy; r.mx,y); ,the remote methodis called with two local object param-
etersx,y. If we serialise each parameter individually then the relationship between the
two values (via the field) is lost. In this situation two copies gfare created at the
remote site, violating referential integrity.

The deserialisationoperation is the dual to serialisation. We deserialise a blob by
applyingDeserialize Remote object identifiers and base values are invariant under this
operation, but local objects contained in the blob must be treated with care. For each
0 € 8 we create a new local identifier, renaming all occurrences of the reference within
the object graph to this new identifier, preserving the graph structure. After completing
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Network boundary
I
goewithc — : > ewithC
serialize 1 deserialize

| !
| return(c) v
I
1 }
I

return(c) v — : — govtocC

deserialize } serialize

I

Fig. 5.5.Remote method invocation

this process, we append the resulting data to the local store §””). The only com-
plication arises whew’ contains instances of classes that are not in the class table of
the deserialising location. These must be retrieved from the serialising locatioyn
making a call to download vectét. This accurately mimics the mechanism employed

by theRMIClassLoader class used in Java RMI. When sending marshaled objects,
RMI implementations annotate the data stream for classes with a codebase URL. This
is a pointer to a remote directory that tR&IClassLoader can refer to download
classes that are not available at the current location.

5.6 Method invocation

A key omission from Fig. 5.3 is the rules farethod invocationUnlike sequential for-
malisms, DJ describaemote method invocatiofo accommodate RMI, the rules for
method call take a novel form employing concepts from thealculus, representing
the context of a call by a local linear channel. While this technique is well-known in
the m-calculus [27], DJ may be the first to use it to faithfully capture the semantics of
RMI in a Java-like language. Among other benefits, it allows us to define the semantics
of local and remote method calls concisely and uniformly: a method call is local when
the receiver is co-located with the caller; whereas it becomes remote when the receiver
is located elsewhere. Remote calls also differ from local ones because of the need for
parameter serialisation, which is reflected as several extra reduction steps. The general
picture of a remote method invocation is summarised in Fig. 5.5, which starts from dis-
patch of a remote method and ends with delivery of its return value. The corresponding
formal rules are given in Fig. 5.6.

We first start from local method calls. For a method catl(V), if 0 € dom, (o)
(whereo is the local heap) then the ruRC-MethLocal is applied. This indicates a
local method invocation. There are three operations defined in this rule:

1. a new channet is created to carry the return value of the method;

2. the return point of the method call is replaced with the tatrait ¢ which can be
thought of as a receiver waiting for some value to be supplied on channel

3. the method call itself is spawned in a new thread and rewrittennt(V) with c
which should be read as “the method aati(V) will return its value to channef’.
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RC-MethLocal
E[om(V)]|P,o,CT — (vc)(E[await ¢]|o.m(V) with ¢|P,0,CT) cfresho € domy (o)

RC-MethRemote
E[om(V)]|P,0,CT — (vc)(E[await C]|go 0.m(serialize(V)) with c|P,0,CT)
cfresho ¢ domy(0)
RC-Methinvoke
c(0)=(C,...) mbody(m,C,CT) = (X, €)
0.m(V) with ¢,0,CT — (vX)(€[o/this][return(c)/return], o [X+— V],CT)

RC-Await
Elawait c||return(c) v,0,CT — E[v],0,CT

RN-SerReturn
I[return(c) v|P,0,CT] — l[go serialize(V) to c|P,0,CT] c¢ fn(P)

RN-Leave
l1[go 0.m(V) with ¢|Py, 01,CT1]|I2[P2, 02,CT2)]

oed
— 11[Py, 61,CT4] | I2[0.m(deserialize (V) with ¢|Py, 02, CTy] € domo(0)

RN-Return
l1[go v to c|Py,01,CT1]|l2[P2, 02,CT2)
— 11[P1, 01,CT1] |I2[return(c) deserialize(V)| P, 02,CT>]

cefn(P)

Fig. 5.6.Rules for method invocation

The next stage of execution is the applicatiorR@-Methlnvoke, which is recog-
nisable as in the style of a traditional method invocation rule. Both remote and local
method invocations ultimately apply this rule; it contains the common parts required
for method invocation, such as assigning store space for formal parameters, setting the
receiver and gathering the return value. There are three operations defined in this rule:

1. the receiver parameter is substitufedthis] at invocation time;

2. new store entries for the formal paramet@ese created and initialised to the sup-
plied parameterg as similar withRC-DecandRC-New.

3. the value returned by the method must be sent along chanmdiich is realised
by the substitutiofireturn(c)/return].

The most interesting aspect of method call in DJ is the use of channels as described in
the final step above. This leads to the definition of the method returnR@eAwait,

which is also common to remote and local calls. This communicates the return value to
its caller.

For the call shown above, if it is the case that dom,(c) then we have aemote
method invocationin this case the rulRC-MethRemoteis applied. This rule shares
some similarities witPRC-MethLocal: it creates a new channel and return point, and
it spawns a new thread to carry the method’s code. However it differs because we can
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no longer assume that any object identifiers in the parameter éctor be passed by
reference. For example:
om(0d)

Here, if the object identifieo’ does not refer to an instance of a remote class then it
will be essentially meaningless to a remote server. To cope with this, Java RMI makes
use of the serialisation API, and in DJ we employ a similar mechanism. In a nutshell,
when the name of a local object is passed to a remote method as a parameter the entire
object graph it represents must be copied. This means any other local objects referred
as fields must be taken along with the original object to ensure that the remote method
can access any information it needs. This has been discussé&dinWe note that the
thunked values are also transferred to the remote location without modification (like
base values).

After this serialisation has taken place, we are left with a thread of the form
go 0.m(W) with c wherew is the serialised representation of the original paraméters
At this point, the network level rulRN-Leavetriggers the migration of the method call-
ing thread to the location that holds the receiving object in its local store. After transfer
over the network, any parameters that were previously serialised must be deserialised
and therRC-MethInvoke is applied.

The return value of a remote method must be serialised lRMN@erReturn, after
which it crosses the network by applicationRiN-Return. After returning to the calling
site, it is again deserialised using the same mechanism. Fig. 5.5 summarises how values
are returned from methods by channel communication.

5.7 Direct code mobility

Before moving to class downloading, we first illustrate the semantics of thunk cre-
ation/resolution. Thunks offer a direct way to manipulate code (classes).

As noted, there are two operations associated with thunks, one for the creation of
thunks and the other for their later use, calfeskzinganddefrosting Their rules are
given in Fig.5.7. A notable point is a use of the invariants to design the reduction rule
for freezing, as we illustrate below.

RC-Freeze
{X}=fv(e) vi=o(x) CT= {

freezelt](€),0,CT — "e[V/X] with CT’ from |, o,CT

cg(CT,fcl(e)) t=eager
0 t =lazy

RC-Defrost
{C} =fcl(e) \ dom(CT')

defrost("ewith CT' from m'),,CT — e]CM/C],5,CTUCT

Fig. 5.7.Rules for creating and executing thunked expressions
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Freezing defined bRC-Freezetakes two modeg,azy or eager, and its operation
is divided into two steps.

1. we instantiate valuesstored in the local memory to the free local variablefs(e)
occurring ine creatinge[V/X].

2. when the mode isager, we calculate the class table using the class graph function
cg(CT,fcl(e)) defined in Definition 4.12, and attach together véth

The initial step (1) above is the same for the both modes. We take special care of local
variable references made @ For example, it would be dangerous to freeze an ex-
pression such asm(x) because at the eventual point of use, variabbgll no longer

be accessible. To avoid this, while still allowing some use of local variables in frozen
expressions, the freeze operation takes the step 1 above. In the above example, if we
suppose that at the point of evaluationfafeeze|t](0.m(X)), variablex was mapped

to a valuetrue in the store, then the freezing operation can safely reptasih its

actual value yieldingo.m(true) with CT from | " which does not contain the obvious
error. Assuming the invariant which states that all values stored are closed (which will
be stated atv(5) in Definition 9.2 later), we can ensure the newly created thunk is
closed again.

Concerning the mode of freezing, this merely determines the amount of information
sent in the class table fragment that accompanies the expression in the thuaky In
mode, this is the empty class table (hehe&ith 0 from | ")—lazy means that it is the
client’s responsibility to download the classes if it needs them.

In the eager mode, the freeze operation calculates the class dependency graph re-
quired for the expression to evaluate using the class graph function defined in Defi-
nition 4.12. The eager approach is conservative, computing all the classesatjia¢
used (including all superclasses) rather than those that necessarypr example, the
following expression:

if false then new C(v) elsenew D(v) withC <:E andD <:F

actually needs only clagd and (maybe) its superclaBsto execute safely, but the class
graph function include$C,D,E,F}.

The ruleRC-Defrost is used to defrost a thurile with CT from | . The first step
is to augment the class table of the current location with that provided by the thunk.
All classes mentioned iaare tagged with their originating locatiomew C(V) becomes
new C'(V). During execution of the newly defrosted thunk, if an expression such as
the abovenew C' (V) is encountered theRC-NewR is applied as explained earlier. It
is possible tha€C may not have been downloaded to the execution location (since it
is up to the party who froze the thunk on the contents™f The alternative rule for
new object creation downloads these class table entries only if necessary, giving lazy
semantics. Note that in the eager case, all required classes are attached togather as
hence this substitution is unnecessary @Ee= 0). On the other hand, in the lazy case,
CT’ = 0 always. Note also that a thunk would be shipped to the remote location as the
argument of RMI, and be defrost in that location.
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RC-Resolve L . .
CT(Cj) = class Cj extends D; {Tf; KM} {F} =D\ dom(FCT)

resolve C from!’ in e 6,CT —>| download F from|’ in e &,CT

RN-Download . .
{D} ={C}\ dom(CTy) {F} =fcl(CT2(D)) CT = CT2(D)[F|2/F]
I1[E[download C froml, in €||P,01,CT1]|12[P,, 02,CT>]
— |1[E[resolve D froml, in €| P,61,CT1 UCT']|12[P,, 02,CT>)]

RC-DownloadNothing
Ci € dom(CT)
download C from!’ in € 0,CT —| €,0,CT

Fig. 5.8.Rules for class downloading

Remark 5.1.Instead of having only two modes, we can generalise the freeze operator
to ship the user-defined classes as follows.

RC-FreezeC .
{X} =tv(e) vi=o(x)  CT' =cg(CT,C)
freeze[C|(€),,CT — "€[V/X] with CT' from |7, 6,CT

This requires no change to the rule for defrosting. To uniformly prove the correctness
of all three choices, we use the invariant properties introduced in Section 9. Specifically
we use an invariant to guarantee the completeness of clas€table

5.8 Class downloading

The formalisation of class downloading is one of the key contributions of DJ. Class
mobility is very important in Java RMI systems, since it reduces the unnecessary cou-
pling between communicating parties. If an interface can be agreed, then any class that
implements the interface can be passed to a remote consumer and type-safety will be
preserved. However this only works if sites are able to dynamically acquire class files
from one another. This hidden behaviour is omitted from known sequential formalisms,
as it is not required in the single-location setting.

The rules for class downloading in DJ are given in Fig. 5.8. dbwnloadexpres-
sion is responsible for the transfer of class table entries from a remote site. The seman-
tics of the operation are given RN-Download, informally download C from| in e
attempts to download the vector of clas€dsom locationl for use in expressioa Res-
olution defined byRC-Resolveis the process of examining classes for unmet depen-
dencies and scheduling the download of missing classes. The two rules work together
to iteratively resolve all class dependencies for a given object. Once all dependencies
have been met, normal execution continues a&t@rDownloadNothing.
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For a request to download classedy download C from |, in e there are three
actions:

1. D is calculated. It comprises the classe€ifess any already available in the local
class table (preventing duplicate downloads);

2. we then compute vectd?. This comprises the free class names contained in all
method bodies of classesih

3. finally, class tablecT’ is copied to the local class tableT’ comprises the bodies
corresponding to the class namesDnwith any occurrence of a member Bf
tagged with the name of the remote siteif this case).

These rules represent the lazy downloading mechanism, as is standard in Java (they
approximately model the strategy in JDK 1.3 without verification [10]).

Remark 5.2.Eager class downloading, which is effective in a high bandwidth environ-
ment, is easily defined by changing(D)[F'2/F] in the premise 0RN-Download

into cg(CTy, D). The correctness is easily proved by the completeness of classtable

(in particular, this case is a special case where a chain of download-resolve reductions
does not exist, cf. Lemma 9.4(3,4)).

5.9 Threads and networks

In Fig. 5.9 we give the standard reduction rules for executing threads and networks in
parallel, closed under restricted names and also the execution of configurations within
locations RN-Conf promotes the local reduction—, to the network level—. These
contextual rules are standard, see [28].

RC-Par RC-Str
P;,0,CT vi)(P],o’,cT F= Fy=F'
LT (VOFLOCT) Fo—1 F4

P1|P27G7CT — (VU)(P{‘P&G’,CT/) F— F’
RC-Res

(vO)(Po,CT) — (vl)(P',0’,CT)
(vul) (P.,0T) — (vul) (7, &/,CT)
RN-Conf RN-Par RN-Res RN-Str

F— F N — N N — N NEN0—>N6£N/
|[F]—>|[F/} N‘N0—>N/|N0 (VvuN — (vu)N’ N— N

Fig. 5.9.Rules for network and thread
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5.10 Errors

The final subsection defines two distinct classes of error: those arising from a program-
mer mistake and those arising from some unforeseen system failure. In these rules,
Error represents the state of execution reached when a program goes awry in some

way.
The key programming error that may arise is attempting to dereference a null pointer.
This gives rise to théullPointerException in Java. The reduction rules con-

cerning these errors are given in Fig. 5.Bd-NullFld and Err-NullFIdAss charac-
terise the error when field access is attempted on a null reference,EvhiduliMeth

does when a method invocation is attempted on a null reference. It is important to note
that in this situation the parameters of the method invocation are fully computed (even
though it is possible to determinenall receiver before then). These formulations are
consistent with the current Java specification.

Err-NullFld Err-NullFldAss
null.f,0,CT —| Error,o,CT null.f :(=v,0,CT —) Error,o,CT
Err-NullMeth

null.m(V),0,CT — Error,o,CT

Fig. 5.10.Programmer errors

Err;DownIgad L . .
{B} = {C} \ dom(cTy) or cT' 4 CT2(D)[F'2/F]  {F} =fcl(CT2(D))
|1[E[download C from |, in € | P,61,CT1]|l2[P,, 62, CT)]

— |y[Error |E[resolve D froml, in € |P,61,CT1 UCT'] |15[P2, 62, CTy)

Err-MLossLeave
|1[g0 om(V) with C| P17G]_,CT1] ‘ |2[P2,62,CT2] — |1[Error | Pl,O']_,CTl] ‘ |2[P2762,CT2]
0 € domy(02)

Err-MLossReturn
l1[go v to c|P1,01,CT1]|12[P2, 02,CT2] — l1[Exrror|Pi,01,CT1]|l2[P2, 02,CT2] c € fn(Py)

Fig. 5.11.Network failure errors

The second class of error is a natural consequence of a distributed system - network
failure. Fig.5.11 outlines three situations when such a failure might exhibit an effect
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on a network. The rul&rr-Download this characterises the corruption of class table
data as it is transmitted over the network. In the cadersMLossLeave, the network
has become partitioned such that a remote method call attempting to reach lbgation
cannot. This results in the calling code reducingEtaor. Likewise, in the case of
Err-MLossReturn , the return value from a remote method call cannot return to the
original caller located db. It too reduces t&rror.

6 Examples of operational semantics

This section shows examples of operational semantics focussing on RMI with code
mobility and serialisation. The first subsection presents eager and lazy code mobility;
the third one demonstrates code mobility across remote sites; and the final one shows
serialisation. The first example 6.1 corresponds to the second program in Section

2, while the last example if) 6.3 to the first one in in Section 2. We slightly modify

the programs in Section 2 to demonstrate a non-trivial interplay between RMI, code
mobility, class downloading and serialisation.

6.1 Code mobility

Eager code mobility We write cl for the mobile phone (“client”) site, ansk for the
server. Each site maintains a class table of well-known classes and the specialist classes
in Listing 6.1 and Listing 6.2 respectively. For simplicity we assume that the library
functionmodis available universally. The computation in question is the simple calcu-
lation of the greatest common divisor of two numbers. In the client code theTcdesgs
contains the body of Euclid’s algorithm. As can be seen from Listing@ignt makes

a thunk of the expressiamew Task (). gcd (a, b), and, depending on the choice of
tagt, may enclose a copy of thEaskclass so that execution can begin immediately.
In this case, the defrosting operation at the remote locatiomill append the defini-
tion of classTaskto the class table cfv. It then instantiate¥askand calls the method
gcd. The parametera andb are replaced with their actual values tlyat the time of
freezing. Assumes, = [s+— (Server...)], and that the client code at locatiochhas a
reference to the remote objextWe write the network as follows:

(vs)(cl[return(c) new Client(s).gcd(1071 1029, o¢|,CT¢ ] | SMO, Osy, CTsy])
We consider locationl initially in isolation, until the remote method callcpu(.. . ).

return(c) new Client(s).gcd(1071 1029, 6, CTg
—a (vo)(return(c) 0.gcd(1071 1029, 6y,CTe) (o) = 0 - [0+ (Client,s: s)])
—¢ (vod)(return(c) await d|0.gcd(1071 1029 with d, oy, CT¢)

Now letco} = o, - [a,b+— 1071,1029 ande = new Task).gcd(a,b). Then the last line
reduces to:

(vodab)(return(c) await d|thunk(int) g = freezelt](€); ...,04,CTq)
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/* * Local class */
class Client extends Object {
Server s;
Client (Server s) { this .s = s;}
int ged(int a, int b) {
thunk (int ) g = freeze [t]( new Task(). gcd(a, b));
return  s. cpu(Q);
}
}

I* * Local class */
class Task extends Object {
int ged(int a, int b) {

if (b ==0) {

return  a;
} else {

return  this . gcd (b, mod a, b));
}

}
}

Listing 6.1. Class tableT

Let t = eager, thereforeCT’ = [Task— ...] and€ = new Task).gcd(10711029.
Thenfreezelt](e) reduces td € with CT' from cl™. Hence it reduces to

(vodab)(return(c) await d|thunk(int) g="¢€ with CT' fromcl™; ..., 0},CTy)
= (vd)(return(c) await d|thunk(int) g="€ with CT' fromcl™; ..., 0¢,CTq) (6.0.1)

Let o)/ = og - [g+— V] wherev="¢€ with CT’ fromcl™. Then (6.0.1) reduces to:

(vdg)(return(c) await d|return(d) 0.s.cpu(g), G(fj’,CTd)
—¢ (vdg)(return(c) await d|return(d) s.cpu(g), C| 1,CTq)
—¢ (vdg)(return(c) await d|return(d) s.cpu(V),o},CTq)
= (vd)(return(c) await d|return(d) s.cpu(V), 6¢f,CT¢l) (6.0.2)

[* * Remote class */
class Server {
int  cpu(thunk (int ) t) {
return  defrost (t);

}

}

Listing 6.2. Class tableTg,
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Sinces ¢ dom, (o) we have a remote method call. Hence from (6.0.2), we have:

(vdf)(return(c) await d|return(d) await f|go S.cpu(serialize(v)) with f,0,CTq)

—¢ (vdf)(return(c) await d|return(d) await f|go Ss.cpu(v) with f,0¢,CTq)
(6.0.3)

At (6.0.3) the method is ready to move to locatenby rule RN-Leave Before this
can happen, the scope of the restricted names must be opened over the network using
=. After simplifying the network can be written:

(vesdf)(cl[return(c) await d|return(d) await f |go S.cpu(v) with f,0g,CTq]
| SM0, Osy, CTsy])

After movement this becomes:

(vesdf)(cl[return(c) await d |return(d) await f,og,CTq]
|sVis.cpu(deserialize(V)) with f,Osy, CTsy])

Now consideration turns to locati®v in isolation. Then from the previous line, we
have:

s.cpu(V) with f, Osy,CTsy
—sy (Vt)(return(f) defrost(t),ol,CTsy) (0L = Osy- [t — V])
—ov (Vt)(return(f) defrost(V), oL, CTsy)
= return(f) defrost(V), Osy,CTsy

—sy return(f) new Task).gcd(1071 1029, 65y, CTsy UCT

—sy (VO)(return(f) 0.gcd(10711029), 0%, CTsyUCT') ol = osy- [0 — (Taske)]
(6.0.4)

—sy (vOh)(return(f) await h|0.gcd(1071,1029 with h, o4, CTs,UCT')
(6.0.5)

Assuming the calculation goes well, then the greatest common divisor of 1071 and 1029
is 21. Each recursive call generates a new pair of entries on the stack for the parameters
a andb. We denote these by the vector It is interesting to note that each “stack
frame” in the recursive call corresponds to a thread of the fosurn(x) await y for

some channels andy. We resume execution at the point where the final stack frame is
removed and the result is returned. We wité to represent the store after execution.
Then from (6.0.5), we have:

(voht)(return(f) await h|return(h) 21,64, CTsy,UCT)
= (vh)(return(f) await h|return(h) 21 o5y, CTs,UCT')
—sv (Vh)(return(f) 21, o4, CTsyUCT)
= return(f) 21 osy, CTsyUCT’
—gv g0 serialize(21) to f,0sy, CTsyUCT
—gv g0 21to f, 05y, CTsyUCT (6.0.6)

vh
vh
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Opening the scope of the restricted names, and applying garbage collectignao
rule RN-Return is used to give the following network (written in normal form):

(vesdf)(cl{return(c) await d|return(d) await f, og,CTq]|SVgo 21 to f, o4, CTsyUCT'])

After movement this becomes:

(vesdf)(cl[ return(c) await d|return(d) await f
|return(f) deserialize(21), 0, CTq]
|sv0, 64, CTsyUCT'])

Again concentrating on locatiaci:

return(C) await d|return(d) await f|return(f) deserialize(21),0¢,CT

(©
—¢ return(C) await d|return(d) await f|return(f) 21 o, CTg
—¢| return(c) await d|return(d) 21, 6¢,CTq

(©

—¢| return(C) 21, 0¢|,CTg (6.0.7)

Finally, we assume there is a chano@n which another process is waiting for input.
This is used to model the return value of the entire program.

Lazy code mobility At (6.0.1), we chose to assume that the tagas set toeager
mode. In this mode, every class potentially required to evaluate the thunk at a remote
site is bundled with it. In this case, the only class neededveak However, suppose
we had choseh= lazy, then we would have thatr’ = 0.

To illustrate lazy downloading, we shall assume thask¢ dom(CTsy). So to ex-
ecute the code€, locationsvmust obtain the classes it needs. At the defrost step, we
have:

return(f) defrost(Vv), Osy, CTsy
—sv return(f) new Task'().gcd(1071, 1029, Osy, CTsy

SinceTask¢ dom(CTsy), the class nam&askhas been tagged with the location that
created the thunk as specified RZ-Defrost. Then instead of normal instantiation by
RC-New, we must download askfrom cl usingRC-NewR. Hence the previous line
reduces to:

return(f) download Taskfrom cl in new Task).gcd(10711029), osy, CTsy (6.0.8)
We now applyRN-Downloadto retrieve the definition of ask

return(f) resolve Taskfrom cl in new Task).gcd(1071 1029, o5y, CTsy- [Task— ...]

— sy return(f) download Objectfrom cl in new Task).gcd(10711029), sy, CTsy- [Task— ...]
(6.0.9)

Objecte dom(CTsy) because it is a foundation class,RG-DownloadNothingis applied:

return(f) new Task).gcd(10711029), sy, CTsy- [Task— ...] (6.0.10)

Now all necessary classes are downloaded, execution can resume as before from (6.0.4).
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6.2 Nested code mobility

This example shows the use of thunked process to compute a value incrementally in sev-
eral stages, moving among three different sites. Consider the class table in Listing 6.3.
Suppose there are two remote object identifierar(d p), both instances of clag in

scope of the program:

new A(). compute (2,3, o0, p);

After execution, this method should return the value 24. The actual computation ap-
proach makes use of the ability to arbitrarily nésteze|t](e) expressions to perform
the calculation in two steps at two different locations.

class A {
int  compute (int a, int b, Bo, Bp){
return 0. execute (freeze [eager ](
int X a + 2;
int y b + 3;
return  p. execute (freeze [eager J( X * y))
);
}
}

class B {
int  execute (thunk (int ) t) {
return  defrost (t);

}
}

Listing 6.3. Partial computation class table

After the initial freeze[eager](e) operation, we obtain a thurfle’ with 0 from _*
where€ denotes:

int x =2+ 2, int y =3+ 3; return p.execute (freeze (x * y));

The remote procedure call execute (...); triggersdefrost(€) at the location
of object identifiero. This means that location begins executing the addafter per-

forming the simple calculations in the declarations of variaklaady, o must create
a new thunk which is sent tp. The thunk becomes4 6 with 0 from _" where we
write _ for the location as it is not important. The defrostpathen performs the triv-
ial computation of the result, 24, which is returnedotavhich in turn returns it to the
original caller.

6.3 Remote method invocation with object serialisation and class downloading

This subsection gives the outline of the reduction steps for the first example in Section
2. We demonstrate how our operational semantics precisely model RMI with object
serialisation, which is associated with class downloading. We first recall the remote
classes at the server side. To avoid confusion, we append “Trad” to class names in
Section 2 (Trad means “traditional”).
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[* * Server */
class TradServer {
int  doTask (Task t) {
return  t. compute ();
}
}

The following class is shared by the server and client.

[* * Server and client */
class Task {
int compute () { return O; }

}

To show the effect of inheritance on class downloading, we slightly modify the pro-

grams in Section 2 as follows.

[* * Server class */
class TradClient {
TradServer s;
TradClient (TradServer s) { this .s =s; }
int ged(int a, int b) {
Task t = new GcdTask(a, b);
return  s. doTask (t);
}
}

/* * Client classes */
class GcedTask extends TaskMod{
int a;
int b;
GedTask(int  a, int b) { this .a = a; this .b = b; }
int  compute () {
/[ the same as the example in Section 2
}
}
class TaskMod extends Task {
int  compute () { return new Mod)). compute ();}
}
class Mod extends Object {
int  compute () { return 2;}

}

In the client side, (1) there exists an inheritance suchGafTask<: TaskMod<: Task
and (2)TaskModhas a reference to clabtodin methodcompute () . We also assume

Taskis shared between the server and client, but other classes are local to the client,

hence do not initially exist in the server’s class table. In summary, we have:

osy= [s— (TradServer..)] dom(CTsy) = {TradServesTask
oo =0 dom(CT¢) = {GcdTaskTaskModMod, Task
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As in the previous example 6.1, we consider the following initial network:
(vs)(cl[return(c) new TradClien{s).gcd (10711029, 0,CT¢ ]| SO, Osv, CTsy])

The intermediate reduction steps are essentially similar to the reductigré iruntil
(6.0.3). We restart from the following configuration at the client side, focussing on the
serialisation and deserialisation of the local object with identifier

go S.doTask(serialize(0)) with f,...,0¢ - [0+— (GcdTaska: 1071 b: 1029, CTg

Let 0 = [0 — (GcdTaska : 1071 b : 1029)]. SinceGedTaskis local, 0 method must
be serialised for network transfer. Using the procedure outlined in Definition 4.8 (and
illustrated in Example 4.9), serialisation takes a copy of the stotdéence we have:

go S.doTask(Ao0.(0,0,cl)) with f,...,0¢ - [0— (GcdTaska: 1071 b: 1029)],CTg

Now go moves to the server, and at the same, the blob is deserialised, invoking class
download.

sV[s.doTask(deserialize(40.(0,0,cl))) with f,Osy,CTs)
—sy SV(VO)(s.doTask(download GedTaskfrom ¢l in 0), Osy- 0,CTsy)] (6.0.11)

Note that the name restriction operator guarantees the freshness of theio-al.
Similarly to (6.0.8) in§ 6.1, downloading calls a series of iteration betweenolve
anddownload as follows.

s.doTask(resolve GedTaskfron cl in 0), 0sy- 0,CTgy- [GedTask— ..]
—gy S.doTask(download TaskModfrom cl in 0), Osy- 0,CTsy- [GedTask— ..]

——gy S.doTask(0), Gsy- &,CTsy- [GedTask— ..] - [TaskMod— L[Mod® /Mod]]

whereL is the body of clas3askMod We note that (1) all superclasses@édTaskare
downloaded before executirggioTask(0); (2) Mod doesnot have to be downloaded,
but it is replaced byvlod® to allow further lazy downloading froral. For example, if
new TaskMod(). compute () is performed at the server side, then we can lazily
download the clas®lod usingRC-NewR from cl. The rest of this reduction is similar
to the local method invocation i6.1.

7 Typing system

This section presents the typing system for DJ. There are three technical key points for
typing.

Linearity of channels Linear channel types guarantee determinacy of the destination
of RMI and a return point.

Class signatureits use offers the lightweight type checking for RMI and preserves
consistency for serialisation and code freezing.

Freezing and thunks a special care is required for freezing and thunking expressions
which contain free variables and object ids.
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T ::=bool | C| thunk(U) | ser(U) Types

U:i=void|T Returnable types
S:=U |ret(U) Return types

7 ::=chan | chanI(U) | chan0(U) Channel types
':=0|x:T|I',o:C|I',this:C Expression environment
A:=0|Acc:T Channel environment

Fig. 7.1.Syntax of types and environments

7.1 Syntax of types and environments

First we introduce the syntax of types and environments in Fig. 7.1.

T represents expression types: booleans, class names, thunked expressiongJof type
and serialised objects of tyfiz The metavariabl® ranges over the same typesTas

but is augmented with the special typeid with the usual empty meaning. We write

C <: Dwhen clas€ is a subtype of clads. Our notion of subtyping is mostly standard
(we assume<: causes no cycle as in [18, 4]), and is judged on the class signature.

Two runtime types (which do not appear in programs) are newly introd &etdrn
typesare ranged over b$ are used to denote the type of value returned by a method
invocation Um(Tx){e} is well-typed if e has the typeret(U)). The metavariable
ranges over types for the channels used in method calls, which is explained in the next
subsection. There are two different kinds of environment. The environment for typing
expressions, writtef’, is a finite map from variables, o-ids an#is to types ranged
over by T. A is a finite map from channel names to channel types, and appears in
judgements for method calls and those involving multiple threads and locations.

7.2 Linear channel types

One of the key tasks of the typing rules is to endiurear use of channels. This means
that for every channa there is exactly one process waiting to input frormnd one to
output toc. In terms of DJ, this ensures that a method receiver always returns its value
(if ever) to the correct caller, and that a returned value always finds the initial caller
waiting for it. In Fig. 7.1,chanI(U) is linear inputof a value of typdJ; chan0(U) is
the opponent callelihear output The typechan is given to channels that have matched
input and output typeshanI(U) is assigned tawait, while chan0(U) is to threads
with/to c (eitherreturn(c) eor [go] ewith/to c). Note that since channels only appear
at runtime, channels do not carry channels.

To see the use of linear types, consider the following network; the return expression
cannot determine the original location if we have tamits at the same channel
violating the linearity ofc.

|1[E1[await C], Gl,CT]_] ‘ |2[E2[await C], Gz,CTz] ‘ |3[go VtoC, 63,CT3] (7.0.12)
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The uniqueness of the returned answer is also lost if return cha@pglears twice.
l1[return(c) ey, 01,CT1]|l2[return(c) ez, 02,CTy] (7.0.13)

The aim of introducing linear channels is to avoid these situations during executions of
runtime method invocations. The following binary operatioris used for controlling
the composition of threads and networks.

Definition 7.1 (Channel environment composition). The commutative, partial, bi-

nary composition operator on channel typesis defined aghanI(U)® chan0(U) &f

chan. Then we define the composition of two channel environmants A, as:
A1 O A “ {A1(c) ®Az(c) | c € dom(A1) Ndom(A42)} UA7 \ dom(A2) U Az \ dom(Ag)

Two channel types; andt’ arecomposabléf their composition is definedr < 7/ <
7o 7' is defined. Similarly ford; < Ay.

Note that® and= are partial operators. Hence the composition of other combinations
is not allowed. Once we compose linear input and output types, then it is typed by
chan, hence it becomes uncomposable becahsa % t for any 7. Intuitively if P is

typed by environmenf\; andQ by Ay, and if A; < Ay, then we can compode and

Q asP|Q safely, preserving channel linearity. Hence (7.0.12) is untypable because of
chanI(U) # chanI(U) atc. (7.0.13) is too byhan0(U) % chan0(U) atc.

7.3 Subtyping

The notion of subtyping in DJ is mostly standard. The judgements are shown in Fig. 7.2.

ST-Trans ST-Expr
ST-Refl C<:D D<:E U <u
T<T 5
C<E thunk(U") <: thunk(U)
ret(U’) <:ret(U)
ST-Vec ST-Ser . ST-Class
U/ <y 0<i<n U’ <:U CSig(C) = extends D ...
U’ <:0 ser(U’) <: ser(U) C<:D

Fig. 7.2.Subtyping

The ruleST-Reflis a reflexive subtyping judgement—any type is a trivial subtype of
itself. ST-Trans ensures that the subtyping relation is transitive with respect to classes—
if classC is a subtype of clasB and clas®D is a subtype of clask, thenC is said to
be a subtype oE. We assume there is no atomic subtyping SIftExpr, expression
subtyping is introduced. For examplgqunk(U’) <: thunk(U) ensures that a thunk
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that computes a more precise value can be safely used in place of a thunk of a coarser
type. Likewise, the judgemeniet(U’) <: ret(U) is essential for assigning types to
method bodies for the same reason. We make a similar argumeit{ser.

Importantly, ruleST-Classis used to judge subtypes between classes. It is entirely
based upon the class signatdi®ig, rather than any particular class table entries. This
allows judgements in the type system to be more lightweight. For example, if we had
opted to judge subtypes based on the knowledge held only in class tables this would
have required typing judgements of the foffm-¢r e: U, with the current class table
CT augmented each time new classes were downloaded or discovered.

7.4 Well-formedness

Well-formedness is defined for types, environments, stores and class tables. There are
six kinds of judgement, and all are interrelated. Below we assumanges over either
7,SU,U or extends D [remote] Tf {m; : T, — U;}.

I';A+Env I'; A are well-formed environments
Foa:tp o is a well-formed type
I'o:ok o is a well-formed store in environmeht
F CSig : ok CSig is a well-formed signature
FCT: ok CT is a well-formed class table

The first judgement ensures that the two environments respect several rules. We first
consider the expression environmérit,This environment is completely separate from
the notion of channels in the language, and stores three kinds of information: mappings
from object identifiers to classes C, mappings from local variables to other types’
and the mapping from the special expressiatis to the class of the current receiver
this : C. The channel environment may only contain mappings of channel names to
channel types (ranged ove).

To construct well-formed environments, only well-formed types and class types
may be used. The judgementx : tp provides this and is defined in Fig. 7.4 Note that
CSig only contains well-formed types; a@lis well-formed if itsCSig entry is so.

) E-Var E-Oid
E-Nil FT:tp  x¢dom(I) FC:tp  o¢dom(I)
OF Env
I''x:TkFEnv I',0:CFEnv
E-This E-CNil E-Chan
FC:tp this ¢ dom(I') '+ Env Fr:itp I';A ¢ Env c¢ dom(A)
I',this:CF Env I';0F Env I';A,c:tHEnv

Fig. 7.3.Well-formed environments
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Wf-Base Wi-SC Wi-Vec Wi-Ser

F Env FU:tpVvU € CSig FUi:tp FU:tp
Fvoid: tp F chanI(U):tp FU:tp Fser(U):tp
Fbool: tp F chan0(U) : tp
F chan: tp F thunk(U) : tp

Fret(U):tp
Wf-Sig
override(m;,Dj, T — U;) F D : tp Wi-Csig Wi-Ctp

vSe {T,U,Ti} +S:tpVvSedom(CSig) VCedom(CSig) FC:tp F CSig(C):tp

I extends D [remote] Tf {m; : T, — U;}: tp F CSig: ok FC:tp

Fig. 7.4.Well-formed types

7.5 Value and expression typing

Types are assigned to values and expressions using only the expression envidGnment
They have judgements of the form:

I'te:a e has typenx in expression environmeit

wherea ranges ovel, U andS.

The typing rules for values are given in Fig.7.7. The rudNull allows the as-
signment of any well-formed class type to the valua 1. TV-Thunk states that a
thunked expression is typetiunk(U) if the class tabl€T that it was packaged with is
well-formed, and if the expression itself is of type A serialised object is well-typed
by rule TV-Blob if the values it contains are well-typed, and if the store is well-typed
according to the types of the object identifiers it contains. It must also be the case that
every bound object identifiex has the type of #ocal class.

The rules for assigning types to expressions are given in Fig. 7.8. They rely only on
the expression environmehtand so should be very similar in form to the typing rules
of other Java languages [18, 4, 9]. Note that there is no subsumption rule in the type

S-Var S-Oid
I'-0:ok 'eEx:T I'-o0:ok I'+o:C
_ rev:T  T'<T kv T/ <
?f'q') . x & dom, (G) 0¢ domo(c)  fields(C) =TT
‘o -
I'o-[x—V]:ok I'to-jo— (C,f:V)]:ok

Fig. 7.5.Well-formed stores
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C-ok .

M-ok this:CHM:okinC
this:C,X: T Fe:ret(U’) fields(D) =T'f’  fields(C) =Tf
mtype(m,C) =T — U U’ <:u K=C(T'f",Tf){super(f'); this.f := f}
this:CHUm(TX){e}: ok inC b class C extends D{Tf; KM} : ok

. cT e
CT-Nil F class C extends D{Tf; KM} : ok FCT: ok

F0:ok =7 =
F CT-[C class C extends D{T f; KM}]: ok

Fig. 7.6.Well-formed class tables

system. Instead we explicitly annotate each place where subtypes can be used in place
of a supertype. We only explain the rules which differ from [18, 4, 9].

TE-FId restricts field accesses only for local classesig neitherthis or 0. On
the other hand, we can allothis has a remote class becauss s is always instan-
tiated by the o-id whose store exists in that location €eMethinvoke). This con-
straint, together with the initial condition defined in Section 9 guarantees that field
access is always localE-Return andTE-ReturnVoid ensure that a return statement
has the return type. The rule for serialisatidi-Serialize, assigns types to the term
serialize(e). The rule for deserialisatiofl,E-Defrost, is the dual to this.

Among all typing rules, the most complicated ruldis-Freeze For an expression
freeze[t](e) to be well-typed with typehunk(U ), several conditions must hold:

— Firstly, the expressioamust have the type in environment”, writtenI" e : U.

— Secondly, every free name or variable mentioned in the expression must have a
primitive type or be a reference to an object identifier of a remote class This is
guaranteed byt} = fnv(e), —local(T;) andI” - u; : T;. This requirement simplifies

TV-Bool TV-Null TV-Oid TV-Empty

I' - Env FC:tp F,O:C,F/I—Env I' - Env
I' | true : bool T'Fnull:C ro:CI'+o:C I'ke:void
I'+false:bool

TV-Blob

TV-Thunk rg:Crv:U local(Gi)
FCT:ok I'he:U r6:Cko:ok {8} =dome(0)

I'Tewith CT from|™: thunk(U) I'-206.(v,0,1):ser(U)

Fig. 7.7.Rules for values
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TE-Var
,x:T,I"+Env

rx:T.IF-x:T

TE-Fld

TE-This
I',this:C,I"'+ Env

TE-Cond
dS: S <:SAS S
I' -e:bool
I'kFe:S I're:'S

I',this:C, I’ this:C

I'+if ethenejelse&:S

I'-e:C FC:tp TE-Dec
e+ this,0 = local(C) TE-Seq rre:T
fields(C) =Tf lte:ivoid TI'F€:S I'x:Tre:S T<T
I'Fef;: T I'e€:s I'Tx=e;g:S
TE-Ass TE-FIdAss TE-New
T<T T<T fields(C)=Tf T/ <
rrFe:T" T'Fx:T 'ref:T Tke:T F'te:T/  FC:tp
r-x:=e:T’ 'ef:=¢€:T I'newC-(8):C
TE-Meth )
mtype(m,C) =T — U
T<T TE-Retumn TE-Retumn\Void
I'e:C r-e:T1 I'He:U I' - Env
I'+em(8):U I'Freturne:ret(U) I' F return: ret(void)
TE-Serialize TE-Deserialize
I'te:U I'te:ser(U)

I+ serialize(e):ser(U)

TE-Freeze
{U} =fnv(e)
fav(e) =0 —local(T;)
I'e:U I'uy:T

I'+deserialize(e):U

TE-Defrost
I'+e: thunk(U)

I' - freezelt](e) : thunk(U)

TE-Pe
I'pe:T

I' - pe:void

I' - defrost(e): U

TE-CIagsLoad .
FC:tp I'+e:U

TE-Hole
FU:tp

I+ download C from| ine:U
resolve C from| ine: U

Fig. 7.8.Rules for expressions

re[v:u

the burden of the freezing operation - if local object identifiers were allowed to be

passed as part of thunks then there would be the heavy requirement of serialising

every object identifier in a similar fashion to remote method invocation.

— Finally, in order to prevent the variable replacement strategR@fFreezefrom
being too néve (for examplefreezelt](x:= 5) could be re-written to
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freeze[t](6 := 5) using straight substitutions), we require that the expression to be
frozen contaimo free assigned variable$his condition is written byav(e) = 0
which was defined in Definition 4.5.

The last two conditions are designed to ensure that a shipped thunk does not leak free
local object identifiers and variables, satisfying the variable and o-id invariants defined
in Definition 9.2.TE-Defrost is the dual to this.

TE-Pe s a rule for typing a sequential composition [4]. The typed context which
starts fromTE-Hole is used to typeawait ¢ as explained in the next subsection. Other
rules are obvious.

Remark 7.2(Freezing).The operational semantics as well as the typing systefnaize
is simplified assuming does not contain any free variables as shown in the following
rules.

or — ) c8(CT.fel(€))  t=eager fv(e) = 0 {U} =fn(e) remote(G)
0 t =lazy I'Fu:G I'e:U
freezelt](e),0,CT — "ewith CT’ from |7, ,CT I''+ freezelt](e) : thunk(U)

One can check these rules satisfy the same invariants specified in Section 9.

Also, for simplification, the current typing ruleE-Freezedoes not allow creating
code which contains free local object ids. However, by combining with serialisation
primitives, we can type code which contains serialised object graph like:

T X=serialize(0) ; freeze[t](€)

Note thatserialize(0) creates a closed value. As such, combination of two kinds of
distributed primitives offers a flexible high-level programming style.

7.6 Threads typing

Threads are assigned a type based on both the expression envirdnarahthe chan-
nel environmenn. The judgement takes a form of:

I';AF-P:thread P is well-typed (has typehread) in environment ; A

The rules for assigning types to threads are shown in FigT7TNil states that the
inactive process is well-typed in any well-formed environment. The key rdigé-Bar;
we type a parallel compositions of threads if a composition of two channel environments
preserve the linearity of channels. This is checkediby A, (see§ 7.2). TT-Resis a
standard rule for typing restricted channel names [21, 15]. We only allow new channels
to be assigned the typan. Similarly we restrict a variable when it exists in the store.
Related to this definition are the rulel-Weak which states that it is safe to add as
many “matched” channels to the environment, provided of course those names are not
already present in the environment.

The ruleTT-Await types theawait ¢ expression, which corresponds to the return
point for method calls. It expects the chano# be expecting an input of typé, which
can be safely plugged into the waiting cont@xi:Return types method bodies and can
be thought of as the dual fBT-Await - it expects channed to be used for output of a
typeU which can carry a supertype of return value of the method. The remainder of the
rules handle the formalities of method call and remote invocation.
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TT-Nil TT-Par TT-Res
I';0F Env I';Ai - B : thread A1 <Ay T;A,c:chant P:thread
I';0F0: thread I';A1© A2 - Py | Py thread I';AF (ve)P: thread
TT-Weak TT-Await
I';A - P:thread c¢ dom(A) I';AFE[]Y : thread c¢ dom(A)
I';A,c:chant P:thread I;A,c:chanI(U) F E[await ¢]Y : thread
TT-Return

I'Fe:ret(U) U’ <:U
I';c:chan0(U) - €return(C)/return] : thread

TT-GoSer . L .
I'+o:C rev:v T<T remote(C) mtype(m,C) =T —U
I';c:chan0(U) - go 0.m(serialize(V)) with C: thread

TT-MethWith o )
I'+o:C r+v: 1 T<T mtype(m,C) =T — U
I';c:chan0(U) - o.m(V) with C: thread

TT-DeserWith
I'+o:C

I'-20.(V,0,1): ser(T') T<T remote(C) mtype(m,C) =T — U
I';c:chan0(U) + o.m(deserialize(A0.(V,0,]))) with C: thread
I';c:chan0(U) F go 0m(AD.(V,0,l)) with C: thread

TT-ValTo TT-GoTo

rFv:U U <U —local(U”) I'e:ser(C) C'<:C
I';c: chan0(U) - go serialize(V) to C:thread I';C:chan0(C)F goetoC:thread
I';c:chanO(U) Fgo Vto C: thread

Fig. 7.9.Rules for threads

7.7 Networks typing

Like threads, networks and configurations are typed in both the expression and channel
environment. There are two judgements:

I')AFF:conf F is a well-typed configuration in environmeht A.
I'AEN:net N is a well-typed network in environmeht; A.

The typing rules are given in Fig. 7.10.

Restricted identifiers in configurations and networks are typed by theTrGldgesl|d
andTN-Resldrespectively. They share a side-condition of a common forexdom(F)
ensures that we do not create spurious new identifiers that do not correspond to an el-
ement of the domain of the store Bf, and likewiseu € dom(N) ensures a similar
condition at the network level.
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TC-Conf
TC-Resld I';A+ P:thread
TC-ResC I'u:T;AFF:conf I'o:ok
I';A,c:chant F : conf u € dom(F) FCT:ok FCTCCT

I';AE (ve)F @ conf I';AE (Vu)F : conf I'’)A+Po,CT: conf

TN-Par
I';AiFNjinet A1 <Ay
TN-Nil TN-Conf dom(Ng) N"dom(Np) =0
I';0F Env I')AFF :conf loc(N1) Nloc(N2) =0
I';O0F0:net I';ARIF] :net I';A1©A2F Ni|Np @ net
TN-Resld TN-Weak
TN-ResC I'u:T;A+N:net I';AFN:net
I';A,c:chank N :net u € dom(N) c¢ dom(A)
I';AF (ve)N :net I';AF (Vu)N :net I';A,c:chank N:net

Fig. 7.10.Rules for networks and configurations

The ruleTC-Conf states that a configuration is only well-typed in an environment
I'; A ifits threads P and stores are well-typed in the same environment. Its class table
must also be well-formed, and must contain a copy of the foundation clB&ses

The ruleTN-Nil has the standard meaning - an inactive network is well-typed in any
well-formed environment. The rulEN-Par states that the parallel composition of two
networks is well-typed if their typing environments are composable, if they share no
identifiers of stores and if they have disjoint sets of location names. The first condition
A1 < Ay is understood a$T-Par. The rest of the rulesSIN-ResC and TN-Weak are
understood a$C-ResCandTT-Weak, respectively.

8 Basic Properties

In this section we shall show some key properties and lemmas that are necessary for the
proof of our network invariance conditions and type soundness theorem. Hereafter we
often writea for U, U or S We also adopt the convention thatd can be written as
simplyI".

In the subsequent proofs, we usagth functiondor stores and class tables defined
by:

lengt®) =0  length(c - [0+ (C, f : V)]) = length s - [x — V]) = length(5) + 1
length®) =0 lengtHCT-[C — class C extends D{T f; KM}]) = length(CT) + 1

The first lemma we introduce is Lemma 8.1. This concerns#m®nical formsof
DJ. We prove that every typable network can be written in such a form. Intuitively, a
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canonical form is one in which all restricted identifiers are moved out to the network
level.

Lemma 8.1 (Canonical forms). Suppose thal’; A - N : net then

N = (v)( [] WR.oi,CT)

0<i<n
where n denotes the number of locations in N.

Proof. By induction on the number of networks in parallel,Supposen is 0. Then
by our assumption$’;A F 0 : net. This is trivially equivalent to the zero-product:

(vU)(Mo<i<oli[R, oi, CTil).

For the inductive step, we suppose that the statement holdsietworks and show
that by adding the+ 1, it is still equivalent to a normal form by the structural rules in
Fig.5.1. Suppose then, by assumption:

F,A = (V Un+1)|n+1[Pn+]_, Gn+1,CTn+l] | N/ .net
By the inductive hypothesis, we have that:

N"= (vtn)( [ lilR,i,CTi)

0<i<n

We can apply alpha-equivalence to the restricted nafmeéls, 1) to ensure that they
do not clash with any of those namesNh This allows us to apply scope opening to
obtain:

(VUnt1)(Ine1[Prs1, 01, CTnga] [N)

Again, we can apply alpha equivalence this time to ensure the hames botxndadn
not clash with those in locatidn 1. Apply structural equivalence to obtain:

(VUnt10n) (In1[Phi1, Ons1, CThya] | I—l li[R, ci,CTi])
0<i<n

This can be straightforwardly rewritten to:

Un1Un li[R,0i,CT;
(VUnia )(0§i|;|1+1[ 0i,CTi)

This completes the case. O

8.1 Judgements

Lemma 8.2 lists some useful properties about judgements. We iditstand for any
one of the following judgements:

Ji:=Env|o:ok|e:a|P:thread|F :conf |N:net

Lemma 8.2(3) has the useful property of ensuring that any channels appearing in the
channel environmemt and not in the judgemerdtmust have the linear typshan.
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Lemma 8.2 (Judgements).

— (Permutation of environments)

1.T;Ac:1,¢ T A'FJ] = TI';Ac 7 c:1,A"FJ.

2T u:TU: T I";JA+J = [,U: T u:T,I';A+ J. Similarly forthis.
— (Linearity of channels)

3. IA,c:1,A’+JIAc¢ fn(J) = 7= chan.
— (Weakening)

4. I'/AFJACc¢dom(A) = I';A,C:chant J.

5. AR IANET itpAX¢dom(I') = I')x:T;AF J.

6. [JAFJAFC:tpAthis¢dom(I’) = I',this:C;A} J.
— (Strengthening)

7.TAc:tEIACcgin(]) = T;4F 7.

8. Iu:T;AFJAU¢fnv(]) = I';AFJ.
— (Implied judgements)

9. I''T";A,A'+J = I';A +Env.

Proof. By induction on the size of the judgementAll cases are straightforward. We
only list the proof for weakening with the case= P, |P, : thread. After applying

rule TT-Par we have two cases; we can apply the inductive hypothesis to either the
left branch or the right branch of the parallel composition. For example, choose the left
branch. Therefor€'; A1, c: chanF P; : thread andAj,c: chan < Az asc ¢ dom(Ay).

Apply TT-Par to yield I';A1,¢c: chan ® Az F P | : thread. ThenI';A; ® Az, C:

chan - P, | P, : thread by definition of®. The other case proceeds similarly. O

8.2 Stores

Lemma 8.3 states properties about the type-safety of store access. Store access are de-
fined as adding new variable and object identifier mappings, updating the fields of ob-
jects and the value held by a variable, and also retrieving information from variables and
object fields. Lemma 8.3(7) allows the concatenation of disjoint stores and is useful in
typing thedeserialize(e) operation.

Lemma 8.3 (Stores).

1. Assumd +o ok, I'Fv:T ' withxgdom(I')and T <:T.Then[,x: THo-[x—
V| : ok.

2. A]\ssumd“kc:ok,FFX:T andl'Fv: T with T/ <: T. Then" - 6[x— V] : ok.

3.I'Ex:Tandl'-o:okimplyl'=o(x): T with 7' <: T.

4. Assumd '+ o : ok, ' FV: T withfields(C) =Tf, T/ <: T and o¢ dom(I"). Then
we havel",0:CF - [0 (C, f:V)]: ok. -

5., f'-0:0k,I'F0o:Candl’Fv:T withfields(C) =Tf and T <: T, then
I't oo o(0)[fi — V]] : ok. B

6. Assumd '+ o :ok andI'Fo.f; : Ty with 6(0) = (C, f : V). Then[" - v; : T where
T < T.

7. Slupposd“ Fo:okandl,I"+ o' : ok withdom(o)Ndom(c’) =0, thenI", I’ +
ocuUo’:ok.

Proof. By induction on the length of store, written lengttfo’). We only prove (4) and
(7). Others are similar.
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4
Case lengtfic) = 0: Trivially, 0 ¢ dom,(0) and by our assumptions we can immedi-
ately concludd™,0:CH0-[o— (C, f : V)] : ok as required.

Caselengtfio) =n+1: Supposethat’=o-[...+...] (thus lengtlic’) = length(c) +
1). Then the premises of the lemma state:

'+o':ok with o ¢ dom(I") (8.3.1)
rev:T with fields(C) = fT andT/ <: T, (8.3.2)
I'o:Cko-lo— (C,f:¥)]:0k by the assumption (8.3.3)

(8.3.3) must have been derived 8yOid with premises:

I'o:Cko:ok with 0 ¢ dom, (o) (8.3.4)
Io:Cro:C (8.3.5)
ro:CHv:T’ with fields(C) = fT andT/ <: T, (8.3.6)

Applying Lemma 8.2(9) to (8.3.4) we obtaln, o : C - Env which must have been de-
rived from ruleE-Oid with premisel” - C : tp with 0 ¢ dom(I"). By this side condition
and (8.3.1), we can apply Lemma 8.2(5) to obtain;

ro:Cko':ok with o ¢ dom(o”) (8.3.7)

To complete the case, we ap@yOid to (8.3.5), (8.3.6) and (8.3.7), obtainidg o :
Cko'-[o— (C,f:V)]: ok, as required.

()

Case lengtho’) = 0: This is the base case. If lengtf) = 0 it must be the case that

is empty, and this means thatJ 6’ = 6. By Lemma 8.2(9), we can taié, I’ - ¢’ : ok
and deducé’, I"’ - Env. Thereforel .’ - c U ¢’ : ok as required.

Case lengtho’) = n+1: The inductive step. We assume that for a store of lefagfih=

n the statement holds, and prove for length [. — ...]) = n+ 1. We must perform a

case analysis on the last item appended to the store. This can either be a variable to
value mapping, or an object identifier to store object mapping. We shall only consider
the case for variables; the other case is similar. Suppose, by the assumption:

r\I'+ouc’:ok with dom(o) Ndom(c’) =0 (8.3.8)

Now assuming the last item appendedtavas a variable mapping, then by the premises
of S-Var we have:

r,r'x:Trko :ok with x ¢ dom, (") (8.3.9)
L' x:TEx:T (8.3.10)
rr'x:TFv:T andT’ <: T (8.3.11)
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We apply weakening to (8.3.11) to obtain:

r,r'ev:T andT’ <: T (8.3.12)

From (8.3.9) we can apply Lemma 8.2(9) to deduce thdt’,x : T - Env. This means
thatx ¢ dom(I",I"’). Given this fact, (8.3.8) and (8.3.12), we can apply Lemma 8.3(1)
to obtainl",I"",x: TFoUo’- [x— V] : ok, as required. O

8.3 Graphs

In DJ, two kinds of graph are computed: object graphs and class graphs. Lemma 8.4
proves the correctness of the algorithms presented in Definition 4.8 and Definition 4.12
respectively. These properties are the key to prove the type soundness theorem. Note
that the definition of “complete” appears in Definition 4.12.

Lemma 8.4 (Graph computation).

1. Assumd + o : ok, I'0:C ando’ = og(o,0). Then we havé - ¢’ : ok. Also,
for all o’ € dom,(0’) such thato’(0') = (C,...), we havdocal(C).

2. o' =og(o,v) impliesog_comp(o,a’).

3. Supposeé- CT : ok with C € dom(CSig). Then we have cg(CT,C) : ok.

4. ct_comp(CT) andCT’ = cg(CT,C) imply ct_comp(CT' UFCT).

Proof. We show (1), (2) by induction on the length of and (3), (4) by induction on
the length ofCT.

(1) We shall assume thdt F og(op,0) : ok such that lengtfop) < n and prove for
length(c) =n.

We shall also show that all objectsdr are instances dbcal classes. Examining the
definition of the object graph calculation algorithm we see there are two distinct cases.
The base case, where the graph is the empty store 0 is straightforwaré @s ok
always. The case where some computation happens is more difficult. Examining the
definition ofog(o,0) from Definition 4.8 we have that; = o \ {0}. We can trivially
re-orderc to ensureo is the last item. To infer the assumptidit o : ok, S-Oid must
have been used with the premise tHat: o3 : ok.

Examining the body of the algorithm we see ler(@th 1) < length(ci) < length(o1)
wherec’ = |Jog(0i,0i) Uc(0) with 6i+1 = 6; \ dom,(0g(ai,0;)). By the inductive hy-
pothesis, we immediately conclude thhAtt+ o; : ok wherei > 1. The singleton store
o (0) is trivially well-formed inI". Therefore we can takE - ¢(0) : ok by I' - ©; : ok,
in order to apply Lemma 8.3(7) obtainidg- ¢’ : ok, as required.

(2) Assumeo’ = og(o,V). The base case is where lengih = 0i.e.c = 0. Examining
the algorithm we see that' = 0. Therefore triviallyog_comp(o, 6”).

For the inductive step, assume tisat= og (o, v) andog_comp(c, o’) for length o) <
n. Now setting lengtfo) = nthere are two sub-cases:

(a) o’ = 0. Trivially, there are no pairs in the reachability relatREH,, and so we
haveog_comp(c,c’) vacuously.
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(b) ¢’ = [v— o(v)]Uog(ai,01), wheres(v) = (C, f : V), {8} = in(V), 61 = ¢ \ {0}
andoi 1 = o; \ dom,(0g(0i,0i)).
Clearly, lengtlici) < n by the initial removal ob from o1. Write 6] = og(ci,0;).
Further examination of the algorithm shows thwt, is computed fromo; less
the elements collected ie%. Thereforedom, (o) Ndom,(a;, ;) = 0 so by the in-
ductive hypothesisg_comp(o1,Jog(ai,0;)). Recall thaioy = o \ {v}. By adding
[vi— o(v)] to each side, we add the same number of reachable states and therefore
og_comp(o,0’).

(3) By induction on lengtfcT). First consider a class graph of length 0, C&.=
0. SupposecT’ = cg(0,C), then by definition of the class graph algoritton’ = 0.
Clearly+ 0 : ok by CT-Nil. For the inductive step, assume thatg(CT,C) : ok for
length(CTn) = n and show for lengtf€T,,1) = n+ 1. Suppose:

FCThy1: 0k with C € dom(CSig) (8.4.1)
F cg(CTp,C) : ok by the assumption (8.4.2)

We consider only the case whePes dom(CT) andC ¢ dom(FCT); the other is trivial.
We shall provet- cg(CTn11,C) : ok. Expanding the class graph algorithm by two steps,
cg(CThy1,C) is obtained as:

cg(CTny1\C,D) Ucg(CTny1\C,M) U[C — class C extends D{T f; KM}] (8.4.3)

First we note thaf - [C— class C extends D{T f; KM}] : ok by C € dom(CT,) and
I'-CTp:ok. AlsoT | cg(CTn41 \ C,D) is proved by the inductive hypothesis. For the
second item in the uniomg(CTnH\C,M), we check for each methdd; in M. Then
we computecg(CTy, 1\ C,Um; (TX){e}) by expanding the algorithm by one step here
yields:

cg(CTns1\C,©) (8.4.4)

Then by inductive hypothesisg(CTn.1 \ C,M) is well-defined. Finally by applying
CT, we conclude the proof.

(4) Suppose lengfltTp) = 0 then by definition¢T’ is complete. Now, take lengttiT,,) =

n. GivenCT’ = cg(CTp,C) for someC is complete by assumption, we either have that

C € dom(CTy) andCT’ # 0, orC ¢ dom(CT,) andCT’ = 0. For the inductive step we

must show that when the length of the class table-isl the computed class graph
remains complete. Extending the class table can be achieved by appending a new entry
giving CTp+1 = CTy - [C' +— L] for someC’ ¢ dom(CTy). We assume that the superclass

of C' is present ircTy, otherwise the new class table would not be complete and so the
conclusion would hold by default. Then givel’ = cg(CTn,1,C), if C # C’ then again

CT' is complete by virtue of being empty.@f= C’ then by our assumption that the class
tableCT, 1 contains the direct superclass@fthencT’ must also b&omplete O

Lemma 8.5 (Method body). Supposembody(m,C,CT) = (X,e) and mtype(m,C) =
T — U with - CT : ok. Then for some Gwhere C<: C’' and some Uwhere U <: U
then we have: T,this:C' Fe:ret(U’).
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Proof. Straightforward. ad
Lemma 8.6 (Context). ' -E[ |V : ¢ andI" Fe: U’ with U’ <: U iff T FE[g]Y : a.

Proof. By induction on the structure da. O

8.4 Structural equivalence

An important property to be shown is that the application of the structural equality
rules given in Fig.5.1 preserves the typing of a term. This is proved in Lemma 8.8,
but in order to do so we must make use of the equally important property shown in
Lemma 8.7.

This lemma yields natural properties for the composability of environments and is
used in many of the later proofs.

Lemma 8.7 (Commutativity of composition and composability).

1. A1 <Ay and (A;L@Az) = A3 <= Ar < AzandA; < (Az@Ag).
2. A1 xArand(A10A2) < A3 = (A10A2) ©A3=A10 (420 A3).

Proof. In both proofs, without loss of generality we consider singleton environments
such thatd; = {c: chanI(U)} andA; = {c: chan0(U)} with Ay ©® A, = {c: chan}.

(1) For this case we show only the left-to-right direction, the opposite direction is
similar. The only interesting case is th&t andA, share the same channels.

By the definition of<, we knowc ¢ dom(A3). SinceA; © Az = {c: chan0(U)} UA3,
we have that\, < Az as required. We can also easily chetgk® (A2 ® A3) is defined,
thus by definition ofx, we haveA; < (42 ® A3), as desired.

(2) Proceeds in a similar manner to (1), adopting the same singleton environments.
We can easily checkd; ® A2) @ Az is defined and is equal tfc : chan} U A3. Since

c¢ dom(As) thenA,® Az = {c: chan0(T)} UAs. By definition of®, A1 © (A20A43) =
{Cc:chan}UA3 = (A1 ©A2) ® Az as required.

Lemma 8.8 (Structural equivalence preserves typability).

1. fI';AFF :conf and F=F'thenI";A + F’: conf.
2. Assumd ;A | P: thread and P= P, then we havé"; A - P : thread.
3. f ;AN :net and N= N’ thenI";A - N’ : net.

Proof. By induction on typing derivations paying attention to the last rule applied. Most
cases are straightforward. We show one from each sub-lemma.
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(1) We show the casevc)P,6,CT = (vc)(P,0,CT). Suppose:
I';A+ (ve)P,o,CT: conf c¢ fn(o)Ufn(CT) (8.8.1)
We shall prove:
I'5A+ (ve)(P,o,CT) : conf (8.8.2)

To infer (8.8.1), ruleTC-Conf was applied with the premises:

;A (ve)P: thread (8.8.3)
I'+o:ok (8.8.4)
FCT: ok (8.8.5)

(8.8.3) must have been derived by applyifiRes with the following premise:
I';A,c: chant P thread (8.8.6)
Applying TC-Conf to (8.8.6), (8.8.4) and (8.8.5), we obtain:

I';A,c:chant P,o,CT: conf (8.8.7)

To complete the case, applYC-ResCto obtain (8.8.2) as required.

(2) Aninteresting case B, | (P;|P3) = (P1|P) | Ps. The work associated with proving
this case is handled by Lemma 8.7 as follows. Suppose:

T;A10 (A0 A3) P (P2 |P3) s thread  with Ay = (A2 ® Ag) (8.8.8)
We shall prove:

I;A10 (A0 A3) - (PL|Po) | Ps: thread (8.8.9)
To derive (8.8.8), rul§ T-Par must have been applied with premises:

I';ALF Py thread (8.8.10)
;A ® Azt Py |Ps: thread whereA; < Az (8.8.11)

By the side conditions of (8.8.8) and (8.8.11) we can apply Lemma 8.7(1) to obtain
AL < Ao and(A1 @Az) = A3z (8.8.12)
To derive (8.8.11)T T-Par was also used, with premises:

I';A2F P, thread (8.8.13)
I'; Az Ps:thread (8.8.14)

53
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By (8.8.12), we can applyT-Par to (8.8.10) and (8.8.13) to yield:
I';A1© Ay Pr|Py i thread (8.8.15)
Again by (8.8.12), we can take and (8.8.14) as the premises td Talar to obtain:

T; (A ®A42) ® A3k (P |Po)|Ps: thread (8.8.16)

Since (8.8.12), we can apply Lemma 8.7(2) to obtain (8.8.9) as required.
(3) An interesting case i8l = N|0. Below we prove the right to left direction. The
other direction is similar. Suppose:

;A1 A2 N|0: net with Ay < Ay (8.8.17)
We shall prove:

I';Ay®AsF N :net (8.8.18)
To infer (8.8.17), ruleTN-Par must have been applied with the premises:

;A1 F Ninet (8.8.19)
I;A2F0:net (8.8.20)

Then, by Lemma 8.2(3) we have:

Az = {C: chan} (8.8.21)
AL OA =A1UAs with dom(A;) Ndom(A2) =0 (8.8.22)

By (8.8.22), there are no overlapping channels betwkeand A,. Therefore we can
apply Lemma 8.2 to (8.8.19) to obtain (8.8.18) as required. ad

Lemma 8.9 (Substitution).

1. Assumd ', x: Tt e:aandI - v: T with x¢ fav(e) and T <: T. Then we have
I'telv/x] : a’ for somea’ <: a.
2. I';this:Che:aandl'+o0:C' withC <:CimplyI” + e[o/this] : o for some
o <:a.
Proof. By induction on the structure of the expressersing Lemma 8.2 and Lemma 8.8.
(1) Below we will show the most interesting two cases.

Case €< freeze[t](ey): Supposd,x: T F freezelt](ep) : thunk(U). Then this is
derived fromTE-Freezewith premisesI”,x: T | ey : U with fav(eg) =0 andl",x: T

ui : Ty with {U} = fnv(ep) and—local(T;). Sincefav(ep) = 0, we can apply the inductive
hypothesis to the former premise to obtaif- eg[v/x] : U’ for someU’ <:U. To apply
the ruleTE-Freezeto ey[v/x|, we have to havéav(ep|v/x]) = 0 andl" F uf : T with
{t'} = fnv(ep[v/X]) and —local(T/). Note thatfv(v) = 0 impliesfav(ep[v/x]) = 0 and
U = u\ {x}. Hence by the premise, we hawécal(u)). Now we can applyfE-Freeze
to ep|v/X] in order to obtain” + freeze[t](ep[v/X|) : thunk(U’). Sincethunk(U’) <:
thunk(U ), this completes the case.
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Case €< Elawait ¢]: Supposel’,x:T;A,c: chanI(U) F E[await ¢V : thread.
Then this is derived fronTT-Await with the premisel",x: T;A - E[ ]V : thread
with ¢ ¢ dom(A). By assumptionfav(E[await c]Y) = @, so by definitionfav(e) =
fav(E[ ]V) = 0. Therefore we can apply the inductive hypothesis obtaiding +
E[]Y[v/x : thread. SinceA is unchanged, the side conditior dom(A) still holds,
and we can apply rul@T-Await to yield I';A,c : chanI(U) + E[await ¢]Y[v/X] :
thread, as required.

(2) Most cases are trivially similar to those of (1). The key difference is in the base
case, where™ this. However the proof remains straightforward. O

9 Network Invariants

This section studies the network invariants. We show that, if an initial network satisfies
the initial conditions then well-typed reduction will preserve run-time invariants. These
are important in showing safety and establishing the subject reduction theorem.

9.1 Network invariants and initial networks
We start from the definition of a property over networks, given in Definition 9.1.

Definition 9.1 (Properties). Let v denote a property over networks (iyg.is a subset
of networks). We writeN |= v if N satisfiesy (i.e. if N € y); we also writeN |~ v if

N does not satisfyy. We define the error properitr as the set of the networks which
containError as subexpression, i.Err = {N | N = (vU)(I[E[Error] | P, o,CT]|N')}.
We sayy is reduction closedif, wheneverN |= v andN —— N’ such thatN’ }~ Err,
we haveN’ = y. We definey is a network invariant with an initial propertyy if

v ={N | INo.(No = wo, No — N, N }= Err)} and, moreoveny is reduction-closed.

In order to ensure the correct execution of networks and the preservation of safety, we
require certain properties to remain invariant. One of the key invariants in the presence
of distribution of classes is that, when a clasadtuallycalled, it and all its superclasses
must be present in the local class table. This requirement eliminates erroneous networks
containing locations such agE[new C(V)], c,0] where clas< is not present if’s

empty class table, so the initial step of execution will cause a crash. Note that even if
Cis present id’s class table, if its superclagsis not then this is also an unexpected
state. This property is formalised by the completeness of the classctabpgC, CT)

defined in Definition 4.13.

The following definition formally states the above class invariant and others. Below
dom, (o) (resp.dom, (o)) denotes variables (resp. o-ids) of the domairwoflso we
saythread P inputs at @ P = E[await c]|Rfor someE andR; duallythread P outputs
at cif P=R|Qwith R=return(c) eor R= [go] ewith/to c for someQ ande.

Definition 9.2 (Network invariants). Given networkN = (v ) ([o<i<nli[F]) with F =
(R, 0i,CT;), and assuming & j < n, i # j where required, we define propetty(r) as
a set of networks which satisfy the conditiofwith 1 <r < 18) as defined as follows:



56 Alexander Ahern and Nobuko Yoshida

Class invariants
1. FCT C CT;j
2. B =E[newC(V)]|Q = comp(C,CT;)
3. C € dom(CTj) Ndom(CT;) = CT;(C) = CT;(C)
V CTj(C) = CT;(C)[D" /D] with fcl(CT;(C)) = {D}
Value invariants
4. R =E|[V]|P thenfv(v) =0
5 0(X)=v = fv(v) =0
6. 6i(0) = (C,T:V) = fv(v) =0
State invariants
7. tv(R) < dom, (o) C {u}
8. fv(R)Nfv(P;) =0
9. dom, (i) Ndom,(cj) =0
Object identifier invariants
10. o e fin(R) Nfn(F;) = 3'k. ok(0) = (C,..) Aremote(C)
11. oe fn(RK) A3k. ok(0) = (C,..) Alocal(C) = k=i
12. oefn(F) = Ik1<Kk<n. o€ domy(ok)
13. domy(oi) Ndom,(oj) =0
Method-invocation invariants
14. B =on(V) withc|Q = 0i(0) = (C,..) Acomp(C,CT;)
Field invariants
15. R=E[0o.f]|Qi = ai(0) =(
16. R =EJo.f :=V]|Qi = ai(0
Linearity invariants
17. B = Q/|R andQ; inputs atc = neitherR; nor P; inputs afc.
18. R = Qi|R and andQ; outputs at = neitherR; nor P; outputs at.

C,..) Acomp(C,CTj).
) = (C,..) Acomp(C,CT;).

Each invariant has a clear operational (and arguably engineering) meaning, as we illus-
trate below (each number corresponds to the invariant of the same number above).

Class invariants

1. (Availability of foundation classgsThe class table at every location must con-
tain a copy of the foundation classes.

2. (Class availability Any class instantiated at a location as well as its all super-
classes must be available in that location’s class table.

3. (Class name coherenceTwo classes with the same name distributed in the
two different locations must have (1) the exactly same definition or (2) the
same definition up to location tagging for that class name.

Value invariants

4. (Value-closedne}sValues must not contain unbound variables.

5. (Value-closedness in stodeStore entries may not contain open variables.

6. (Field value-closedness in stojesObjects in a location’s store must have
closed fields.

State invariants

7. (Availability of variable stores Programs at a locationmust not mention
variables that are not ia;. Also, all variables must be accounted for in the list
of restricted nameg for the entire network.
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8. (Locality of variable} Local variables should not be shared between threads
at different locations.
9. (Locality of variable stores Local variables in the store should have globally
unigue names.
Object identifier invariants

10. (Locality of local object ids If an object is referenced by threads in two dif-
ferent locations, it must be the case that the identifier is of a remote class.

11. (Availability of local object id}§ If a thread ai has a reference to an instance
of a local class, that object must necessarily be co-located in the store at

12. (Availability of object id¥ An object must be located in the store at some
remote or local locatiok.

13. (Unicity of o-id store¥ Every object identifier in the system has a unique store.
This ensures that there can be no ambiguity when determining the location that
holds the store entry of a particular remote object reference.

Method-invocation invariants

14. (Availability of a store and classes for method cplkny thread attempting to
perform a method call will have the store and the code for that method body
available.

Field invariants

15. (Field access availability and locali}y Any field access always succeeds and
will be made on objects local to the executing cdde.

16. (Field assignment availability and localtyAny field assignment always suc-
ceeds and will be made to objects local to the executing code.

Linearity invariants

17. (Unicity of awai) The network has a unique await for each name. This ensures
that there can be no ambiguity when determining the place that a (remote)
method invocation happened.

18. (Unicity of outpu} The network has a unique output thread for each name.
This ensures that there is a unique return value for each method invocation.

Before proving the network invariants, we define the initial network configurations.
Roughly speaking an initial configuration contains no runtime values and expressions
except o-ids. It can, however, contain parallel threads distributed among locations; these
have been generated by compiling multiple user-defined main programs. Definition 9.3
states these conditions formally.

Definition 9.3 (Initial network). We call networkN = (v U)([To<i<nli[R, 6i,CTi]) ini-
tial networkif it satisfies the following conditions (callgditial properties.

— it contains no runtime expressions or values except o-ids and parallel compositions
of return(c) € andein freezelt](e) does not contain free o-ids, if(e) = 0.
— it satisfies all propertiesiv(i) exceptinv(2), which is replaced by:
Class invariants
2. (a)fcl(R) C dom(CT;),
(b) C e fcl(CTi) Udom(CT;) = comp(C,CT;) and
() oi(0) = (C,...) = comp(C,CT;j).

1 Note thato € fn(R) by the form ofE[]. Similarly for Inv(16), Inv(15) andProg(4)-Prog(7).
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— We also strengthen the field invariamis (15) andInv(16) by replacing by:

Field invariants
15. Let% be an arbitrary context. Théh = €[0.f] = o € dom(0;).

We denote the set of networks satisfying these conditioriaiby

Note that, by combiningnv(2'), the above condition subsumies(15) andinv(16).
The extra requirement states that all initial class tables are complete w.r.t. classes in
the program and stores. For example, suppose

new A().m(),0,CT
with CT(A) = class Aextends B{; void m(){new C();return }}

First A should be defined igT (this is ensured by (a) imv(2')); secondlyD should
be also defined irtT (this is ensured by (a) and (b): sinéec dom(CT), we have
comp(A,CT), which impliesD € dom(CT)); and thirdly,C should be defined iaT too
sincenew C() appears after the method invocatiomaT his condition is ensured by (b)
sinceC € fcl(CT). The condition (c) is similarly understood.

We also note that during runs of programs, the initial propertiesmoélye satisfied
since classes can be downloaded lazily. A typical example is

(new F'(),0,CT) — (download F from| in new F(),5,CT)

whereF appears free in the r.l.s. expression, But dom(CT), hence it does not satisfy
(b). Later we formalise this situation in Lemma 9.4 and prove the invaha2). The
initial condition ofInv(15) is similarly understood as (c).

Proof method for invariants Some of the invariant properties are required for proofs

of the subject reduction shown in the next section. This means type preservation must
not be assumed to prove the invariantof(r). Therefore for the inductive step goes
through, we need to divide the proof routine into the following three steps:

Step 1 We prove one step invariant property for a typed network starting from the initial
properties. This step has two sub-cases:
(i) Assumd™; A+ Np:net and N satisfies the initial properties. TherpN— Nj
implies N = Inv(r) for eachl <r < 18if Ny [~ Err.
(i) Assumd ;A Np:net (m>1) and Ny = Inv(r) for all 1 <r <18 Then
Nm — Nmy1 implies Nyi1 | Inv(r) for eachl <r < 18if Ny g b~ Err.
Step 2 We prove the subject reduction theorem using Step 1J7.4.- N : net and
N — N’ impliesI";A - N’ : net.
Step 3 Then invariant ofnv(r) is a corollary of Steps 1 and 2.

The following lemma lists key additional invariants related to dynamic downloading
of classes, which are used for the main proofs of class invariants. We shall use the
notationR, to denote the threads at locatipafterm reduction steps.
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Lemma 9.4 (Class invariants). Assumel ;A - Ni : net (0 < k < m) and N satis-
fies the initial condition and Ne Inv(r) for 1 <r < 18 (when k> 1). Assume pl—

Nt — N — -+ —= Np_1 — Np = (qum)(l_logi<n|i[le»o'im,CTim]) — Nmy1 =

(VUms1) (Mo<i<nli[Pm+1, Gim+1, CTimy-1]) With (m> 1). Assumind) < j < n where re-
quired then we have:

1. (Monotonicity of class table€)Tim C CTim 1.

2. (Eager thunks and class tables)

Pmr1=E["ewith CT' from |7 |Qims1 = CT' C CTjms1.

3. (Remote downloading of class tables)

Pm+1 = E[download C from lj in €| Qmy1 = {(_f} C dom(CTjm+1) and;
Pm+1 = E[resolve C from lj in €| Qm+1 = {C_f} C dom(CTjm1)-
4. (Class downloading and availability of class tables)
C e fcl(Rmy1) = (C € dom(CTimy1)V
Pm+1 = E[download C from|j in new C(V)] | Qim41)-
5. (Availability of local classes)
0 € fn(PRm+1) A Oim+1(0) = (C,...)
= ((C € dom(CTjm4+1) AVD C <: D.D € dom(CTim+1))
VPm+1 = E[download C from lj in O] | Qim+1
VPm+1 = E[resolve C from lj in O] | Qim+1)-

6. (Availability of superclass tableg)Ny = (v Ux)([To<i<nli[Pk, Oik, CTik]) with B =
E[download C from | in €|Qx and 0 < j < n. Then for each £c {C} we
havevVC' C, <:C'.3Nm = (VUm)([o<i<nli[Pm, Gim, CTim]) such that N — Ny and
Pm = E[resolve D from | in € |Qim with C' € {D} and C € dom(CTjm).

Remark:The final statement requires slightly different conditions from others as we
need to track a sequence of download-and-resolve reductions.

Proof. Induction onk. Below we omitc and/orCT from the reduction step if they are
not used for it.

(1) Straightforward by examinin&N-Download and RC-Defrost since class tables
are only changeable by either rule.

(2),(3) Obvious by investigatinlRC-NewR, RN-Download andRC-Defrost together
with the inductive hypothesisi satisfies (1) monotonicity of the class table.

(4) For the base case, whete= 0 we have that bynv(2') if C € fcl(Rg) then it must
be the case th& € dom(CTip). If C ¢ fcl(Ro) then the property holds trivially. For the
inductive step, wherk = m, we can assume that the property holds afteeduction
steps. There are three sub-cases to considers:

(a) Cefcl(Rm)andC € dom(CTim). Then by (1) we hav€ € dom(CTim1) as required.

(b) C € fcl(Pm) andPm = E[download C from |; in new C(V)] | Qim. By (3) we have
C € dom(CTjm). By rule RN-Download we have tha{D} = {C} \ dom(CTjm). As-
sumeC ¢ dom(CTim) then we have€ € {D} and scC € dom(CT’) with CT' C CTm.
By definition of downloading¢Tim+1 = CTim UCT’ and therefor€ € dom(CTim1)
as required.
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(c) AssumeC ¢ fcl(Ry), but C € fcl(PRm.1). Examining the definition of free class
names and the reduction rules, we see that the only reduction that generates a new
free class name RC-NewR. Therefore we can deduce that:

Pm = E[new C'i (V)] | Qm —1, Pm11 = E[download C from lj innew C(V)] | Qim+1
as required.
(5) Suppos® € fn(Pm+1) A oim+1(0) = (C,...). We have three situations.

(a) If ois created locally by evaluation afew C(V) from the original program text,
then by Lemma 9.4(1) andv(2) we have that’/D C <: D.D € dom(CTimx+1)-

(b) If ois created by the deserialisation of an object, there exists $osueh that
Pk = E[download F from |j in 0]|Qk whereF contains all the classes of the
objects inc’ as defined irRN-Download. Then by Lemma 9.4(6) we have that
vD C <: D.D € dom(CT;j ) for somek < | < mas required. By Lemma 9.4(1) the
multi-step reductiorN; — Np, cannot have removed class table entries, and so
v¥D C <: D.D € dom(CTim+1) as requijed.

(c) The case (b) reduces ®[resolve D from |j in 0]|Qk by RC-Resolve The
reasoning is the same as (b) by using Lemma 9.4(6).

(6) Obvious by repeatinBN-Download andRC-Resolveuntil we reach to resolvé'.
Note that these reductions terminates as the inheritance relations in a well-formed class
table is acyclic. ad

9.2 Proofs of the network invariants

Now we are ready to provBtep 1using Lemma 9.4. It is only necessary to show sub-
case (i) of this step for each invariamty(2), Inv(15) andInv(16) excepted. For the
cases ofnv(15) andInv(16), we prove the stronger initial conditidnv(15) always
hold. Hencelnv(15) andInv(16) are derived as a corollary. On the other hand, in the
case ofinv(2), we cannot assume that this particular invariant holds — it may be the
case that the previous network wsg wherelnv(2') holds instead. However, we must
still show thatinv(2) is established by the reduction step.

Caselnv(1): By Lemma 9.4(1).

Caselnv(2): Supposém # E[new C(V)] | Qm —1; Pm+1 = E[new C(V)] | Qim.
There are two candidates for the reduction rule applied above:

(a) Suppose the rule applied WRE-Cong. ThereforePm = E[new C(V, €)] | Qim. This
structure indicates that this expression was part of the original program text and so
by Lemma 9.4(4) we have th@te dom(CTiy) and saC € dom(CTig). By Inv(2') we
have tha¥’D C <: D.D € dom(CTjg) and so all super-classes@must be presentin
CTjo. Then by Lemma 9.4(1) we have thdd C <: D.D € dom(CTim-1) as required.

(b) Suppose that the rule applied wR€-DownloadNothing. Therefore we set
Pm = E[download C from || in new C(V)] | Qim. This means there is a sequence of
download-resolve-download steps. Considering this pattern of behaviour, we can
conclude that the chain must have started by the application oRQi&lewR. By
Lemma 9.4(6) we have that all super-classeS ofust have been downloaded into
CTim. Therefore by Lemma 9.4(1) these classes are al€Gjjf 1 as required.
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Caselnv(3): We prove by the rule induction ef—. We have two sub-cases.

(a) The last applied rule iRN-Download. Assume, with{D} = {C} \ dom(CTjy) and
CT’ = CTjm(D) we have:

li[E[download C from lj in € | P, Gim, CTim] |1 [Pjm; Gjm,CTjm|] —
li[E[resolve C from l; in €] | P, Gim+1, CTim UCT] |1} [Pim+1, Ojm+1, CT jm+1]

First we note that, by the same reasoning as the proof of Lemma C2(49,well-
defined. Here we have to sh@ve dom(CTjm UCT’) Ndom(CTjm) implies (CTim U
CT')(C) = CTjm(C). However byCT’ C CTjy and the inductive hypothesis such that
CTim(C) = CTjm(C), it is obvious thaCTjm UCT’)(C) = CTjm(C), concluding the
case.

(b) The last applied rule iRC-Defrost. Similar with the above with Lemma 9.4(2).

Caselnv(4): The only interesting cases are when values are newly created by the
reduction. Hence we only have to investigiR€-Var, RC-FId, RC-Ass, Serialize
RC-FreezeandRC-Defrost. CaseRC-Var andRC-FId are proved by the induction
such thalNy, € Inv(5) andNn, € Inv(6). The only interesting case is the last applied rule
wasRC-Freeze Assume

freeze(t](e),0,CT —, "€[V/X| with CT' fromi™, o,CT

Sincefv(vi) = 0 by induction such thall,, € Inv(5), we know, by the side condition of
{X} = tv(e), fv(e[V/X]) = 0. Hencefv("e[V/X] with CT’ from i) = 0. Other cases are
straightforward by induction such thiit, € Inv(4).

Caselnv(5): We only have to consider the rules where a store whose domain is a
variable is modified, i.eRC-Dec, RC-AssandRC-FIdAss. All are straightforward by
induction.

Caselnv(6): We only have to consider rules where a store with an object id and field
variables is modified, i.eRC-FId, RC-FIdAss, RC-FIdAss andDeserialize The only
interesting case is the last applied rule ieserialize Assume:

deserialize(A0.(V,6’,m)), Gim,CTim
—, (v0)(download C frommin V,6 Uc’,CTim+1)

Without loss of generality, consider somes V such thato’(o) = (C,...) andd ¢

dom, (o). Since the store fragment is generated in some netwolg (wherek < m)
andN € Inv(6) by induction. Therefore we see that adding this closed fragment to an
already closed storey, it must be the case that. 1 is also closed. Hencly,, 1 €
Inv(6) as required.

Caselnv(7): We only have to check the last applied rule which changes a store.
(a) The last applied rule waRC-Dec. Suppose for some€ i < nwe have

A E (vin)L[E[T X:=V; €| Qim, Gim, CTim] : net. Without loss of generality we
can assume& = [ | andQi, = 0. Then after reduction, we have
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(vXUm)![&, Oim - [X+ V],CTim+1]. We must show th&t/(e) C dom, (cim- [x— V]) C
{xu}. Sincelnv(4) holds by assumption, then by definitiiT x:=v; €) =fv(e)\
{x}. If x € fv(e), then clearlyx € dom, (cim - [X+— V]) by definition of the variable
domain, and so we have(e) C dom, (Gim - X+ V]). If x ¢ fv(e) then the argument
is similar. The vector of restricted nam@,, is extended witkx. Therefore we also
have thatlom, (Gim - [x— V]) C {xUm} as required.

(b) The last applied rule waBC-Ass. By assumption we have that

;A F (vUm)li[E[X:= V]| Qim, Cim, CTim] : net; and

(v Um)li[E[X:= V][ Qim; Gim, CTim] —1; (VUm+2)li[E[V] [ Qim+1, Gim+1, CTim+1]-
Without loss of generality, leQn = 0 andE = [ ]. We must show thafv(v) C
dom, (o) C {U}. FromInv(4), fv(v) = 0 and sofiv(x := v) = {x}. By assumption
{x} C dom,(oim) C {Un}. After reduction, triviallyfv(v) C dom, (oim[X+— V]), and
given that the vector of restricted names is preserdeah, (Gim[X — V]) C {Un+1}-

(c) The last applied rule waBeserialize This case is straightforward—although the
store changes we know by Lemma 8.4 (the graph computation lemma) that the
store appended contains no variables. Therefone, (cim U 6’) = dom, (oim), and
becausév(download C from min V) = 0, we have @C dom, (oimUc’) C {Olm}
as required.

(d) The last applied rule waRC-Methinvoke. Again, without loss of generality take
Qm=0andE = []. GivenI";A b (vUp)li[on(V) with C, Gim, CTim] (X N) : net
andN — (vXUm)li[e[o/this][return(c)/return], Gim- [X+— V], CTim+1], we must
show that

fv(e[o/this|[return(c)/return]) C dom,(Oim - [X— V]) C {XUn}.
Note thatfv(e[o/this][return(c)/return]) = fv(e) by definition of substitution.
Givendom, (oim - [X — V]) = dom, (oim) U {X} anddom, (oim) C {U} then we have
that dom, (Gim - [X+— V]) C {XUm}. By our assumption that the initial network is
well-typed, we can conclude CTin, : ok. Since(X,e) = mbody(m,C,CT) for some
C, we must have thdt(e) = {X}. Clearly{X} C dom, (oim-[X— V]), finishing the
case.

Caselnv(8): SinceNn, € Inv(5), we only have to investigate that the last applied rules
where terms, values or classes are transferred across the different locations. Then there
are two sub-cases.

(a) The last applied rule waBN-Leave Suppose tha®y = go 0m(V) with ¢|Qim.
Then we have, for somE’ = A,%: T andA’ = A,&: chan,
(i) I'";A’F o:Candremote(C).
(i) @)vi=o0 andI'’;A"+ o;: G or (b)fnv(v;) = 0.
Note that (ii-b) uses the induction such thét € Inv(4). Hence after applying
RN-Leave fv(v;) = 0 still holds, completindNm.1 € Inv(8).

(b) The last applied rule waBN-Return. Similar with the above sub-case.

Caselnv(9): By Inv(7), Inv(8) and the inductive hypothesis.

Caselnv(10): Again, as in the proof ofnv(8), we only have to consider the cases the
last applied rule is eithdRN-Leave or RN-Return. But this is again derived from (i)
and (ii-a) in the proof ofnv(8).
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Caselnv(11): We only have to investigate the case that the last applied rule is
Deserialize It is mechanical by a similar reasoning with the chsg6).

Caselnv(12): Obvious since we cannot apply the garbage collection.
Caselnv(13): By Inv(10) andInv(11).

Caselnv(14): Supposém1 = o.m(V) with ¢|Qim+1. Then byRC-Methinvoke, we
haveoin1(0) = (C,...). Now we knowo € fn(Pm+1) and so by Lemma 9.4(5) and the
shape oPn1, we haveC € dom(CTjm4+1) AVD C <: D.D € dom(CTim+1), @s required.

Caselnv(15): We only consider the case for the field access. The case for the field
assignment is just the same. There are three cases:

(1) The caséPm = ¢[0.f] andBy, 1 = ¢’[0.f]. l.e. — is applied for the context or
other networks. This case is obvious by the assumption.

(2) The caséPm = Ele£f]|Qim andPmy1 = E[0.£]| Qim With e # 0 ande # this. The
only interesting cases are the last applied rule is el@iVar, RC-FId, RC-New
or Deserialize We only show the cases BIC-Var andRC-New.

(a) Suppose the last applied ruleR€-Var. Then:

(E[X-£] | Qim; Oim;, CTim) —; (E[0.£]| Qim, Gim, CTim)

with ojm(X) = 0. Forx.£ typable, byTE-FId, we knowI" + x : C with local(C)

andI' - ojm : ok for somel". Since[x — 0] € oin, by RC-Var, we havel™ -

0 : C with local(C). Also by the indctive hypothesi®, satisfiesnv(11) and

Inv(12). By Inv(12), there exists K k < nsuch thafo — (C,..)] € okm. Then

by Inv(11), 0 € fn(oim) impliesi = k, which mean® € dom(oin), as desired.
(b) Suppose the last applied ruleRE€-New. Then:

(E[new C(V).£] | Qim, Gim, CTim) B
—1; (VO)(E[0.£] | Qim, Gim - [0+ (C, f : V)],CTim)

Then obviously € dom(oim). The case fobeserializeis similar.
(3) The last applied rule iRC-Methinvoke. l.e. we have:

0 .m(V) with C, Gjm,CTim
—, (vX)(e[0'/this|[return(c)/return], Gim- [X+— V],CTim)

with ojm(0') = (C,...) and mbody(m,C,CTiy) = (X,€). Sincefn(e) = 0, Pm1 =
¢[o.f] impliesd = o andthis is substituted by. This meansin(o) = (C,...),
as required.

Caselnv(17), Inv(18): Straightforward by the definition af; < A and the analysis
onTT-Res, TT-Await, TT-Return andTT-GoSer. O

We can derive the following progress properties immediately from the invariants. Note
that the linear invariants also guarantee the determinacy of remote method invocation
and return points, strengthening usual progress properties as folnagif10).
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Definition 9.5 (Progress invariants).Given networkN = (v U)([o<i<nli[R, 6i,CTi]),
and assuming & k < n, we define propert?rog(r) as a set which satisfy the following
condition.

Class
1. B =EnewC(V)]|Q = C € dom(CT;)
2. R =E[download C from i in € |Q; = Cjj € dom(CT;j) Udom(CTy).

3. R =E[resolve C fronmin g |Q = Gj € dom(CT;).
Field
4. R=E[0.£]]|Q = [0+ (C,..)] € 0i Afields(C) = TT.
5. R =E[o.fi :=V]|Q = [0~ (C,..)] € 6i Afields(C) =T f.
Variable
6. R=E[X|Q = x&dom(ai)
7. B=Ex:=V]|Q = xe&dom(c})
Method-invocation
8. B =om(V) with c|QiAci(0) = (C,...) = mbody(m,C,CT;) defined.
9. B =goom(V) withc|Q; = 3'k. 0 € dom(CTy).
Return
10. R=govtoc|Q A ce{U} = 3k R =E[await c]|Qx.

We explain these properties briefly below:

Class
1. (Class availability Classes are always available for instantiation.
2. (Download locates required clasge®ownload operations always succeed in
retrieving the required classes from the specified location.
3. (Resolution is coherept No attempt is made to resolve classes that are not
available in the local class table.

4. (Field access availability and localily No attempt is made to invoke a field
access on the store if the class of the store does not provide that field.
5. (Field assignment availability and localityNo attempt is made to invoke a
field access on the store if the class of the store does not provide that field.
Variable
6. (Variable access availability and localityExpressions only access variables
they are local to.
7. (Variable assignment availability and local)tfexpressions only assign to vari-
ables they are local to.
Method-invocation
8. (Objects understand messapdso attempt is made to invoke a method on an
object of a given class if that class does not provide that method.
9. (Remote invocations have a destinajioRemote method invocations always
refer to a unique live location in the network.
Return
10. (Linear return) If a method return exists, there must be exactly one location
waiting for it on that channel.
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Proposition 9.6 (Progress).Assume b= Init and Ny —— Ny withI"; A - Ny : net for
all 0<k<m.Then N, — Npyy1 implies N1 = Prog(r) (1 <r < 10).

Proof. ImmediatelyProg(1) is derived frominv(2). Prog(2) is by the monotonicity
of the class tablesProg(3) is obvious byRN-Download. Prog(4) and Prog(5) are
proved bylnv(15) and bylnv(16), respectivelyProg(6) andProg(7) are obvious by
Inv(7). Prog(8) is derived frominv(14). Prog(9) is by combiningnv(12) andinv(13).
Prog(10) is straightforward by combinintpv(17) andlnv(18). O

10 Type Soundness

This section proves the subject reduction theorem. As a corollary, we derive the net-
work invariants and progress properties. There are three key points on the proof of the
theorem, which are not found in those for the sequential languages [18, 4, 9]; first we
directly use the network invariants (Definition 9.1 in Section 9) for the cases of code
mobility (freeze and defrost), remote method invocations and field access; secondly we
use the linearity of channels for the cases of parallel compositions of threads and net-
works; finally we use the correctness of class and object graphs (Lemmas;84in
to ensure the typability of thunks and serialised objects.

Following the proof method in Section 9, we assuatep 1in the paragrapProof
method for invariants to proveStep 2 (i.e. Subject Reduction Theorems). We start
from the expression.

Theorem 10.1 (Subject reduction for expressions)Assumd™,i: T Fe: a,
[,U: T+ o:okandk CT: ok. Supposévi)(e o,CT) — (vU)(€,0,CT') and & [~
Err. Thenwe hav&, U : T'+ € : o for somea’ <: a, I',U : T'+ ¢’ : ok andF CT' : ok.

Proof. By induction on the derivatioR —| F’ with a case analysis on the final typ-

ing rules. Proofs are laid out in the following manner: definition of the configuration
F (before reduction), definition of the configuratiéh after reduction and finally the
premises and conditions that must have held for the reduction to take place. We omit
to provel’,U : T/ ¢’ : ok and/ort CT’ : ok when the stores and/or class tables are
unchanged during the reduction.

CaseRC-Var.

def

F=x0,CT
F' < 6(x),0,CT
From the shape df, the last expression typing rule applied wes-Var . This states

thatI" - x: T and, with the assumption th&t - ¢ : ok, we can immediately apply
Lemma 8.3(3) to concludE + o(x) : T’ for someT’ <: T.

CaseRC-Cond

F %< if true then e else €,0,CT

F' e, 0,CT

We consider only the case where the boolean testie; the case fofalse is identi-

cal. From the structure &f, the last typing rule applied must have b&dgCond with
premisel e, : S andS <: S Hencel g : S as required.
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CaseRC-Fld:
F&o0f,,0,CT
F' €y, 0,CT

First by assumingd- satisfiesProg(4), we haveo € dom(c). Then by the premise of
RC-Fld, o(0) = (C, f : V). Then the proof is straightforward by Lemma 8.3(6), the
assumptiong™ F o.f; : Ty andI” - ¢ : ok with the side conditiors (0) = (C, f : V). We
obtain the judgemerit I v; : T for someT, <: T, completing the case.

CaseRC-Seq

def

F=e;e,0,CT

F' & (vi) (e, 0',CT')

The premise oRC-Seqstates thag;, 6,CT — (vU)(v,0’,CT’) with U ¢ fnv(ez). From
structure ofF, the last typing rule applied must have b&dfSeqwith premisesI” -
e :void andI” I- & : S. By the side conditioni ¢ fnv(ey), we can apply Lemma 8.2(5)
to obtainl",d: T F e : S By the inductive hypothesis, we halie- ¢’ : ok and+ CT’ :
ok, finishing the case.

CaseRC-Dec

FETx=v; e o,CT

F' ¥ (vx)(e 6 [x— V],CT)

By the premise oRC-Decwe havex ¢ dom, (o). From the shape d¥, the last typing
rule applied was'E-Dec, with the premises",x: T +e: SandI" - v: T’ such that
T’ <:T. The latter gives us type preservation immediately. Then by assundptioo :
ok and by side conditior ¢ dom, (o), we can apply Lemma 8.3(1) to obtdihx: T I
G- [X+— V] ok.

CaseRC-Ass

Fd:efx::v,c,CT

F' v, 6[x— V],CT

ExaminingF, the last typing rule applied wakE-Ass, I' - x := v : T/, with premises
I'tv:T andl’ Fx: T suchthafl’ <: T. By the former, type preservation is immediate.
Also by applying Lemma 8.3(2) to these premises and assumpttor : ok, we can
deriveI" F 6[x— V] : ok.

CaseRC-FldAss

F&of, = V,0,CT

F' €V, 6o~ o(0)[fi — V]],CT

From the shape df, the last typing rule applied to the expression WasFIdAss
giving judgementl” - 0.f; := v: T with the premisesI" F 0.f; : Ty andI" - v: T/

with T/ <: T;. The latter immediately derives type preservation. Hence we only have
to show that the new store is well-formed. In order to derive the former premise, the
rule TE-FId must have been used, with premisEs: o : C with fields(C) = T f and

FC: tp. Note assumingF satisfiesProg(5), we haveo € dom(o). Then together with
assumptiong’ - o : ok, I' - v: T and byRC-FIdAss, we can apply Lemma 8.3(5) to
obtainI” - o[0o — o(0)[fi — V]] : ok, finishing the case.
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CaseRC-New

def

F =newC-(V),0,CT
F'< (vo)(o,0-[o— (C,f:V)],CT)

The premise oRC-New states thafields(C) = T f andC ¢ dom(CT). By examining

the structure oF, the last rule applied in the derivatiént new C-(V) : C wasTE-New,

with premisest C : tp with fields(C) = T f andI" -V : T’ such thafl;’ <: T,. By this,
E-Oid derivesl",0: CF Env. It is then possible to applyV-Oid to derivel",0:C+0:

C, which shows type preservation. It remains to show that the new store is well-formed.
Given the premises and assumptioii- ¢ : ok, we can apply Lemma 8.3(4) to obtain
I'0:Cko-[o— (C, f:V): ok, as required.

CaseRC-NewR

F £ new C"(V), 5,CT

F’' % download C from min new C(V),o,CT

By the premise oRC-NewR, we also have thaf ¢ dom(CT). However, this case is
straightforward: by examining the structure I6f the last rule applied waEE-New.
This judgement is of the forni” - new C™(V) : C. Its premises can be used for the
application of TE-ClassLoad to deriveI” - download C from m in new C(V) : C,
concluding the case.

CaseRC-Cong

FEEl, 0,CT

F < (v)(E[€],0',CT)

RC-Cong has side conditions,c,CT — (vU)(€,0’,CT’) andi ¢ fnv(E). Straight-
forward by Lemma 8.6.

CaseSerialize

F & serialize(V),0,CT
F' < 16.(v,0’,1),0,CT

By the premises oBerializewe also have that’ = | Jog(o,V;) and{8} = dom, (o).

From the shape of, and by the assumptions, we conclude that the last typing
rule applied wag E-Serialize. This gives the judgemeitt - serialize(V) : ser(U)
with the conditionI” - v : U. By this together with the assumptiofis- o : ok and
o’ =Jog(o,V;), we can apply Lemma 8.4(1) (soundness of object graph computation)
to obtainI" - ¢’ : ok.

SetlI' =I",6:C. Then we havd”,6:C+ ¢’ : ok andI"’',5: C+ v: U. Note that,
by Lemma 8.4(1), all object identifiers in stosé must be instances of local classes,
establishingocal(C;). ThenTV-Blob gives usl™ - A8.(V,o’,1) : ser(U). Finally by
the weakening lemma, we derive- 16.(V, o', 1) : ser(U) as desired.
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CaseDeserialize

F ¥ deserialize(A8.(V,0’,m)),o,CT
Fre (v0)(download F frommin V,6U0’,CT)

with {F} ={C| ¢’(0)) = (C,...)} andd ¢ dom(o).

The structure oF shows that the last expression typing rule applied T eserialize
giving the judgement” + deserialize(A8.(V,6’,m)): U. This is derived from the
premisel” - A8.(V,6’,m) : ser(U).

To infer this, TV-Blob must have been employed, with premisEsG : Crv:0,
local(G), I",6:CF 6 : ok and{6} = dom,(c). By Lemma 8.2(9) (implied judgement),
we havel ,G : C F Env, which is derived froml" - o; : G; by TV-Oid. We can also
check byF C CandI",5:C+ ¢’ : ok imply F F : tp by S-Oid andTV-Oid . Now the
application of TE-ClassLoadleads tal",3: C - download F frommin V: U.

For the well-formedness of the store, we nbte o : ok and{d} = dom, (o) imply
dom, (o) Ndom,(c’) = 0. Hence by Lemma 8.3(7), we can obtairs: C+ cUc” : ok,
completing the case.

CaseRC-Resolve

F % resolve C from!’ in € 0,CT
F' & download D from!’ in e o,CT

By premise ofRC-Resolvewe haveCT(C;) = class Ci extends D;{T f; KM} and
C € dom(CT). ExaminingF, the last typing rule applied wasE-ClassLoad I" I-
resolve C from min e: U, with the conditions- C: tp, I' + e: U andF CT : ok.
To apply TE-ClassLoad, we have to show D : tp, which is proved immediately by
the premise oWf-Sig.

CaseRC-Freeze

F freeze[eager]|(e),o,CT
F' < re[V/%] with CT' from|”,o,CT

The side conditions of this rule state tH&} = fv(e), vi = 6’ (%) andCT’ = cg(CT, fcl(e)).
We assume theager mode of operation: the case fosizy is similar. In this proof, we
use network invariant propertyv(4) in Definition 9.2.

Examining the structure df, we see that the last typing judgement for expres-
sions wad" I freeze[eager]|(e) : thunk(U) as a result of application GfE-Freeze
This rule has the premises; - e: U with fav(e) = 0 andI" - u; : Ty with {U} =
fnv(e) and-local(T;). From our initial assumptions thAt- ¢ : ok and{X} = dom, (¢’),
it must be the case thdt is of the formI3,%: T,I>. Knowing this, we can apply
Lemma 8.3(3) to derivd” v, : T/ wherev; = 6(x) and T <: Ti. From this and
I'+e:U, we can apply Lemma 8.9(1) (substitution) to obtain- €V/X] : U’ and
fav(eV/X]) = 0, U’ <: U. Note that by network invariant propertyyv(4), Vv must be
closed, which allows us to conclude the above side condition.

To complete the case we must finally show thalT’ : ok. By the assumptions,
we knowt- CT : ok andCT’ = cg(CT,fcl(e)). From this and the fact that all classes in
fcl(e) must be well-formed in the class signatut8ig, we can apply Lemma 8.4(3)
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(correctness of class graph computation) to dedu@d’ : ok. Now we can apply
TV-Thunk to obtainI” - "€[V/X] with CT’ from | : thunk(U’). SinceU’ <: U then
thunk(U’) <: thunk(U) so this concludes the case.

CaseRC-Defrost

F & defrost(Tewith CT fromm’),o,CT
F' & e[CM/C,0,cTUCT
The premises oRC-Defrost state{C} = fcl(e) \ dom(CT’). From the structure of the
expression irF, we see that the last typing rule applied wis-Defrost giving the
judgement” - defrost("e with CT' from m") : U. This derives from the premise
I' - "ewith CT" from m" : thunk(U’) with U’ <: U. In order to infer this thunk,
TV-Thunk was used with conditionis CT’ : ok andI” - e: U’. Straightforwardly we
can deduce thdt + e[C™/C] : U’.

In order to complete the case, first we must showltt@t tp whereC was obtained
from the side condition oRC-Defrost above.- CTUCT' : ok follows directly from
network invariantnv(3) in Definition 9.2.

CaseRC-DownloadNothing

F ¥ download C from!’ in e o,CT
F“eo,CT

The premise oRC-DownloadNothing has thatC; € dom(CT). Proof is straightfor-
ward. ExaminingF we see that the last typing rule applied Wi&s-ClassLoad with
the premisd” + e: U. This immediately yields type preservation.

Theorem 10.2 (Subject reduction for threads). Assumd ;A + F : conf, F —| F’
and F £ Err. Then we havé’; A - F' : conf.

Proof. By induction on the derivatioR —| F’ with a case analysis on the final typing
rules.

CaseRC-Res

F & (vul)(P,o,CT)

F < (vul)(P,o’,CT)

We consider only the case where the reduction occurs under a restricted channel name,
i.e.u=c. The cases for object identifiers and variables are similarAl-etA, c : chan.

By the premiseRC-Reswe have(v ul)(P,o,CT) — (vul’)(P,0’,CT’). Examining

the shape oF, there are two cases.

The first case is that the last applied rule W&&-ResC. Then we havd; A’ c:
chan I (vU)(P,0,CT) : conf By the inductive hypothesis, we ha¥& A’ ¢ : chan -
(vul)(P',0’,CT’) : conf. Then we can applyC-ResCto obtain the required result.

The second case is that the last applied rule WasVeak, i.e. we have ;A’. ¢ :
chan  F : conf with the premisel";A’ - F : conf. Then by inductive hypothesis,
we havel';A’ = F' : conf. Noting ¢ ¢ fn(F’), the application off T-Weak gives us
I';A’,c:chant F': conf.

Remark Since the case that the last applied rul@sWeak is trivial, hereafter we
omit this case from analysis.
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CaseRC-Str. Suppose thaf = Fg — Fy = F'. This case follows straightforwardly
from the proof of Lemma 8.8(1) (structural equivalence preserves typing).

CaseRC-Par.

def

F= P1|P2,G,CT
F' < (v)(P]|P, 0/,CT)

By the premises dRC-Par we have thaii ¢ fnv(P,) andPy, ,CT — (vU) (P, 0’,CT’).
This case is similar tRC-Cong except a treatment on channel environments. Examin-
ing the structure of the configuratidghwe see that the last thread typing rule applied
wasTT-Par. Let U = GXC. This gives a judgement of the forfm, A - Py | : thread,
with the premisd; Aj - B : thread with A1 < A;. By the premise of the rule, we know
I,8:C,%:T;A,C: chan b P[ : thread. Note thatu; ¢ fnv(P,). Hence we can apply
the weakening lemma in order to obtding: C,X: T; A2 - P> : thread.

SinceA; < A, we can applyf T-Par andTT-Res, to derivel ;A - (vO) (P, | P, 6,CT’).

CaseRC-MethLocal

def

F < Ejomn(V)),0,CT
F' < (vc)(E[await c]|om(V) with ¢,,CT)

By RC-MethLocal we havec fresh witho ¢ dom,(o). Inspecting the structure of
configurationF, the last rule applied was that for contexts giving rise to the judgement
I';A ¢ E[om(V)] : thread. By Lemma 8.6, we can assume this rule has the premises
I'-om(V):U andl';A - E[]V : thread.

Choosing a fresh channel nameve can applyT T-Await to E[ ] to infer: I";A,c:
chanI(U)F E[await ¢]V : thread with ¢ ¢ dom(A).

Next we see that the first premise must have been inferred fronT Eildeth with
conditionsI” + 0 : C with mtype(m,C) =T — U andI" - V: T’ such thafl;’ <: T;. From
these, and by picking the same channel naras before, we can applyT-MethWith
in order to derivd";c: chan0(U) - o.m(V) with C: thread.

It is important to note that\,c: chanI(U) < c: chan0(U) by definition and the
fact thatc ¢ dom(A). By this, we can now applf§f T-Par to obtainI";A,c: chan -
Elawait ¢)V |o.m(V) with C: thread.

CaseRC-MethRemote

F & E[om(V)],0,CT

F' & (vc)(E[await ¢]|go 0.m(serialize(V)) with ¢, o,CT)

By the premises oRC-MethRemote c is fresh ando ¢ dom, (o). Without loss of

generality, we seP = 0. The initial parts of this case are very similar to the case for

RC-MethLocal. Here we use the network invariant property(10) in Definition 9.2.
From the shape df, and the similarity to the case for local method calls, we can

choose a similarly “fresht and immediately conclude:
I';A,c:chanI(U)+ Elawait ¢V : thread with ¢ ¢ dom(A)

Again, we see thaTE-Meth was applied in the derivation, with premisd$t-0:C
with mtype(m,C) =T — U andI' FvV: T’ with T <: T;.
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Given the assumption that¢ dom, (o), then by the network invariant property
Inv(10), it must be the case thatmote(C). With this and the above premises, we can
apply rule TT-GoSer to derive:I";c : chan0(U) | go O.m(serialize(V)) with C:
thread with remote(C).

Now by A,c: chanI(U) =< c: chan0(U), we can applyl T-Par to derive
I';A,c:chant Elawait c]|go o.m(serialize(V)) with C: thread, completing the
case.

CaseRC-MethInvoke
F £ om(V) with c,0,CT
Fre (vX)(elo/this][return(c)/return],o - [X+— V],CT)

By the application oRC-Methlnvoke, we have that(0) = (C,...) and
mbody(m,C,CT) = (X,e). From the shape d¥, the last rule applied to type the thread
component must have bedT-MethWith , I';A F o.m(V) with C: thread. This is
inferred from the premiseE + 0 : C with mtype(m,C) =T — U andI" - v; : T/ such
thatT <: Ti.

From our assumption thét + o : ok, we can apply Lemma 8.2 to obtaliht Env.
Then, choosing ¢ dom(I"), from the assumption thdt - o : ok, I' Fv; : T/ and
T/ <: T, Lemma 8.3(1) extends the store with the new variable bindings %a TH
o - [X—V]: ok.

Now we must show preservation of the thread type. By our assumipt@ih: ok,
we have thak : T,this : CF e: ret(U’) with U’ <: U. By alpha conversion, we can
choosex to be the same vector chosen to prove well-formedness of the new store, and
so we can apply weakening 10+ 0: C to obtainI",X: T + 0: C. Assumethis ¢
dom(I"). Then again we can apply weakeningIfothis : CF e: ret(U’) to derive
I',X:T,this:CF e: ret(U’). With these two premises, we can apply Lemma 8.9(2)
to obtain:I",X: T - e[o/this] : ret(U”) whereU” <: U’ <:U. Now we can apply
TT-Return, giving I',X: T;c : chan0(U) I- €[o/this][return(c)/return| : thread
to complete the case. The caseis € dom(I") is similar by using Lemma 8.2(3) to
obtainI",%X: T I €[o/this] : ret(U’).

CaseRC-Await
F &f Elawait c||return(c) v,0,CT
F'&EN,0,CT

Examining the structure d¥, the last thread typing rule applied was-Par. So sup-
posingA = A’,c: chan = A1 ® A we havel;A1 ® Az - E[await ¢]|return(c) v:
thread with A1 =< A,. In order for this to be derived, the following premises must hold:
I';A1+E[await ] : thread with A; = A7, c: chanI(U),A{;andl’; Ao+ return(c) v:
thread with A = ¢: chan0(U).

The environment; can be trivially reordered (using the reordering lemma) to the
form A], A7, c: chanI(U). To derive the first premis@T-Await must have been used,
with the conditiond™, A}, Ay - E[ ] : thread andc ¢ dom(A], A7).

To derive the second premisgJ-Return must have been used with the premise
I'+returnv:ret(U’) andU’ <:U. Likewise, for this to be derived,E-Return was
used with this premisg - v:U’ andU’ <: U.
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We can apply reordering to environmesf, A/’ to obtainA’. Then we can use
Lemma 8.6 and Weakening to obtdihA’ - E[v] : thread, finishing the case.

Theorem 10.3 (Subject reduction for networks). Assumd ;A - N :net, N — N’
and N £ Err. Then we havé'; A = N : net.

Proof. By induction on the derivatioM — N’ with a case analysis on the final typing
rule applied.

CaseRN-Conf:

N = I[F]

N |[F]

By the premises oRN-Conf, F —| F’. From the structure dfl, we see that the last
typing rule applied must have be&N-Conf with premisel ;A - F : conf. Given this

and the assumption th&t — F’ we can apply Theorem 10.2 to obtdinA  F’ :
conf. We can then re-applyN-Conf to deducd ;A + |[F’] : net as required.

CaseRN-Par.

def

N < Ng [N,
N' < N7 [N,

By structure ofN we see that the last typing rule applied vild$-Par. This is inferred
from the following premisesl™;A1 - Ni : net andI";A; - Ny : net, supposing that
A = A1 ® Ap. We can apply the inductive hypothesis to obtRim; - N; : net. Then

we can applyTN-Par to derivel ;A - Nj | N, : net, completing the case.

CaseRN-Res

N & (VC)NO
N & (ve)Ng

By RN-Res No — Nj. We consider the case where the restricted name is a channel.
The case for identifiers is similar. Suppose the last typing rule appliedriNeResC.

This is inferred from the premidg; A,c: chan+ Np : net. We can apply the inductive
hypothesis giving™; A, c: chan - Nj : net. Apply TN-ResCto obtainI"; A - (vc)Ny :

net as required.

CaseRN-Str. SupposeN = No — Nj = N'. Follow straightforwardly from the proof
of Lemma 8.8.

CaseRN-Download

N & I1[E[download C froml, in €], 01,CT1]|12[P,, 02,CT2]

N/ & [1[E[resolve D froml, in €],01,CT1 UCT] |12[P>, 02,CTy]
By the premises oRN-Download {D} = {C} \ dom(CT;) andCT’ = cTo(D)[C'2/C].

Without loss of generality, we assurRe= P, = 0. This case uses the invarianeoe(3)
in Definition 9.2.
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Examining the structure dfl, the last typing rule applied waa\-Par. Supposing
A = A1 ® Ay with A1 < Ap, then the following premises must hold:
I';A b Il[E[downloadC_f fromly in e],crl,CTl] :net andl;Ax - |2[P2,62,CT2] ‘net.
From the first premise, we see that this is derived (eventually) from the facts that
I'; A1 F E[download C from |, in € : thread andF CTj : ok. From the structure
of these judgements we can deduce that TiHeClassLoadwas used with the condi-
tion that- C : tp. The second premise is ultimately derived frerdT, : ok. From the
condition thatCT’ C CT», we can infer- CT’ : ok because the renamirj@ilz/ci} does
not affect well-formedness. Also from invariamt/(3) in Definition 9.2, we know that
if dom(CT’) Ndom(CT;) is non-empty, then all overlapping classes must have the same
definition. This means we can immediately derive thal, UCT’ : ok. To complete the
case, we rebuild the network usiii@-Conf andTN-Par.

CaseRN-Leave

N %11 [go 0.m(V) with | Py, 01, CTy] |12[P2, 62, CT2)
N’ €11 [PL, 01,CTa] |I2[0.m(deserialize(V)) with ¢| P, 62,CTy)]

The premise oRN-Leavestates thabt € dom,(02).We shall prove:
I'';AF |1[P1, Gl,CTl] | Iz[o.m(deserialize(V)) with C| P, o9, CTz] ‘net (10.3.1)

To derivel ;A F N : net, the last typing rule applied must have b&éx-Par with the
following premises:

I';A |1[g0 O.m(V) with C‘ P, 01, CT]_] ‘net (10.3.2)
I';A - |2[P2, Gz,CTz] ‘net (10.3.3)

We have, by assumption that= A; ® A, andA; =< A,. In order to derive (10.3.2) and
(10.3.3) we must have ultimately shown that:

I';A11F go 0.m(V) with C: thread with A11 < Ay (10.3.4)
I';A12 Py thread (10.3.5)
I';A2F Py thread (10.3.6)

It is then straightforward to construlgtby rule TC-Conf:

I';A1pF |1[P1, C)'l,CTﬂ ‘net (10.3.7)

Constructing the second locatitpnis more difficult. By using Lemma 8.7, we obtain
thatA1; < A,. Given (10.3.4) and (10.3.6) and this fact, we can affgiPar to obtain
I';A110 A2 F go 0.m(V) with ¢| P : thread. We can then apply C-Conf followed by
TN-Par to obtain (10.3.1) as required.

CaseRN-Return

N = 11[go v to ¢|Py,01,CT1] | I2[P2, 62,CT2)]
N/ & [1[P1, 01,CT1] | l2[return(c) deserialize(V) | P, 02,CT2]
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We also have that € fn(P,) by the premise oRN-Return. This case issimilar to
RN-Leave

Finally we achieve:

Corollary 10.4 (Network invariants and progress properties).Inv(r) (1 <r < 18)
andProg(r) (1 <r < 10) are network invariants with the initial propertyit defined in
Definition 9.3.

The final corollary specifies the form of the network when all threads terminate.

Corollary 10.5 (Normal Forms). Assume Bl|= Init and Ny — N /- and N}~ Err.
Then we have M= (v0)([o<i<nli[R, 61, CTi]) with B = [To<j<n 80 Vj; to Cj;.

Proof. By induction onN. By the initial conditionlnit, we can sef =€ : chan UG :
chan0(U;). The proof is direct from the progress properties. We only investigate the
cases that the reduction happens across different networks. Suppose, for example, by
contradiction, thalN /— but there exist$} such that? = o.m(V) with c|Q;. If 0 is

the local object id, the™N — N’ by Prog(8). Assume thab is a remote o-id and

0 & domy (o). This time byRC-MethRemote N — N/, contradiction. Next suppose

there existsR such thath = go v to ¢|Q; with ¢ € {U} or c: chan € A. Then by
Prog(10), there exist& such thaf = E[await c] | Q. Then we can applRN-Return,

hence a contradiction. The unicity gb vj; to c;j; is derived bylnv(18). Other cases

are also mechanical. O

11 Related Work

Obliq [6] is a distributed object-based, lexically scoped language proposed by Cardelli.
One key feature of the language is that methods are stored within objects—there is no
hierarchy of tables to inspect as in most class-based languages. As such, there is no class
loading mechanism to consider, which forms an important part of DJ. On the other hand,
Oblig has code-passing primitives, as procedures and agents can be passed by value and
then executed (Obliq treats local variable assignment within passed code: this feature
can also be consistently added to DJ by relaxiigFreezeand the variable and store
invariants in Definition 9.2). DJ models two important concerns in distributed class-
based OOPL missing from Oblig, that is dynamic class loading and serialisation (the
same term used in [6] refers to serialisation in the sense of transaction theory). Another
important difference is that the semantics of Oblig is given in an informal manner in
terms of examples, whereas DJ is given a formal operational semantics, which is used
for precise examination of new primitives. As a result we have established a typing
system and its type soundness, which may not have been done for Obliq so far.

Merro et al [24] encode Obliq into the untypeecalculus. They use their encoding
to show a flaw in part of the original migration semantics and propose a repair. Their
work is orthogonal to the present work, in the sense that ours offers a direct formal
semantics and typing system at the language level, by which a detailed analysis on a
subtle interplay between distributed OOPL features (including inheritance) is possible.
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Yet it would be interesting to find appropriate typed (H@}alculi [32] into which
dynamics and types of DJ can be encoded faithfully.

Gordon and Hankin [13] extend the object calculus [2] with explicit concurrency
primitives from ther-calculus. Their focus is synchronisation primitives (such as fork
and join) rather than distribution so that they only use a single location. For this reason
and because the calculus is not class-based, they do not treat dynamic class loading or
serialisation, which are among the main interests of the present work. Jeffrey [20] treats
an extension of [13] for the study of locality with static and dynamic type checking.
The aim of his work is quite different, and he does not treat dynamic class loading and
object serialisation (though he treats transactional serialisation as in [6]).

Zhao et al [40] propose the SJ calculus for a study of containment in real-time Java.
They provide primitives for explicit memory management, which are crucial in the
context of their work. The SJ calculus proposes a new typing discipline based on the
idea ofscoped types-memory in real-time applications is allocated in a strict hierarchy
of scopes. Using the existing Java package structure to divide such scopes, they propose
a typing system that can statically prevent some scope invariants being broken. Their
formalism has similarities with DJ in that it also models an extension of the imperative
Java calculus based on FJ [18]. However their study focuses on real-time concurrency
in a single location, while ours on dynamic distribution of code in multiple locations.
DJ also guarantees similar scoping properties by invariants, for exdmgl0) in
Definition 9.2 ensures that identifiers for local objects do not leak to other locations.

Ohori and Kato [29] extend a purely functional part of ML with two primitives for
remote higher-order code evaluation via channels, and show that the type system of
this language is sound with respect to a low-level calculus. The low-level calculus is
equipped with runtime primitives such as closures of functions and creation of names.
Their focus is pure polymorphic functions, hence they treat neither side-effects nor (dis-
tributed) object-oriented features such as serialisation and the code passing associated
with inheritance and class downloading, whose subtle interplay is a main concern of
our paper.

The representation of runtime in formal semantics is not limited to distributed pro-
grams, as found in the analysis of an execution model of the .NET CLR by Gordon and
Syme [14] and Yu et al [39].

The JavaSeal [34] project is an implementation of the Seal calculus for Java. It is
realised as an API and run-time system inside the JVM, targeted as a programming
framework for building multi-agent systems. The semantics of these APIs depend on
distributed primitives in the implementation language, which are precisely the target
of the formal analysis in the present paper. JavaSeal may offer a suggestion for the
implementation and security treatment of thunk passing proposed in the present paper.

Class loading and downloading are crucial to many useful Java RMI applications,
since they offer a convenient mechanism for distributing code to remote consumers
while preserving type-safety. An orthogonal subject is class verification and the main-
tenance of type safety during linking [23, 31].

Our formulation of class loading is simple, but modular; for example, modifying
the class graph definition in Definition 4.12, which follows the “verificatii frame-
work in [10, 11], can be consistently replaced by another class loading mechanism such
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as “verificationon” in [10, 11]. For example, in rul&RC-Resolvethe vectorF is con-
structed from the direct superclasses of the classes being resolved. Java verification
checks subtypes for method receivers and method parameters, therefore as a first ap-
proximation we could extenid to include class names of a method declaration’s formal
parameters.

Relatedly, we set the class invaridnt(3) in Definition 9.2 for simplicity, but we
can easily relax it so as to allow the situation where programs can take advantage of
(for example) the latest version of a library without recompilation if the new version is
binary compatible with the old. We can control different situations in distributed binary
compatibility using invariants as a guidance for consistent refinements of operational
semantics and the typing systems.

Most of the literature surrounding class loading in practice takes the lazy approach.
As we discussed earlier, in the setting of remote method invocation laziness can be ex-
pensive due to delay involved in retrieving a large class hierarchy over the network.
Krintz et al [22] propose a class splitting and pre-fetching algorithm to reduce this la-
tency. Their specific example is applet loading: if the time spent in an interactive portion
of an applet could be used to download classes that may be needed in future, it is bet-
ter to download them ahead of time so that the user does not encounter a large delay,
sharing the motivation for our (eager) thunk primitive. The partly eager class loading
in their approach is implicit, but requires control flow information about the program
in question in order to determine where to insert instructions to trigger ahead-of-time
fetching. This framework may be difficult to apply in a general distributed setting, since
clients may not have access to the code of a remote server. Also their approach merely
mitigates the effect of network delay rather than removing it; it still requires the sequen-
tial request of a hierarchy of superclasses. We believe an explicit thunk primitive as we
proposed in the present work may offer an effective alternative in such situations.

12 Conclusions and Further Work

This paper introduced a Java-like core language with constructs for distribution includ-
ing dynamic class loading and serialisation, presented its formal semantics and typing
system, and established its basic safety properties through the use of invariants. A new
language primitive for distribution, thunk passing, was proposed and consistently inte-
grated into the language with a simple typing rule.

The invariants can be used as a “prescription” of global and local state of a language
and runtime which a system designer expects to be guaranteed; if it is not satisfied by his
implementation, he can correct or strengthen the typing rules or relax the prescription
itself. For example, to make the field access local, we modified the ordinal field access
typing rule by adding one constrairg# this,0 = local(C) in TE-FId), guided by
the value and object identifiers invariants in Section 9.

The class-based language considered in the present work does not include such lan-
guage features as casting [18, 4], exceptions [3], synchronisation and polymorphism
[18, 5]. These features can be represented by straightforward enrichment of the present
syntax and types, even though their precise interplay with distributed language con-
structs needs examination. An important topic is enrichment of invariants and type
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structures to strengthen safety properties (e.g. for security). There are two orthogo-
nal directions. The first concerns mobility. As can be seen in the second example in
Section 2, the current type structure of a thunk (elgink(int)) tells the consumer

little about the behaviour of the code s/he is about to execute, which can be dangerous.
In Java, theRMISecurityManager  can be used with an appropriate policy file to
ensure that code downloaded from remote sites has restricted capability. By extending
DJ with principals, we can examine the originator of a piece of code, and prior execu-
tion, to determine suitable privileges [35, 36]. To ensure the integrity of resources, we
can dynamically check an invariant when code arrives (e.g. by adding the constraint in
RC-Defrost), or adding more fine-grained information on accessibility of methods in
the class signatures along the line of [38] for static checking.

The second issue is to extend the syntax and operational semantics to allow com-
plex, structured, communications. For this purpose we have been stisgsign types
[16, 33] for ensuring correct pattern matching of sequences of socket communications,
incorporating a new class of channels at the user syntax level. Our operational semantics
for RMI is smoothly extensible to model advanced communication protocols. Session
types are designed using class signatures, and safety is proved together with the same
invariance properties developed in this paper.

Study of the semantics of failure and recovery in our framework is an important
topic. So far we have incorporated the possibility of failures in remote invocation due
to network partition (defined bErr -rules in Fig. 5.11), but there is no consideration of
how to recover from such errors. Also, the class of network errors considered does not
cover problems such as the duplication of method calls, return values being lost, etc. In
the latter situation, some notion of time-out is generally used to determine whether to
re-transmit or fail, and different invocation semantics (for example at-most-once) can
be investigated using DJ.

In the future we intend to implement our new primitives for code mobility. An ini-
tial version will probably take the form of a source-to-source translator, compiling the
freezelt](e) anddefrost(e) operations into standard Java source. Eager class load-
ing via RMI will most likely require modification to the class loading mechanism by
installing a custom class loader to work in conjunction with our translated source. This
approach has the advantage that we can use an ordinary Java compiler and existing
tools, and that the JVM would not need modification. However a more direct approach
(for example extending the virtual machine) may yield better performance.

The two examples in Section 2 lead to a question on expressiveness between se-
rialisation and freezing constructs: are these two programs semantically equivalent in
the sense that all executions which do not involve an error state, can derive the same
result? As ongoing work, we are investigating behavioural equivalences in our language
using the technique established in thealculus [17]. The correctness of the source-
to-source translation mentioned above can be investigated using the developed theory.
Study along this line would be worthwhile when considering optimisations of RMI in-
teraction patterns [37] or articulations and comparisons of newly proposed language
constructs on the basis of formal semantic foundations.
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A Operational Semantics

This appendix lists the operational semantics presented in Section 5 and the look-up
functions defined in Section 4.

[Structual Equivalences]

Configurations
(vu)Po,CT = (vu)(P,0,CT) u¢ fn(o)Un(CT)
(vu)(vu)F = (vU)(vu)F
(vx)(P,o-[x—V],CT) =P,0,CT x ¢ fv(P)
(vo)(P,c-[o— (C,f:V)],CT)=P,o,CT o¢ fi(P)ufn(o)
Threads Networks
PlO=P N|O=N
PR =R|P N[No =No|N
P|(Ro[P1) = (P|Ry) [Py N|(No|N1) = (N|No) N1
(vu)(P|Ry) = (Vu)P|Ry u¢fn(Ry) (VU)(N|Ng) = (VU)N|No u¢ fnv(Np)
(ve)0=0 (ve)0=0
(vu)(vu)P= (vU)(vu)P (vu)(vu)N = (vU)(vu)N
return(d) € = return(d) I[(vu)(F)] = (vu)l[F]
ge=e
return € = return
[Lookup Functions]
Field lookup

CSig(C) = extends D Tf {m; : Tj — Uj}
fields(D) = T'f’
fields(C) = T'f", Tf
Method type lookup

fields(Object) = o

CSig(C)=extends D [remote] T {m;:T—U;} CSig(C)=extends D [remote] T {m;:T—Uj} me{m}
mtype(ms,C) =T, — U] mtype(n,C) — mtype(n, D)

Method body lookup

CT(C)=class C extends D{T ;K M} CT(C)=class C extends D{T f;K M}
Un(TR){e} € M Un(TR){e} ¢ M
mbody(m,C,CT) = (X, €) mbody(m,C,CT) = mbody(m,D,CT)

Valid method overriding
mtype(m,D) =T — U impliesT = T’ andU = U’
override(m,D, T’/ — U’)
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[Expression]

RC-Cond

if true then € else €,0,CT —| €1,0,CT
if false then € else €,0,CT —| €,0,CT

RC-Var
X,0,CT — o(X),0,CT

RC-FId RC-Seq
o(0)=(C,f:v ,0,CT vi)(v,o’,cT’
(©=(C.f:9) ,0.0T — (VOUT'CT)
0.f;,0,CT — V;,0,CT e1,6,0,CT — (vU)(ep,0’,CT')
RC-Dec
Tx=V; e0,CT — (vX)(g0-[X+— V],CT) x¢ dom, (o)
RC-FldAss
RC-Ass o' = oo o(0)[f — V]
X:=V,0,CT — V,6[X+— V],CT 0 € domy(0)

0.f :=V,06,CT — V,0',CT

RC-New

fields(C) =Tf

= C € dom(CT)
new C-(V),0,CT — (vo)(0,0-[0— (C, f : V)],CT)

RC-NewR
new C™(V),5,CT —| download C from min new C(V),5,CT C ¢ dom(CT)

RC-Cong
e,0,CT — (vi)(¢,0’,CT)
Ele,0,cT — (vO)(E[¢],0',CT)
[Method Invocation]

RC-MethLocal
E[o.m(V)]|P,0,CT — (vc)(E[await ¢]|o.m(V) with ¢|P,0,CT) cfresho € domg(o)

U ¢ fnv(E)

RC-MethRemote
Ejom(V)]|P,6,CT — (vc)(E[await C]|go O.m(serialize(V)) with c|P, 0,CT)
cfresho ¢ dom,(0)

RC-Methinvoke
c(0)=(C,...) mbody(m,C,CT) = (X, €)

om(V) with ¢,0,CT — (vX)(€[o/this][return(C)/return|,c - [X+— V],CT)

RC-Await
Elawait C||return(c) v,0,CT — E[V],0,CT

RN-SerReturn
|[return(c) V|P,0,CT] — l[go serialize(V) to ¢|P,0,CT] c¢ fn(P)

RN-Leave
l1[go 0m(V) with ¢|Py, 01,CT1]|12[P2, 62,CT2]
L 14[P1, 01,CTy] | Io[om(deserialize(V)) with c| Py, op,CTy] O € 90Mo(02)
RN-Return
l1[go v to ¢| Py, 01,CTy] |12[P2, 02,CT7)]

— 11[P1,01,CT1] |I2[return(c) deserialize(V) | Py, 62,CT?]

ce ()
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[Serialisation]
Serialize

o = Uog(O',Vi) {8} = domy(0”)
serialize(V),o,CT — AG.(V,0’,1),0,CT

Deserialize

{F}={C|d'(0)=(C,...)} 0 ¢ dom(o)
deserialize(A0.(V,06’,m)),o,CT —| (v0)(download F from minV,cUc’,CT)
[Code Creation]

RC-Freeze
(X =fv(e) i =o(x) o1 — {cg(CTJCI(e)) t = eager
0 t=1lazy
freezelt](€),0,CT — "e[V/X] with CT’ from|™, o,CT
RC-Defrost

{C} =fcl(e) \ dom(cT’)
defrost("ewith CT' from m'),o,CT — [CM/C],5,CTUCT

[Class Downloading]
RC-Resolve L . .
CT(Ci) = class Cj extends D; {Tf; KM} {F} =D\ dom(FCT)

resolve C from |’ in e o,CT — download F from!’ ine o,CT

RN-DOW[]load . = L
{D} ={C}\dom(cT1)  {F}=fcl(CTo(D))  CT’ =cTo(D)[F"/F]
|1[E[download C from |, in € | P,61,CT1]|12[P,, 62, CT)]

— |4[E[resolve D from |, in €| P, 01,CT1 UCT]|15[P,, 0,CT5)

RC-DownloadNothing
Ci € dom(CT)

download C from!’ in € 0,CT — €,0,CT

[Threads]
RC-Par —— RC-Str , .
P1,0,CT — (vU)(Py,0',CT") F=F— R =F
1 —__ U¢fv(R) 0
P1[P2,0,CT — (vU)(P{| P2, 0’,CT') F—F

RC-Res
(v)(P,o,CT) — (vU)(P,0’,cT)
(vut)(P,6,CT) — (vul!)(P,o’,cT)
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[Network]
RN-Conf RN-Par RN-Res RN-Str
F— F N— N N— N NENO—>N(/)EN/
|[F]—>|[Fl] N|No—>N,|No (VU)N—>(VU)N/ N— N
[Errors]
Err-NullFId Err-NullFIdAss

null.f,0,CT — Error,0,CT null.f :=V,0,CT —| Exrror,o,CT

Err-NullMeth
null.m(V),0,CT — Error,o,CT

Err-Download L . .
{D} ={C}\dom(CTy) or CT # CT2(D)[FIZ/F] {F} =fcl(CT2(D))
I1[E[download C fromly in €] |P, 61,CT1]|12[P2, 02,CT2)

— |1[Error|E[resolve D froml, in €]|P,61,CT1 UCT'] |I2[Py, 62,CT2]

Err-MLossLeave
|1[go O.m(V) with C‘ Py, GLCT]_] | |2[F’27 627CT2] — |1[Error ‘ Py, GLCT]_] | |2[F’27 027CT2]
0 € domg(02)

Err-MLossReturn
l1[go v to ¢|Py,01,CT1][12[P2, 02,CT2] — l1[Error | Py, 01,CT1]|12[P2, 02,CT2] c € f(Py)

B Typing System
This appendix presents the typing systems.

[Types]

Wi-SC

Wi-Base - .
— FU:tpvU € Coig Wif-Vec Wi-Ser
T : FU;: J :
- void : tp F chanI(U) :tp Ui tp FU:tp
) F chan0O(U) : tp — =
Fbool: tp . FU:tp Fser(U):tp
L chan - + Fret(U):tp
-°P F thunk(U) : tp
Wi-Sig Wf-Csig
override(m;, D, T = Uj) FD:tp Wi-Ctp VC € dom(CSig)
vSe {T,U,Ti}. FS:tpVSe dom(CSig) F CSig(C) : tp FC:itp

I extends D [remote] Tf {m; : Ti — U;}: tp FC:tp  CSig : ok
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[Subtyping]

ST-Trans
ST-Refl C<:D
- D<:E
T<T C<E
ST-Expr
U’ <:u

thunk(U’) <: thunk(U)

of a Distributed Object-Oriented Language and Runtime

ST-Vec

Uil <Y ST-Ser

0<i<n U <0

U’ <:0 ser(U’) <: ser(U)
ST-Class

CSig(C) = extends D [remote] TE {m; : Tj — Uj}

ret(U’) <:ret(U)

[Environments]

E-Var

C<:D

_ E-Oid E-This
E-Nil FT:tp FC:tp FC:tp
- x ¢ dom(I") o0 ¢ dom(I") this ¢ dom(I")
0+ Env I'x:TFEnv I',0:CFEnv I',this:Ct Env
E-Chan
) FT:itp
E-CNil I')AF Env
- c¢ dom(A)
I';0F Env I';A,c:THEnv
[Stores]
S-Var S-Var
) I'ko:ok I'+o:0k o0¢domy(o)
S-CNil I'tx:T  x¢domy(o) I'+o:C fields(C)=TF
- FEv:T T <T bvi: T T <T
I'~0:0k I'to-[x—V]:ok

[Values]

I'to-jo— (C,f:V)

P’Fiiff' TV-Null TV-Oid TV-Empty
FC:tp I',o:.C,I''+Env I' - Env

"I~ true : bool FFoull:C T,0:CI"Fo0:C  [ke:void

I' - false :bool ' TR ’ ’

TV-Thunk TV-Blob

FCT: ok r6:Crv:0  local(G)

I'ke:U I6:CHo:ok 0€ {38} =domy(c)

I'"ewith CT from |7 : thunk(U)

I' - A8.(0,0,l) : sex(C)
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[Expressions] TE-Cond

) dS: S <:SAS S
TE-Var TE-This 'Ee: bool
' x:T,I""+Env I, this:C,I"'+Env 're:'S IT'Fe:'S
rx:T,I"=x:T I',this:C, I’ -this:C I'-if ethene elsee: S
TE-FId
I'-e:C FC:tp TE-Seq TE-Dec
e+ this,0 = local(C) I'Fe:void rre:T T<T
fields(C) =Tf r-¢:s rx:Tre:S
'Fef;: T I'+e€:S I'FT'x=e;e:S
TE-Ass TE-FldAss TE-New
rre:7 T <T rref:T T <T fields(C) =Tf T/ < T
'ex:T r-¢e:m7m I'te:T/ FC:tp
Fkx:=e:T’ F'ref:=¢€:T I'newC-(8):C
TE-Meth
mtype(m,C) = T-U
I'ey:C TE-Return TE-ReturnVoid
Fl,é:'r'/ Ti/<:Ti I'e:U I' - Env
I'eym(é):U I'Freturne:ret(U) I' F return: ret(void)
TE-Serialize TE-Deserialize
re:u I'+e:ser(U)

'k serialize(e):ser(U) I'+deserialize(e):U

TE-Freeze

TE—DgserVaI {U} :.fnv(e) fav(e) =0 TE-Defrost
I'e:U I'te:U '+ e: thunk(U)
U # ser(C) Fu:T —local(T) S
I' - deserialize(e):U '+ freezelt](e) : thunk(U) [ - defrost(e):U
TE-ClassLoad
rFe:d F&:t TE-Pe TE-Hole

: - °P I'kpe:T FU:tp

'+ downloadC from| ine:U

g, , . I'+ pe:void r-[V:u
I' FresolveC froml ine:U
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[Threads] ’ I';A,c:chant P: thread ‘

_ TT-Par TT-Weak
TT-Nil I';Aj - B :thread I';A+ P:thread
I';0F Env A=< Ay c¢ dom(A)

I;0F0:thread I;A10A2FPi|Py:thread I';A,C:chank P:thread

TT-Await TT-Res
[;AFE[]Y :thread c¢ dom(A) I';A,c:chant P:thread

I;A,c:chanI(U) F E[await ¢V : thread [;AF (vC)P: thread

TT-Return
'ke:ret(U’) U’ <:U

I';c: chan0(U) + e[return(c)/return] : thread

TT-GoSer
I'o:C I'kv:T" T/ <:T remote(C) mtype(m,C)=T —U

I';c:chan0(U) - go o.m(serialize(V)) with C: thread

TT-MethWith
r-o:C Ir'rvi:T/ T/ <:T mtypem,C)=T —U

I';c: chan0(U) F o.m(V) with C: thread

TT-DeserWith
I'0:C I'FA6.(V,0,1):ser(T) T'<:T remote(C) mtype(m,C)=T —U

I';c: chan0(U) - 0.m(deserialize(A0.(V,0,l))) with C: thread
I';c:chan0(U) - go 0m(AG8.(V,0,l)) with C: thread

TT-ValTo

FEviU U <:U  —localU) TT-GoTo

I'te:ser(C’) C'<:C

I';c: chan0(U) F go serialize(V) to C: thread

I''c:ch = ‘th
I';c:chan0(U) - goVvtoc: thread ¢ chan0(C) Fgo eto C: thread

[Configuration] ’ I';A,c:chant F : conf ‘

TC-Conf
TC-Resld I';A+P:thread
TC-ResC T u:T;:AFF:conf TI'lo:ok
I'JA,cichanbFiconf e dom(F) FCT:ok FCTCCT

I';AF (ve)F : conf I';AF (VUu)F : conf I'tAFPo,CT: conf
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[Network] ’ I'cA,c:chant N:net ‘

TN-Par

) I'’AiENjinet A <A
TN-Nil TN-Conf dom(Nl)ﬁdom(Ng) -0
I';0F Env I';AFF :conf loc(N1) Nloc(Np) = 0
;0 0:net I';ARI[F] :net I';A1©® A2 F Ni[Np i net
TN-Weak TN-Resld
I';AEN:net I''u:T;AFN:net TN-ResC
c¢ dom(A) u € dom(N) I';A,c:chant N :net

I'’cA,c:chanF-N:net I ;AF (VU)N:net ;A (ve)N :net

[Method] [I'FM:okinC [Class]

M-ok C-ok

mtype(m,C) =T — U fields(D) =T'f’ fields(C) =TT

U’ <:u K=C (T'f/,Tf){super(f');this f := f}
this:C,X: T Fe:ret(U’) this:CHM:okinC
this:CHUm(TX){e}:0kinC

[Class Table]

CT-Nil CT
- F class C extends D{T’f;KI\7I}:ok FCT:ok

+ class C extends D{Tf; KM} : ok

F0:ok - CT-[C+ class C extends D{T f; KM}]: ok



