


Abstract

Animating a �% cHaracter bY Hand can be a long and difficult process� 5ecH�
nologies sucH as motion capture eXist tHat can detect pose of an actor witH
accuracY but tHese sYstems are tYpicallY too eXpensiVe and difficult to set up for
tHe aVerage user�

*n tHis proJect we propose a noVel solution using computer Vision tecHniQues
to building a sYstem tHat can detect tHe pose of a real�world obJect� 5He sYstem
is easY to use and does not reQuire anYtHing otHer tHan an ineXpensiVe web�cam
to operate� 4ome of tHe uses for tHe sYstem include being used as an electronic
drawing aid for artists or for electronic stop�motion animation�
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*ntroduction �
���� 0bJectiVe

5He obJectiVe of tHis proJect is to deVelop a sYstem tHat utilises computer Vision
tecHniQues to estimate tHe pose of a real�world poseable model� 'or instance we can
rig a Humanoid skeleton from a drawing manneQuin of tHe same proportions� 5He
sYstem will be able to determine tHe pose of tHe real�world obJect based on a number
of markers placed on tHe obJect�

*n order for tHe sYstem to accuratelY estimate tHe pose of tHe model
 tHe estimations of
�% positions of tHe markers must be as accurate as possible� 'urtHermore tHe sYstem
must be able to pose tHe model as best as it can giVen imprecise or missing information
about tHe �% positions of parts of tHe obJect due to noise or occlusion� $omputer
Vision tecHniQues will be used to detect
 recognise and estimate tHe location of tHe
markers in �% space� 5He sYstem sHould be designed to be able to work witH anY
cHeap off tHe sHelf web�cam�

6sers sHould also be able to configure tHeir own model definitions in order to estimate
pose of custom models tHat maY not be Humanoid in nature� 5He model definition
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is a specification tHat describes tHe structure of tHe model tHat tHe user wants to run
tHrougH tHe sYstem� 'or instance in a Humanoid model it would contain information
about tHe lengtH of specific bones
 wHicH bones Join togetHer
 tHe degrees of moVement
of Joints tHat Join bones and tHe angle of moVement of tHe Joints� An intuitiVe (6*
will also be created tHat will allow tHe user to create tHis model definition�

5He scope of tHis proJect is to create tHe aboVe sYstem and to make it as easY to use
as possible for tHe end�user
 a fullY fledged 6* will be designed and tHe application
sHould proVide real�time feedback tHrougHout tHe process of estimating tHe pose of tHe
skeleton model�

���� .otiVation

5He motiVation beHind tHis proJect is to make tHe act of posing animation skeletons bY
Hand easier� 5He primarY uses of tHis sYstem is to proVide a better drawing aid for
artists and for fast compositing of static scenes for �% artists�

.anY traditional artists use image references to aid tHem in drawing� %rawing Hu�
manoid subJects can be especiallY difficult for amateur artists� 5raditional scaled Human
manneQuins can be used to Help but tHe sYstem described in report improVes tHis as it
can be scaled to anY bodY tYpe and can be saVed electronicallY� A keY adVantage is tHat
a static Viewpoint of tHe model can also be saVed as an image meaning tHat tHe artist
can be referring to tHe eXact same image and Viewpoint eVerY�time� 5His can be VerY
useful if tHe user is using digital pHoto editing tools sucH as 1HotosHop wHere tHeY can
directlY import tHe final result�

&Xisting solutions are eitHer too compleX or eXpensiVe for tHe maJoritY of artists� )and�
animating a �% skeletal rig can be a long and cumbersome process and reQuires training
and eXpertise to get a good result� &Xisting motion capture sYstems used to rig �%
skeletons are tYpicallY VerY eXpensiVe and reQuire eXtensiVe calibration and clean�up to
acHieVe good results�

5He main area of researcH in tHis proJect is in computer Vision� 3ecentlY tHere Has
been a lot of interest in computer Vision due to tHe ubiQuitY of cameras on manY
computing deVices sucH as smart pHones and tablets as well as tHe adVances in computer
processing power allowing manY computer Vision tecHniQues to run in real�time� 5aking
tHe computer Vision approacH to tHe problem of rigging tHe skeleton automates a lot of
tHe work reQuired and makes it faster tHan traditional approacHes sucH as Hand�rigging

furtHermore it is more user friendlY as tHe user does not need to know a lot of tHe
details inVolVed in �% animation�
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5He sYstem proposed in tHis proJect aims to make it easY and cHeap to pose a static
skeleton using a real�world counterpart sucH tHat anYone witHout knowledge of �%
skeleton posing can use it�

���� &Xisting tecHnologies

5He field of pose detection Has been well eXplored as it is commonlY used in motion
capture tecHnologY� .otion capture can be described as tHe process of recording tHe
moVement of an obJect or person oVer time� *n film making and games it is used
to record tHe moVement of bodY parts in order to animate cHaracters in computer
animation� /ewer motion capture sYstems can eVen capture facial eXpression�

5raditionallY motion capture sYstems<�= used markers in order to detect tHe �% posi�
tions of tHe obJect� .ultiple HigH�speed cameras would be strategicallY placed in tHe
performance area and ligHting conditions would be controlled� &VerY frame of data
captured from tHe cameras would be sYnced and tHe �% positions of parts of tHe bodY
would be triangulated from tHese markers� 5Hese sYstems tYpicallY offer VerY accurate
pose detection HoweVer tHe downside is tHe need for VerY precise calibration and set�up
as well as tHe cost of multiple HigH resolution speed cameras 	normallY upwards of �
cameras

 tHe large space and tHe software needed to run sucH a sYstem� *t can tYpicallY
cost Hundreds of dollars in order to build a motion capture not to take into account
tHe cost of specialists needed to clean�up and process tHe data from tHe output of tHe
sYstem�

A more recent approacH comes in tHe form of tHe .icrosoft ,inect<�
 ��=� 5He ,inect
is a low cost 	����
 deptH�3(# camera tHat is capable of detecting pose of a Humanoid
subJect witH less tHan a �cm error for eacH bodY part� *t works bY generating a �%
point cloud using its *3 deptH sensor wHicH it tHen feeds into proprietarY software
wHicH is able to make sense of tHe point cloud and conVert it into a skeletal pose in
less tHan ��ms� 8Hen deVeloping tHe ,inect
 manY terabYtes of data of people in
different poses were collected and bodY parts were labeled and fed into an �eXpert�
sYstem running on a powerful cluster of computers� 5His resulted in a software package
tHat was capable of utilising tHis past data to accuratelY estimate tHe pose of a Human
bodY from anY frame of point cloud data from tHe sensor� 5He software was trained
witH otHer Heuristics sucH as How tHe bodY is Joined togetHer
 for instance tHat tHe Hand
is connected to tHe arm in order to make it faster and more accurate� 5He downsides
of ,inect is its limitation to onlY work on Humanoid subJects and tHat tHe subJect must
be positioned oVer �m awaY from tHe sensor in order for it to work�
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5He sYstem we are proposing in tHis report would be botH low cost due to tHe fact
it would be able to work witH anY web�cam witHout tHe need for specialist Hardware
and it will be capable of modeling anY rigid structure� AnotHer difference from tHe
aboVe sYstems is tHat tHe camera itself can moVe around as well as tHe obJect we are
capturing� 'ull motion capture is not in tHe scope of tHis proJect�

���� *ssues

5He problem is similar to a �% reconstruction from motion problem
 we will need
to be able to determine tHe skeleton model pose from tHe information gatHered from
manY Views around tHe obJect� 8e must find a waY to accuratelY do tHis using as mucH
information as possible from tHe Views tHat are collected�

$apture and mapping of obJect locations

4eVeral computer Vision tecHniQues must be eXplored in order to determine tHe most
suitable waY to find and accuratelY place tHe locations of tHe markers wHicH relate to
specific parts of tHe obJect� 5He sYstem will need to take into account partial occlusion
of markers as well as adVerse ligHting conditions
 botH can HaVe a significant effect on
tHe accuracY of tHe pose estimations� )aVing a robust and accurate pose estimation of
tHe markers will Help reduce error furtHer down in tHe sYstem and will tHerefore result
in a better end pose�

/oise and camera lens distortion can also affect tHe marker pose estimation� 5He sYstem
must be able to take tHese factors into account wHen detecting tHe markers and working
out tHe pose of eacH marker�
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&stimating tHe skeleton model pose

4ince tHe marker detection step will most likelY not generate a ����� accurate poses
of tHe markers and tHerefore of tHe parts of tHe model we must HaVe a waY to allow
for tHese small discrepancies and HopefullY use information from otHer Views in order
to make tHe final pose estimate as accurate as possible� 5He optimal solution to tHis
problem sHould be able to work out tHe best pose estimate of tHe skeleton model based
on botH tHe marker locations and tHe information about tHe skeleton model proVided
bY tHe user�

.issing markers during tHe marker capture stage must also be taken in account� #ased
on tHe structure of tHe model definition it could be possible to get an accurate estimation
of tHe position of a part of tHe obJect eVen witHout HaVing seen or onlY partiallY seen
tHe marker relating to tHat part during capture�

���� $ontributions

5His report outlines tHe patH it took to get to tHe final application wHicH is a fullY
featured application tHat can estimate tHe pose of tHe real�world skeleton model in
real�time using onlY a web�cam� 8e will eXplore tHe initial approacHes we tried before
getting to tHe final solution and eValuate wHat worked and wHat didn�t work at eacH
stage� 8e will tHen go into deptH about tHe metHods and tecHniQues we used in tHe
final implementation and also do an in�deptH analYsis about How accurate tHe sYstem
is� 'inallY we will do a guided walk�tHrougH of tHe sYstem
 eXplaining tHe different
features aVailable at eacH stage� 5He final application features a noVel approacH to tHe
problem using bundle adJustment tecHniQues to solVe tHe problem of estimating tHe
pose of tHe real�world obJect
 tHe results will sHow tHe estimations are VerY accurate
and can produce results wHicH are onlY a few millimeters off�
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#ackground �
*n tHis section we will take some time to eXplain some of tHe concepts and metHods
tHat will be later used in tHe implementation stage of tHe report�

���� $omputer Vision

$omputer Vision is tHe field tHat looks at eXtracting information from images and�or
Video
 tYpicallY from a camera of some kind� 5His proJect specificallY deals witH using a
web�cam to reconstruct tHe skeleton pose of a real�world model� *n a tYpical computer
Vision flow we start from low leVel information sucH as detecting of edges and regions
in an image and follow tHrougH to more HigH leVel reasoning about tHe scene sucH as
How we can group togetHer lines to form obJects�

*n tHis application we will be using a standard web�cam in order to capture images

tHese images will be processed to find markers and we will make sense of tHe obJect
in tHe real�world tHrougH tHese markers� 4ince tHe application is designed to be able to
work witH anY standard off tHe sHelf web�cam tHe cHoice of web�cam for tHe proJect
was not tHat important� #elow we will go tHrougH some of tHe tYpical cHaracteristics
used to differentiate between cameras:

'ocal lengtH <��= in an optical sYstem refers to tHe measure of How stronglY tHe lens
conVerges ligHt� A sHort focal lengtH bends ligHt stronger and as a result allows tHe
optical sYstem to bring obJects closer to it into focus� *n pHotograpHY focal lengtH is
measured in millimeters� 5He below image sHows tHe effect of different focal lengtHs:
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'ig� �: 'ocus lengtH differences

'or our sYstem a large focal lengtH would be optimal HoweVer we don�t eXpect tHe
web�cams tHat will be tYpicallY used for tHe sYstem will HaVe a large focus lengtH
 most
off tHe sHelf web�cams HaVe Quite a small focal lengtH�

5He frame�rate of a Video camera sYstem refers to tHe rate of capture� 5His is measured
in frames per second 	'14
� A HigH '14 is preferred in computer Vision applications as
a HigH '14 implies a fast sHutter speed wHicH results in less motion blur� A common
downside of a HigH '14 is tHat eXposure is reduced� &Xposure is tHe measure of How
mucH ligHt falls on tHe image sensor in one sHutter cYcle� )aVing a low eXposure means
tHe image is less brigHt and can result in tHe image being undereXposed
 tHe image will
HaVe loss of detail in darker areas�

*mage noise can be a problem in computer Vision applications as it can result in loss of
detail and or incorrect labeling in certain computer Vision tecHniQues� *n tHe conteXt
of digital Video and pHotograpHY
 noise is generallY accumulated in tHe image due to
pHoto�diode leakage in tHe image sensor� -ow�ligHt conditions can cause greater noise
as tHe camera sYstem must compensate bY increasing tHe sensitiVitY of tHe image sensor
wHicH can cause more noise due to leakage�
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���� $amera model

*t is essential in most computer Vision sYstems to be able to model How tHe camera
proJects tHe real�world View onto its image plane<�=� 5He standard model tHat is used
for tHis is tHe pinHole camera model� 5He pinHole model assumes tHe real�world View
is passed tHrougH a single aperture point before Hitting tHe image plane beHind tHe
aperture point� 5He relationsHip between tHe �% point [X,Y, Z] in tHe real�world and
tHe image plane in (u, v) coordinates is sHown in matriX form below:

λ

u
v
1

 =

f 0 0 0
0 f 0 0
0 0 1 0



X
Y
Z
1


*t can also be represented in tHe following two eQuations:

−u = f
X

Z

−v = f
Y

Z

5He focal lengtH of tHe camera is represented bY f in tHe formulas aboVe� 8e can
also conVert tHe u and v Values to X
Y coordinates on tHe image plane bY taking tHe
product of u or v witH tHe widtH or HeigHt of tHe image plane respectiVelY�

5He pinHole model is useful for VerY simple sYstems HoweVer normallY we wouldn�t
relY on tHe pinHole model bY itself� )aVing a single point tHat tHe ligHt passes tHrougH
would not allow enougH ligHt for sHort eXposures wHicH is essential for Video capture
sYstems� $ameras use lenses to focus more ligHt into tHe aperture point to get around
tHis problem HoweVer tHis introduces anotHer problem� *n tHe manufacture of lenses

it is ineVitable tHat some sort of imperfection will occur due to tHe near impossibilitY
of creating a �perfect� lens� 8e will need to take into account a waY to correct tHese
imperfections in tHe camera model� 5He first imperfection tHat maY occur is tHat tHe
optical aXis or center maY not matcH up witH tHe center of tHe image plane
 tHis can
be caused bY improper fitting of tHe lens bodY to tHe sensor and aperture Hole� 8e
can use tHe following reVised formulas tHat take tHis into account:

x = fx(
X

Z
) + cx
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y = fy(
Y

Z
) + cy

*n tHis form fx and fY are tHe product of tHe focal lengtH and tHe new parameters
sxand sy wHicH represent tHe siZe of tHe sensor or image plane� cx and cy represents
tHe point wHere tHe optical aXis intersects tHe image plane also known as tHe principal
point� 1utting tHe (x, y) coordinates into Homogenous form allows us to represent tHe
aboVe formulas in matriX form as follows:

x
y
z

 =

fx 0 cx
0 y cy
0 0 1

X
Y
Z


5His is known as tHe intrinsic matriX as it encompasses tHe intrinsic parameters of tHe
camera model� 5Hese parameters encompass focal lengtH
 image format
 and principal
point�

5He neXt step is to look at correcting for tHe aberrations tHat maY be present in tHe lens
itself
 we call tHese tHe eXtrinsic parameters <�=� 5He two most effecting imperfections
is tHe radial distortion and tHe tangential distortion� 5He radial distortion is tHe effect
wHere tHe furtHer You moVe awaY from tHe image center
 tHe more stretcHed tHe image
appears
 tHis is tYpicallY caused tHe fisH eYe effect wHicH can be seen in 'igure ��

3adial distortion can be represented bY an eXpanded 5aYlor series
 tYpicallY we onlY
consider tHe first few terms as tHe radial distortion tends to be dominated bY tHe lower
order terms in a tYpical camera sYstem� *n order to correct radial distortion we use
tHe formula below:

xu = xd(1 + k1r
2 + k2r

4 + k3r
6)

yu = yd(1 + k1r
2 + k2r

4 + k3r
6)

8Here xu and yu represent tHe corrected x, y coordinates
 xd and yd are tHe distorted
coordinates
 ki is tHe itH radial coefficient and r =

√
(xd − xc)2 + (yd − yc)2 wHere

xc, yc is tHe principal point�
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'ig� �: 'isH�eYe
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5angential distortions occur wHen tHe lens is not fitted parallel to tHe image plane

it usuallY appears as a sort of sHearing in tHe image� 8e can remoVe tHis using tHe
following formula:

xu = xd + (2p1y + p2(r
2 + 2x2))

yu = yd + (p1(r
2 + 2y2) + 2p2x)

5He neXt tHing to do is to work out tHe all tHe unknown intrinsic and eXtrinsic
parameters� A well known tecHniQue for doing tHis was inVented bY ;Hang et al <��= �
*t inVolVes taking manY images of a multiple planar surfaces of known widtH and HeigHt
and optimising tHe camera parameters until tHe model we estimate matcHes up witH
wHere tHe planar surface points are in tHe image� .anY programs use His approacH to
work out tHe parameters
 one of tHese programs is (.- toolboX wHicH we use for tHis
application�

���� #undle AdJustment

#undle adJustment <��= is a term used to describe tHe problem of simultaneouslY refining
tHe location of �% coordinates seen in a number of Viewpoints wHilst also refining tHe
parameters describing tHe camera and tHe �% structure of tHe scene� #undle adJustment
is almost alwaYs tHe last step of anY feature based �% reconstruction algoritHm� A
number of factors need to be taken into account wHen deciding on tHe strategY to
tackle tHis problem� 'or instance if we HaVe Zero�means (aussian noise in eacH image

tHe problem becomes tHe maXimum likeliHood estimator� 5He problem essentiallY boils
down to working out to minimising tHe re�proJection error of points in eacH Viewpoint�
/on�linear least sQuares optimisation is tYpicallY tHe cHosen metHod to tackle tHis
problem�

������ /on�linear optimisation

/on�linear optimisation is tHe act of solVing a set of eQualities sHaring unknown param�
eters� 5He aim is to trY and find tHe parameters tHat best fit all tHese eQualities
 we
use a obJectiVe function tHat tells us How well we are fitting tHe eQualities� (enerallY
we are looking to maXimise or minimise tHe total cost of tHe obJectiVe function� 5He
obJectiVe function is also non�linear in tHe case of non�linear optimisation� 8e can
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Visualise tHis as a n�dimension grapH wHere n is tHe number of unknown parameters

eacH data Value represents tHe cost of tHe set of n parameters� 5He lowest point in tHe
grapH is tHe solution as tHis is tHe set of parameters wHicH corresponds to tHe lowest
cost wHen put into tHe obJectiVe function�

A common approacH to tHis problem is to use -eVenberg�.arQuardt <��=
 it is VerY com�
mon in computer Vision applications tHat need to do non�linear optimisation� -eVenberg�
.arQuardt aims to find a numerical solution to tHe problem of minimising an obJectiVe
function oVer tHe space of a set of unknown parameters� 5He problem it aims to solVe
can be described in tHe below formula:

S(β) =

m∑
i=1

(yi − f(xi, β))
2

*n tHe aboVe formula β represents tHe set of unknown parameters we are trYing to
solVe
 (yi, xi) is tHe pair of independent and dependent Variables and f represents tHe
obJectiVe function�

-.A is a iteratiVe algoritHm
 to start it tHe user must proVide a set of guess parameters�
0ne problem witH -.A is tHat its will terminate wHen it reacHes a local minimum due
to tHe fact tHat it can�t differentiate between tHe global minimum tHat we want to find
and a local minimum� 5Herefore tHe cHoice of starting guess parameters can be VerY
important depending on wHetHer You will be eXpecting anY local minimums or not� *f
tHere are no local minimums tHe cHoice of starting guess parameters is not important
as tHe optimisation will eVentuallY conVerge to tHe correct solution�

5He algoritHm starts bY applYing a new estimated set of guess parameters and working
out tHe new obJectiVe cost:

f(xi, β + δ) ≈ f(xi, β) + Jiδ

Ji =
δf(xi, β)

δβ

*f we reacH tHe case wHere tHe cost function is minimised to Zero we can see tHat tHe
gradient of S witH respect to δ will be Zero as well�
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S(β + δ) ≈
m∑
i=1

(yi − f(xi, β)− Jiδ)
2

*f we now take tHe deriVatiVe of tHe aboVe and set it eQual to Zero we arriVe at tHe
following formula in Vector form:

(+5+)δ = +T [y − f(β)]

+ is tHe +acobian matriX of j wHere tHe itH row of + eQuals Ji� 8e can solVe tHe
eQuation for δ� -eVenberg also added anotHer contribution tHat Helps speed up tHe
algoritHm� 8e can use a damping function tHat if tHe reduction of S is slow we can
tend towards using tHe *dentitY matriX as a product of δ instead of tHe +acobian� 5His
brings in more in line witH tHe gradient descent metHod� *f tHe reduction of S is rapid
we lower tHe damping function wHicH allows tHe algoritHm to perform more like tHe
(auss�newton metHod� 5He damped Version is sHown below:

(+5+ + λ*)δ = +T [y − f(β)]

5He problem witH tHis is tHat if tHe damping function is VerY large
 tHe inVerting of tHe
+5+ + λ* becomes insignificant� 5He final improVement tHerefore was to use a diagonal
matriX consisting of tHe diagonal elements of +5+ instead of *� 5His giVes us tHe final
-eVenberg�.arQuardt formula:

(+5+ + λdiag(+T +))δ = +T [y − f(β)]

���� 15A.

15A. <��= is a metHod presented bY (eorge ,lein and %aVid .urraY for estimating
camera pose in an unknown scene using onlY a calibrated mono camera sYstem� *t
stands for parallel tracking and mapping and is called as sucH because it processing on
two parallel tHreads
 one of wHicH is performing real�time tracking of tHe scene wHilst
tHe otHer is building a map from tHe information proVided from tHe tracking�

5He tracking part of tHe metHod assumes tHat a �% point cloud of feature points Has
alreadY been created� *t processing a real�time feed from a camera in order to maintain
an estimate of tHe camera pose in tHe map� A basic oVerView of tHis is below:
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�� /ew frame from camera � a prior pose is estimated from tHe motion model
�� .ap points are proJected onto tHe image based on tHis estimated pose�
�� �� of tHe coarsest scale features are matcHed in tHe image
�� 5He camera pose is updated from tHe matcHes
�� ���� feature points are now proJected onto tHe image and searcHed
�� A final pose is obtained from tHese matcHes�

5He tracking stage also detects 'A45 feature points� *f tHe camera Has moVed a sufficient
distance and tHe tracking QualitY is deemed to be good
 a keY�frame can be stored and
passed to tHe mapping tHread in order to improVe tHe map�

5He mapping tHread is concerned witH creating a �% point cloud of feature points
so tHat tHe camera tHread can re�proJect tHese points out and calculate tHe estimated
camera pose� *t does tHis using bundle adJustment tecHniQues to determine tHe camera
pose of all tHe keY�frames passed from tHe tracking tHread and poses of all tHe map
points seen in tHose keY�frames� -eVenberg�.arQuardt bundle adJustment is used to
do tHis� A problem occurs wHen we are rapidlY eXploring tHe scene and manY new
keY�frames are being added� -.A is a 0	n3) problem wHicH means tHat anY increase in
keY�frames would cause tHe time perform optimisation to increase rapidlY� 5He metHod
doesn�t eXpect all keY�frames to be sHaring all feature points so it can use tHis Heuristic
in order to reduce tHe number of keY�frames to perform optimisation on per run of tHe
optimisation� 5His allows tHe metHod to concentrate on optimising newer keY�frames
as tHeY arriVe� AnY time tHe camera is not eXploring tHe mapping tHread can use to
refine older keY frames� 15A. limits tHe local bundle adJustment to � keY�frames
wHicH consists of tHe newest keY�frame and tHe � keY�frames nearest to it�

5He final effect is an accurate camera pose tracking sYstem for small A3 workspaces�
*t works VerY well if it can find a lot of feature points to track in tHe scene as it Has
a lot of information to build an accurate map� 0ne downside of 15A. is tHat moVing
obJects in tHe scene can cause problems witH tHe map as feature points maY be lost or
incorrectlY tracked�
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'ig� �: 15A. in action

���� .arker detection

*n computer Vision it is common to look for certain elements in tHe scene in order to
determine information about tHe total scene� 0ne waY of making a computer Vision
application more robust is to design tHe elements tHe application is supposed to look
for to make tHem as easY to track as possible and�or to encode information about
tHe scene� 5Hese are called fiduciarY markers and are used as a point of reference
or measure� *n tHis application we will be using fiduciarY markers in order to tell us
about tHe pose of tHe skeleton model� 8e tHerefore need to use a marker design tHat
will allow us to determine tHe pose as well as be able to distinguisH between different
markers� 8e also need to HaVe a sYstem tHat will be able to detect tHese markers from
tHe web�cam feed� 5Here HaVe been manY approacHes to tHis problem
 mainlY in order
to perform augmented realitY� 0ne of tHe first frameworks wHicH solVes tHe problem
of marker detection and pose estimation is A35oolkit�

������ A35oolkit

A35oolkit <�= is a augmented realitY framework tHat contains a fullY featured marker
detection process� *t was first released in ���� and since tHen tHere Has been manY
enHancements and otHer A3 frameworks based on tHe principles of A35ool,it� 5He
markers tHat A35oolkit uses are black and wHite sYmbols surrounded bY a black sQuare
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witH a tHick wHite border� An eXample of an A35oolkit marker can be seen below�
5He sYmbol inside is used to uniQuelY identifY tHe marker� 5He use of tHe black sQuare
surrounded bY tHe wHite border makes it easY for tHe detection process to find tHe
marker in tHe scene�

5He marker detection process follows a number of steps� 5HresHolding is first performed
on tHe image to eXtract out tHe black sQuare of tHe marker� 5His is a simple ligHting
binarisation
 images witH an aVeraged 3(# Value of less tHan tHe tHresHold become �
	black
 wHilst tHose aboVe tHe tHresHold become � 	wHite
�

$ontouring can tHen be done to eXtract out tHe sHape of tHe black sQuare in tHe image�
-ine fitting is tHen performed on tHe contour to fit � straigHt lines onto it� 5Hese four
lines make up a Quadrilateral from wHicH � corners can be eXtracted�

(iVen tHe four corners we can estimate tHe pose of tHe sQuare using tHe co�planar
posit algoritHm� 'urtHermore we can recognise wHicH marker we HaVe detected bY
performing pattern recognition of tHe image inside tHe marker witH tHose stored in a
known dictionarY�

A35oolkit Has tHe benefits of being relatiVelY fast as its computer Vision step is not
computationallY eXpensiVe and it Has been ported to manY different platforms� )oweVer
it lacks in some keY areas
 occlusion of tHe marker is a problem as tHe detection fails
if eVen some of tHe marker is occluded due to tHe fact tHat occlusion will break tHe
contour fitting of tHe black sQuare� AdVerse ligHting conditions are also a problem due
to tHe use of tHresHolding to eXtract out tHe features� 3eflectiVe materials used to
make tHe markers as well as low�ligHt conditions can cause tHe tHresHolding step to
incorrectlY label certain areas of tHe image�

������ A7-A3

8e HaVe cHosen to use A7-A3 marker detection <�= wHicH is a framework based on tHe
ideas of A35oolkit but witH some improVements� 5He keY improVement is tHe inclusion
of tHe edge�detection metHod of detecting tHe outline of tHe markers as outlined bY
.artin )irZer <�=�

5He process begins bY diViding tHe image into regions of ��X�� piXels� &acH region is
diVided furtHer bY scan�lines � piXels across and down� &dge detection is performed
across tHese scan�lines to determine a potential edge of a marker� &dges tHat HaVe are
not black�wHite are reJected
 we can cHeck tHis bY looking at tHe 3(# colour Values
of tHe potential edge� A 3A/4A$ approacH is now used to group edges in a region
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to form line segments <��=� 5wo random edges are cHosen in tHe region� *f tHe two
edges matcH in orientation and tHis orientation matcHes tHe orientation of a line Joining
tHe two edges tHe two edges form a HYpotHetical line� 5He otHer edges in tHe region
are tHen sampled to see wHetHer tHeY support tHe line� An edge supports tHe line if
it matcHes tHe orientation of tHe line and is close to tHe line� 5His is repeated manY
times in tHe region and tHe resulting lines are compared to see wHicH ones HaVe tHe
most support� 5He lines witH tHe most support are cHosen wHilst tHe rest of tHe lines
are discarded� 5He two furtHest awaY edges supporting tHe line are cHosen as tHe end
points tHus forming a line segment� 5He segments are tHen merged if tHeY follow tHe
same orientation and tHe piXels between tHem are considered edge piXels matcHing tHe
orientation of tHe segment using tHe 4obel operator� 'inallY Quadrilaterals are formed
from Joining up line segments tHat HaVe end points close to eacH otHer and HaVe a black
inside tHe area formed bY Joining up tHe line segments� 5He corners of tHe Quadrilateral
are represented bY tHe end points of tHe line segments�

0Verall tHis approacH is more robust tHan tHe tHresHold and contouring approacH used
in sucH frameworks are A35oolkit� *t can Handle adVerse ligHt conditions better as it is
looking for an edge instead of simplY relYing on a single piXel Value for tHresHolding�
'urtHermore it can Handle occlusion to some degree as onlY � corners need to be detected
to form a Quadrilateral
 tHe fourtH corner can be estimated using tHe incomplete line
segments forming off tHe eXisting corners�

'ig� �: &dge marker detection
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AnotHer improVement made was to use markers tHat encoded tHeir own *% in tHe
pattern� 5His was done using markers wHicH HaVe a binarY grid as tHe pattern wHicH
encodes to a number *%� *nstead of doing pattern recognition to find tHe *%
 we can
simplY read tHe *% off tHe grid directlY� 'igure � sHows an eXample of How tHe *%s
are encoded�

'ig� �: .arker *%s

���� .otion capture file formats

'ull motion capture oVer manY frames is not witHin tHe scope for tHis proJect
 HoweVer
we plan to utilise tHe #7) file format <��= tHat motion capture sYstems use to store
skeleton pose information as it allows tHe output of our sYstem to be easilY portable
between a lot of �% modeling tools� 8e begin bY eXplaining some keY terminologY
tHat will be used tHrougHout tHis report in tHe conteXt of cHaracter pose�animation:

4keleton

5His refers to tHe collection of all elements tHat make up our cHaracter�

#ones

A bone represents a basic entitY in tHe skeleton� *t is tHe smallest element tHat is subJect
to indiVidual rotation and transformation� 5He bones can be labeled
 for instance a bone
in a skeleton can be called tHe femur�
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%egrees of freedom

&acH Joint in tHe skeleton Has a set range of moVement tHat it can moVe in� 'or instance
tHe Joint between tHe upper and lower arm is limited to onlY being able to moVe in
two directions�

#7) 	#io7ision )ierarcHical data


#7) consists of two parts� 5He first describes tHe HierarcHY of tHe skeleton and tHe
initial pose� 5He second describes tHe moVement of eacH bone for eVerY frame of
animation� An eXample of tHe first section of a #7) file is below:

� )*&3A3$):
� 3005 ) i p s
� [
� 0''4&5 � � � � � � � � � � � �
� $)A//&-4 � 9 p o s i t i o n : p o s i t i o n ; p o s i t i o n
� ; r o t a t i o n 9 r o t a t i o n : r o t a t i o n
� +0*/5 3 i g H t6p- e g
� [
� 0''4&5 −�������� � � � � � � � � � � � � � � � �

�� $)A//&-4 � ; r o t a t i o n 9 r o t a t i o n : r o t a t i o n
�� +0*/5 3 i g H t - ow-e g
�� [
�� 0''4&5 � � � � � � � � −��������� � � � � � � � �
�� $)A//&-4 � ; r o t a t i o n 9 r o t a t i o n : r o t a t i o n
�� +0*/5 3 i g H t ' o o t
�� [
�� 0''4&5 � � � � � � � � −��������� −��������
�� $)A//&-4 � ; r o t a t i o n 9 r o t a t i o n : r o t a t i o n
�� &nd 4 i t e
�� [
�� 0''4&5 � � � � � � � � −�������� � � � � � � � �
�� ]
�� ]
�� ]
�� ]
�� ]

5He aboVe describes a skeleton witH tHe root as tHe Hips� 5He rest of tHe bones are
described in a recursiVe fasHion witH eacH bones information and cHildren bones are
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encapsulated in curlY brackets� *n tHe eXample aboVe we HaVe a single upper leg bone
appended onto tHe Hips wHose single cHild is tHe lower leg wHo Has a foot as a cHild
bone� &nd site refers to tHe ending point of tHe HierarcHY� /ote tHat tHe offsets are
representing tHe Joint location Joining tHe parent to tHe cHild
 tHis is sHown in tHe
picture below�

0''4&5 refers to tHe relatiVe translation in X
Y and Z tHat tHe cHild bone Has to its
parent� *n tHe case of tHe Hips it refers to its translation globallY� 5ranslation refers to
tHe range of moVement tHat tHe bone can HaVe relatiVe to its parent bone� #one lengtH
can be inferred from tHe offset information�

5He second section is sHown below:

� .05*0/ ' r ame s : �
� 'r ame 5ime :
� � � � � � � � � � � −�������� � � � � � � � � −�������� −��������
� −�������� � � � � � � � � � � � � � � � � � � � � � � � � � � −���������
� � � � � � � � � −�������� � � � � � � � � −�������� −���������
� � � � � � � � �

5He aboVe eXample sHows a single frame of motion� 5He numbers on tHe line below
frame time are tHe rotations for tHe bones� 5HeY relate to tHe cHannel data proVided in
tHe first section� 'or instance tHe first � numbers are for tHe Hips as it Has � degrees
of freedom
 tHe neXt tHree numbers are for tHe upper leg and so on�

#7) is tHe most widelY used format for motion capture and is supported bY most
maJor �% modeling and animation tools� *t Has some downfalls HoweVer� 4ince bone
lengtH is not eXplicitlY defined
 tHere can be conflict if a bone Has multiple cHildren�
Also tHe file does not giVe details of tHe enVironment sucH as wHicH direction points
upwards�
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*mplementation �
5His section deals witH How tHe sYstem was implemented to acHieVe tHe goals set out�
8e will go oVer tHe initial approacHes to tHe problem
 How tHe solution eVolVed oVer
time and finallY describe in detail How tHe final solution was implemented and tHe
reasoning about tHe cHoices made oVer preVious approacHes�

���� 6ser %efined .odel

5He first task was to define tHe model tHat tHe user would be inputting into tHe sYstem�
A decision was made to base tHis model on tHe standard #7) model eXplained in tHe
background section� 5His model was cHosen as it was simple to understand and was
fleXible enougH to eXpress almost anY real�world rigid skeleton model� 5He model fullY
complies witH tHe #7) standard and can be eXported to a #7) file after obtaining a
final estimated pose�

������ #one model

A model will be defined from its brootc bone
 eacH bone can HaVe anY number of
cHildren bones� &acH bone will HaVe an associated X
Y
Z &uler rotation
 an offset from
its parent bone and a set of markers attacHed to tHe bone� *t is easier to understand
if You tHink of a bone as tHe bone Joint positioned at tHe offset from tHe parent bone
Joint� 5He root bone will alwaYs be at position 	�
�
�
 and HaVe � rotation in tHe X
Y
and Z angles� 5He transform of a bone Joint in tHe coordinate space witH tHe center
at tHe root 	�
�
�
 and witH tHe 6p Vector represented as 	�
�
�
 can be represented
witH tHe following formula:

n∏
i=0

RiTi

8Here n refers to tHe current bone
 i is referring from tHe root bone up to tHe current
bone
 R is tHe rotation matriX and T is tHe translation 	offset
 matriX� As sucH tHe
transform is a affine transformation tHat preserVes tHe lengtHs 	offsets
 of all tHe bones�
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'ig� �: )umanoid bone model

5He global coordinate frame refers to tHe coordinate sYstem tHat is centered at <�
�
�=
and is orientated witH tHe 6p Vector as <�
�
�=
 tHe 'oward Vector as <�
�
�= and tHe
3igHt Vector as <�
�
�=� 5He offsets of eacH bone refer to tHe <9
:
;= offset from tHe
parent bone position in tHe root bone coordinate frame�

5He skeleton pose refers to tHe complete set of rotations on tHe skeleton bone model�
5He aim of tHis application is to be able to detect and make an accurate estimation of
tHe skeleton pose using tHe real�world model and a web�cam�

5He entire bone structure is stored in botH a list structure as well as a tree structure
wHere eacH parent Has a bi�directional link to its cHildren� *t is also wortH noting
tHat since we need calculate bone positions and marker positions Quite regularlY
 we
aVoid computing tHe entire cHain of transforms eVerY time we want a specific bone bY
precomputing and storing tHe global transforms of parents before computing tHe global
transforms for tHeir cHildren� 5He list structure Helps us easilY acHieVe tHis bY alwaYs
storing parents before tHeir cHildren in tHe list
 we can simplY iterate tHrougH tHe list
to compute global transforms�
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������ .arkers

A total of ���� markers witH uniQue *%s are aVailable to use
 tHis is due to tHe number
of uniQue rotational Variant patterns possible on a �X� grid� 5Hese markers can be
associated witH a bone bY marker *%
 offset from tHe bone and tHe X
Y
Z &uler rotation
of tHe marker in tHe bones local coordinate sYstem� 5o find tHe position of a marker
in tHe coordinate sYstem of tHe root bone is as follows:

(

n∏
i=0

RiTi)MRnMTn

8Here MR is tHe marker rotation and MT is tHe marker translation�

A marker also Has � ordered corners
 5o get tHe �% 7ector location of a specific
corner
 tHe final marker transform needs to be multiplied bY tHe offset of tHe marker
corner from tHe center of tHe marker� 5He model defines tHe edge lengtH in mm of
tHe markers on tHe model�

'ig� �: An eXample marker witH corners HigHligHted

5HrougHout tHis report we talk about tHe marker coordinate frame
 tHis refers to tHe
coordinate sYstem witH tHe marker center as <�
�
�=
 tHe 6p and 3igHt Vector being
planar witH tHe surface of tHe marker tHe and tHe 'oward Vector coming off tHe top of
tHe marker�

������ $onstraints

5He user can also define constraints on tHe rotation� 'or instance tHeY can limit tHe
moVement of a bone to onlY rotate on tHe relatiVe ; aXis� 5His is useful in situations
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wHere tHe real world model is actuallY constrained to less tHan � degrees of freedom in
terms of rotation� 5He rotation of tHe knee Joint is a good eXample
 it is constrained
to moVement in onlY � aXis as sHown in 'igure ��

'ig� �: ,nee Joint

5He default constraint is ��� ��� degrees on 9
: and ;� 5He user can specifY anYwHere
between tHese Values for tHe constraint� 5He root bone is alwaYs considered to be
constrained to all �s in 9
: and ; for optimisation purposes
 tHe rotation of tHe root
bone does not particularlY matter as we are onlY concerned witH tHe rotations relatiVe
to tHe root bone� 5He benefit of constraining tHe angles in tHe model is tHat tHe
estimation at tHe end is likelY to be faster and more accurate as it will not searcH in
regions witH angles tHat are outside of tHe constraining range�

������ 'ile format

5He application will output models into teXt format wHen tHe user wants to saVe and
load tHe models up for future use�5He following 'igure sHows tHe specification for tHe
bone model file:
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� [Name]&[ ParentBoneName ] *
� [ xLow ] [ xHigh ] [ yLow ] [ yHigh ] [ zLow ] [ zHigh ]
� [ x ro t ] [ yro t ] [ z ro t ]
� [ o f f s e t x ] [ o f f s e t y ] [ o f f s e t z ]
� [ ends i t ex ] * [ ends i t ey ] * [ ends i t e z ] *
� [ no of markers ]
� [ markerID ] [ x o f f ] [ y o f f ] [ z o f f ] [ x ro t ] [ yro t ] [ z ro t ]

'ig� �: 4pecification for bone model file

5He asterisks indicate an optional Value in tHe specification

5He file is eXported witH tHe �figure eXtension� A simple eXample witH � bones is
sHown below:

� - - Model d e f i n i t i o n fo r : testmodel - -
� Hips
� -180 180 -180 180 -180 180
� 0 0 0
� 0 0 0
� 1
� 0 0 0 0 0 0 0
�
� 2&Hips

�� -180 180 -180 180 -180 180
�� 0 0 0
�� -40 0 0
�� 1
�� 1 0 0 0 0 0 0
��
�� 5&2
�� -180 180 -180 180 -180 180
�� 0 0 0
�� 0 40 0
�� 1
�� 2 0 0 0 0 0 0

'ig� ��: .odel definition for testmodel

���� 7ideo input

%irectsHow is used for tHe Video input
 tHe application accepts anY standard web�cam
tHat is capable at running at �� frames per second and outputting at ���X��� resolution�
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&acH incoming frame is preprocessed to eXtract out information sucH as wHicH markers
are Viewable and tHe releVant marker transforms� A single ���X��� frame and associated
information will be referred to as a View tHrougHout tHis report�

���� 6ser *nterface

A fullY featured (6* was created in order for users to easilY create
 load and saVe
tHeir own models� 6pon starting tHe application tHe user can cHoose to edit an eXisting
model or create a new model� 5He (6* allows tHe user to add
 edit or delete eXisting
bones
 associate
 dissociate or edit markers on a bone and see tHeir cHanges reflected
in real�time witH tHe interactiVe �% model Viewer� 6pon finisHing editing or creating
tHe model
 tHe user can saVe tHe model witH a cHosen file name� *nteraction of tHe �%
model Viewer can be controlled solelY witH tHe mouse or witH tHe mouse and keYboard�
5He user can pan
 tilt
 rotate and Zoom in�out using tHe mouse� 'urtHermore tHe 6*
proVides an intuitiVe waY to select�focus on a particular bone using tHe mouse�

'ig� ��: &Xample of adding a new bone

�� #one name
�� *nput for new bone offset and name
�� 3otation of selected bone
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�� $onnected bones of selected bone
�� �% model Viewer

'ig� ��: -oading saVed models

�� 5eXt input boX � .odels sHaring tHe prefiX witH tHe name in tHis boX are
HigHligHted

�� .odel Viewer

5He grapHics were implemented using 9/A� .odel files HaVe tHe eXtension �figure and
are saVed into separate folders witH tHe name of tHe model witHin tHe directorY: �%oc�
uments��figurate�models��.odel/ame���.odel/ame��figure� 6sers can oVerwrite
eXisting models bY specifYing an alreadY eXisting model name wHen saVing
 tHeY will be
prompted tHat tHeY are oVerwriting before tHeY confirm to saVe� 5He 6* also proVides
a waY to see tHe ordering of corners on a marker� 4implY select marker mode on tHe
top left corner and all tHe markers on tHe model will displaY tHe corner indeXes 	���
�

After model creation is done or an eXisting model is loaded
 tHe user can cHoose to run
one of two options� 5He first is a test tHat simulates running one of tHe implemented
rotation optimisation tecHniQues eXplained in tHe neXt section� 5His can be run bY
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pressing tHe '� button� 5He second option is to perform tHe optimisation using tHe
actual real�world model and tHe web�cam� 5He user will be able to see tHe web�cam
View on tHe rigHt of tHe screen and tHe watcH tHe �% model being fitted to tHe real�
world model in real�time on tHe left of tHe screen� 5His can be started and stopped bY
pressing tHe '� button� 0n�screen guides to Help tHe user obtain tHe best optimisation
will be displaYed depending on tHe optimisation tecHniQue cHosen�

���� .arker pose detection

All tHe approacHes reQuired tHe sYstem to know wHere tHe markers in tHe Video frame
were relatiVe to camera� 5He A7-A3 librarY bY 755 was used as it proVided metHods
to detect markers in tHe scene� A7-A3 uses an edge detection approacH in order to
detect markers in tHe scene� A basic oVerView of tHe process it uses to detect markers
is as follows:

�� (rab image from web�cam
�� $onVert to (raY�scale
�� 6se adaptiVe tHresHold to binarise image
�� 4earcH for edges in image
�� (roup edges into lines
�� 'ind sets of four Joined lines to get potential marker
�� 7erifY marker bY cHecking if outside is wHite and inside is black
�� 5ransform �% Quadrilateral into sQuare
�� %etermine *% from pattern in sQuare�

A more detailed eXplanation is included in tHe background section� 5He four corners of
a marker can be found in tHe scene using tHis routine
 tHese corners can be ordered in
a sYstematic waY due to tHe fact tHat tHe pattern inside tHe marker is rotation Variant
and tHus can tell us tHe rotational orientation of tHe marker in tHe scene� 'rom tHis we
can estimate tHe camera transform relatiVe to tHe marker position using tHe coplanar
104*5 algoritHm <��=
 104*5 generates two approXimate poses in tHe degenerate case
wHere tHe four input points are coplanar� 5His routine is outlined below:
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AlgoritHm � 104*5

�� εi(0) = 0, n = 1
�� #eginning of loop

4olVe for i, j and Z0 using tHe below � eQuations� 8Hen tHe points are coplanar

tHe additional eQualitY i.j = 0 must be used� 5wo poses are found

�� $ompute εi(n) =
1
Z0

M0Mi · k, witH k = i× j� *n tHe coplanar case
 two sets
of εi witH opposite signs are found�

�� *f | εi(n) − εi(n−1) |� 5HresHold
 &Xit
&lse n = n+ 1� (o to step ��

M refers to tHe model points wHere M0 is tHe reference point of tHe obJect and Mi

is tHe position of tHe itH model point relatiVe to M0�

M0Mi · I = xi(1 + εi)− x0,

M0Mi · I = yi(1 + εi)− y0,

witH

I =
f

Z0
i, J =

f

Z0
j,

'ig� ��: 4olVing for i and j

5He second step is to discard one of tHe approXimate poses� 5His is acHieVed bY using
tHe Heuristic tHat all � corner points must HaVe been in front in tHe camera 	Zi > 0
� *t
can be seen tHat at eacH iteration
 two poses are obtained
 tHis means we HaVe 2n poses
after n iterations� *n practice we can generallY discard one of tHe poses per iteration
and tHerefore onlY HaVe to traVel done one brancH of tHe tree of possible poses� After
acHieVing tHe tHresHold
 we obtain our final estimated pose�

���� $amera calibration

*n order to get anY sort of accuracY from tHe pose estimation of tHe markers
 we must
take into account tHe distortion of tHe camera lens� 5He model for camera distortion
is eXplained in more detail in tHe background section� A-7A3 can take into account
camera distortion if tHe user inputs an 9.- document tHat tells it tHe camera�s intrinsic
and eXtrinsic parameters� (.- toolboX was run witH two marker boards of siZe �X�
	boX siZe ����mm
 and �� images in order to calibrate tHe camera� 5He results from
(.- toolboX were tHen inputted into tHe 9.- file for use witH A-7A3�
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'ig� ��: (.- camera calibration
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���� *nitial approacHes

*n tHis section we will eXplore some of tHe initial approacHes tried before coming up
witH tHe final solution� 5He adVantages and disadVantages of eacH approacH will be listed
and tHe features carried forward into tHe final solution will also be HigHligHted� &acH
of tHe approacHes was based on tHe idea of solVing bundle adJustment using non�linear
programming
 tHat is to solVe a set of eQuations collectiVelY oVer a set of unknown
Variables witH some sort of obJectiVe function tHat must be minimised� 5His obJectiVe
function is non�linear� 5He tecHniQue used to solVe tHese eQuations and minimise
tHe obJectiVe function was cHosen to be tHe -eVenberg�.arQuardt tecHniQue wHicH is
eXplained in deptH in tHe background section of tHis report� 5He reason wHY we cHose
to use non�linear programming was because we want to take as mucH information from
tHe scene into account� &acH View from tHe web�cam can onlY see certain parts of tHe
model and we wanted a waY to collectiVelY use different Views in order to estimate tHe
rotations of eacH bone� 'urtHermore
 tHe final transform of eacH bone is dependent on
tHe transforms of its cHain of parent bones all tHe waY to tHe root� As sucH we know
tHat eacH eQuation will take into account a set of bone rotations� 8e can tHerefore know
tHat tHe unknown parameters we will be optimising oVer will be tHe X
Y
Z rotations for
eacH bone oVer tHe range of ��� ��� degrees�

������ 15A. approacH

5He first approacH inVolVed using 15A. in conJunction witH marker detection in order
to generate a map of wHere tHe markers were in tHe unknown scene� 15A. would be
used in order to estimate tHe global camera pose wHilst eXploring tHe enVironment witH
tHe web�cam� 5He camera model used is tHe modified pinHole camera model described
in tHe background section� 5His approacH is outlined below:

�� 'or eVerY View obtained from tHe web�cam
 markers are detected and eacH
corner is stored as a �% piXel coordinate as to wHere it appeared on tHe View�
5His is stored alongside tHe � camera parameters tHat describe tHe camera pose
in tHe global coordinate frame� 5He [X,Y, Z] look�at Vector and tHe [X,Y, Z]
camera position�

�� *f we see tHe root bone 	we know we are seeing tHis if we see tHe marker
associated witH it

 we can tHen work out tHe transform to get from tHe global
camera coordinate frame to tHe root bone coordinate frame� 8e tHen know for
eVerY frame wHere tHe camera is in relation to tHe root bone position� 8e can
determine from tHis wHere all tHe otHer marker corners sHould be on tHe screen
based on tHe estimated rotation Values�
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�� 5He obJectiVe function aims to minimise tHe sum of tHe euclidean distance between
tHe proJected �% piXel coordinate of a specified corner from tHe estimated model
and tHe same corner as seen in tHe View of tHe web�cam across all selected
Views� 7iews are randomlY selected from tHe set of all Views for eacH run of
tHe optimisation� 5He obJectiVe function is summarised in 'igure ���

m−1∑
j=0

(
3∑

i=0

(MEij −MVij)
2)

'ig� ��: 0bJectiVe function to minimise

8Here m is tHe View number
 i is tHe marker corner indeX
 MEij is tHe proJection
of tHe itH corner in tHe estimated skeleton model onto tHe screen using tHe camera
pose in tHe jtH View� MVij is piXel coordinate on tHe screen of tHe itH corner in tHe
jtH View�

8e can find tHe proJection of a specified corner bY first finding tHe translation Vector
in tHe root bone coordinate frame from tHe estimated model 	refer to section ���
 and
using tHe eQuation in 'igure ���

u =
Xf

Z
, v =

Y f

Z

x =
1

2
Width+ u

1

2
Width , y =

1

2
Height+ v

1

2
Height

'ig� ��: 1roJecting corner onto Viewing plane

8Here (u, v) are coordinates on tHe Viewing plane
 (x, y) is tHe piXel coordinates on
tHe screen
 f is tHe focal lengtH 	in mm
 and (X,Y, Z) is tHe �% coordinate of tHe
corner in tHe frame of tHe camera space� Width and Height refer to tHe widtH and
HeigHt of tHe screen in piXels�

&acH run of tHe -eVenberg�.arQuardt optimisation takes �� Views
 tHerefore tHe total

number of eQuations is eQual to 30
∑b

i=0 8Mb 
 wHere b is tHe bone count and Mb

is tHe number of markers on bone b� 5Here are � eQuations per marker as we take
tHe X and Y coordinates for eacH corner as separate eQuations to optimise oVer� �� was
cHosen as tHe View count as tHe -eVenberg�.arQuardt algoritHm is of tHe order O(n3)

�� was a good compromise between number of Views and computation time for tHe
aVerage model� 5Here were also problems related to local minimums if we selected too
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manY Views� 5He number of Views taken can be tweaked in tHe 5est-eVenberg15A.�cs
class file if tHe model is VerY large or VerY small�

*mplementation 5He first step taken was to compile and run 15A. on 8indows
 tHis
was done in 7isual 4tudio ����� After a build of 15A. was acHieVed
 work was done
to make 15A. as a separate process be able to communicate witH tHe main application
running in $�� /amed pipes was cHosen as tHe metHod of communication as it Had a
low oVerHead and was ideal because of tHe fact tHat botH processes would be running
on tHe same macHine� 15A. was modified witH an eXtra tHread tHat acts as a serVer
for tHe named pipe communication
 additionallY an eXtra procedure was added to tHe
main tracking loop wHicH detects markers in tHe scene and estimates tHe pose of tHe
markers� 4ince 15A. alreadY grabs frames from tHe web�cam it was not needed for
tHe $� application to grab camera frames of its own�

6pon connection to tHe serVer as a client
 tHe main application would start reQuesting
Views from 15A.� 15A. would be passing to tHe client a ���X��� 3(#�� image
representing tHe current frame as well as tHe associated camera pose and also tHe
marker transforms and *%s in tHe current frame� 5His would tHen be stored in tHe
main application as a new View for possible use in a future optimisation� 5He camera
View from 15A. can be actiVated in tHe main application bY clicking on tHe @@ActiVate
15A.�� button in tHe bottom left of tHe 6*� 8Hen tHe user specifies to start tHe
optimisation
 anY incoming frames are saVed as Views if tHe camera pose stabilitY is
deemed @@good�� bY 15A.� 8Hen tHe user presses '� again
 -eVenberg�.arQuardt is
used to estimate tHe rotations of tHe bones using �� of tHe Views selected at random
from all Views� 5He optimisation can be repeated witH anotHer set of �� Views bY
pressing '� again� 5He old estimated rotations are used as tHe starting guesses for tHe
new run of -eVenberg�.arQuardt� 5He camera images are displaYed to tHe user in
real�time�

A simulated test was also created for tHis approacH� *t started bY rotating tHe bones at
random
 tHis would be tHe result we are wanting to get to at tHe end of optimisation�
/eXt it generated �� random camera poses around tHe skeleton model� 'or eacH View

tHe skeleton model witH tHe rotations applied was proJected onto tHe screen using tHe
camera pose associated witH tHat View� (aussian noise was tHen applied to tHe �%
positions of tHe corners in eacH generated View� 5Hese generated Views were used as
input to tHe -eVenberg�.arQuardt simulated run� 5He reason for creating tHis simulated
test was to determine wHetHer tHis approacH would be Viable from an earlY stage
 and
to easilY determine How accurate we could get witH tHis approacH� 8e could easilY
determine tHe rotational error for eacH bone and tHe �% point difference for eacH
marker corner between tHe estimated and actual model�
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&Valuation 'rom tHe simulated runs
 we QuicklY determined a problem area for tHis
approacH� 'rom running tHe simulation �� times
 about � of tHese runs resulted in VerY
large rotational errors wHilst tHe otHer �� resulted in acceptablY close 	��� ��� radians

rotations per bone� 5He cause of tHe bad runs was due to tHe fact tHat -eVenberg�
.arQuardt was stuck in a local minimum wHen optimising oVer tHe set of all eQuations
causing tHe algoritHm to terminate witH a bad estimation� A number of possible fiXes
were outlined to solVe tHis issue:

f 3andom starting parameters � 8e would be running simultaneous instances of
-eVenberg�.arQuardt witH randomlY cHosen starting parameters and selecting tHe
instance witH tHe minimum obJectiVe function after all tHe instances return� 5He
downside to sucH an approacH would be tHe computational oVerHead of running
multiple optimisations at once�

f 6se marker rotations to determine starting parameters � 5He orientation of one
marker to anotHer marker on tHe parent bone allows us to rougHlY determine tHe
rotation of tHe parent bone� 8e can use tHis as input into tHe -. optimisation�

f $Hoose Views tHat will produce better results � -ocal minimums can be reacHed
due to poor selection of Views� *f we neVer see anY of tHe markers associated
witH a bone and tHe bone Has botH a cHild and parent
 tHere can be multiple
possible rotations possible resulting in manY local minimums� 8e can use some
Heuristic to cHoose �good� Views to use for a run of tHe optimisation�

4ome of tHese improVements would be implemented in future approacHes�

5He maJor problem associated witH tHis approacH was discoVered wHen we attempted
to gatHer tHe Views from 15A.� 5He tracking information obtained from 15A. was
not VerY stable resulting in bad estimation of tHe global camera pose and as a result
a bad proJection of tHe �% marker corners� AnotHer problem was tHat 15A. would
lose tHe global map Quite often
 eVerY time tHis Happened
 tHe root marker would HaVe
needed to be seen in tHe View of tHe camera in order to use tHe Views captured witH
tHe new map� 5Here were a number of reasons wHY tHis was Happening:

f /ot enougH feature points in scene � 15A. works best wHen tHere are a lot of
feature points to track across frames
 tHe best feature points come from teXtured
and cluttered enVironments� 4ince tHe application would be tYpicallY used wHen
tHe web�cam is looking at a mostlY wHite obJect on an emptY desk
 it was
likelY HaVing difficulties getting a large number of good feature points to track�
AdditionallY tHe camera would tYpicallY be closeup to tHe obJect and rotating
around it� 5He feature points cannot be tracked wHen tHe obJect is occluding
tHem wHicH would Happen a lot as tHe camera moVes in a patH around tHe obJect�
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As a result of HaVing onlY a small set of Valid feature points
 tracking QualitY was
degraded�

f 8ide angle lens � 15A. works best witH a wide angle lens as it can see more
of tHe enVironment in a single frame and tHerefore find a larger number of Valid
feature points to track� 5He application is made to work witH onlY a standard
web�cam witH a normal '07
 tHis issue compounded witH tHe aboVe issue furtHer
degraded tHe tracking QualitY�

f 3elYing on tHe root bone marker � 7iews in a map tHat Hasn�t seen anY of tHe
markers attacHed to tHe root could not be used in tHe optimisation step� 5He
camera pose used in tHe optimisation was tHe global camera pose transformed into
tHe root bone coordinate frame meaning tHat tHe QualitY of a View relied HeaVilY
on tHe map tracking tHe pose of tHe root bone accuratelY� *t would be possible
to make tHe optimisation root bone pose inVariant bY not specifYing tHat tHe root
bone was at position <�
�
�= witH no rotations and allowing optimisation to run
witH Views using tHe global coordinate frame� )oweVer tHis introduced more
problems as it caused more local minimums due to tHe fact tHat tHe skeleton
root bone was not fiXed in position�

4ome of tHese problems could HaVe been remedied bY HaVing tHe user trained in How
to moVe tHe camera as well as modifYing tHe enVironment to make it easier to get good
feature points 	sucH as placing a cHeckered pattern underneatH tHe model
 but it was
decided tHat tHis would be against tHe principle of tHe application being able to work
	almost
 anYwHere and bY anYone witHout knowing anY tecHnical knowledge about it�
5His approacH was ultimatelY abandoned due to tHe after�mentioned problems
 altHougH
some of tHe ideas discussed aboVe would appear in later approacHes�

������ .arker distance approacH

5He neXt step was to look for a obJectiVe function tHat did not relY on global camera
position� 5He upside of tHis would be tHat we would not need to replY on anY sort of
accurate tracking of tHe global camera pose
 tHe downside was tHat we would need to
relY on HaVing � or more markers in tHe frame at a time� 5Here would be no waY of
conferring information about a View witH onlY a single marker due to tHe fact we don�t
know How tHe camera is orientated in relation to tHe otHer markers on tHe model�

5He intuition beHind tHis approacH was tHat tHe distances in �% between tHe markers
would giVe us some idea about tHe rotation of tHe bone in tHe model� #ased on tHis
an initial obJectiVe function was deVised:
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m−1∑
i=0

n−1∑
j=0

(| Ti − Tj | − | Di −Dj |)2 i ̸= j

'ig� ��: %istance cost function

8Here Ti refers to tHe �% Vector location of tHe center of marker i detected in tHe
real�world View in tHe camera coordinate frame
 Di refers to tHe �% Vector location
of tHe center of tHe marker i from tHe estimated model in tHe root bone coordinate
frame and m,n represent tHe marker count

5His new cost function was inputted into tHe simulation and test data was generated
for a simple � bone model in order to test tHe ViabilitY of tHe approacH� 6pon running
tHe tests it became clear tHat tHe cost function Had no waY of determining tHe local
rotation of a marker since it was onlY relYing on tHe distances between tHe marker
centers� 5His problem was most obVious on tHe end sites of tHe skeleton model wHere
if tHe marker was positioned at tHe bone Joint
 tHe bone could an infinite number of
possible rotations tHat would lead to tHe same cost�

5He neXt improVement was tHerefore to not relY on tHe distances between tHe center
of tHe markers but to look at tHe distances between associated corners on markers�
Associated corners are corners tHat HaVe tHe same corner indeX on different markers�
5His allows tHe optimisation to take into account local rotation information tHat maY
HaVe been lost bY onlY looking at tHe distances between tHe centers of tHe markers�
5He obJectiVe function is sHown below:

m−1∑
i=0

n−1∑
j=0

3∑
c=0

(| Tic − Tjc | − | Dic −Djc |)2 i ̸= j

'ig� ��: $orner distance cost function

5He Variable c refers to tHe corner indeX 	���


*mplementation

*nstead of looking at indiVidual Views and minimising tHe distance cost for eacH View

it was decided to minimise tHe aVerage distance of all Views for a pair of marker cor�
ners� 5His was done to reduce computational cost
 instead of optimising V iewcount ·∑m−1

i=0

∑n
j=0 4MN eQuations
 we would be optimising oVer

∑m−1
i=0

∑n−1
j=0 4MN

eQuations� 5He application keeps a running aVerage of distance for eVerY corner as�
sociation of eVerY marker to marker relationsHip
 tHis information is stored in tHe
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%istance4torage�cs class file
 eacH corner for a marker to marker relationsHip Has a bin
tHat Holds its running aVerage� 8Hen a new frame is captured
 tHe markers are detected

tHe distances are calculated and tHen tHese distances are added to tHe running aVerage�
5He rotation of tHe root bone was constrained to all �s as tHe orientation of tHe root
did not matter for tHis approacH
 likewise tHe rotations for tHe bones were constrained
to −180 6 r 6 180 degrees� 5He flow of tHe tracking part of tHis approacH is sHown
below:

�� $apture frame from web�cam
�� *dentifY markers in frame
 compute transforms for markers
�� 8ork out corner distances for markers seen
 add new distances to tHe releVant

running aVerage of distances�

4imilar to before
 tHe new cost function was simulated witH test data� 5est data was
generated bY taking tHe actual distances from an alreadY rotated skeleton model and
applYing (aussian noise to tHese distances� 4ince a pair of markers maY neVer appear
in tHe same View
 we added in a probabilitY tHat a pair of markers neVer HaVe anY
recorded distance into tHe test data as well�

'or tHe real�world running
 we implemented anotHer processing tHread tHat continuouslY
ran tHe optimisation in tHe background wHilst updating tHe model in tHe �% model
Viewer witH tHe new estimated rotation Values� 5His allowed tHe user to see How
close tHe optimisation is getting to tHe real�world skeleton model in real�time� 5His
optimisation tHread is summarised below:

�� $opY tHe arraY of aVerage distances for all marker�marker relationsHips � tHese
will be used as our obserVed data for tHe optimisation eQuations�

�� (et preVious estimated rotation parameters 	*nitial run will be set to all �s
�
�� 3un optimisation for � iterations
�� 6pdate �% model in Viewer witH new estimated rotations�
�� (o to ��

&Valuation

5His approacH produced adeQuate results VerY QuicklY but tHere were problems witH
generating VerY accurate results
 especiallY at tHe eXtremities of tHe skeleton model� *n
order to test tHe real�world running of tHis approacH
 a couple of test skeleton models
were created
 known rotations were applied to tHe model and tHe application was run
against tHe rotated model� A record of aVerage rotational difference per aXis on a bone
was recorded against tHe number of iterations of tHe optimisation� 'igure �� sHows tHe
test model and tHe rotated test model� 'igure �� sHows tHe results of a run witH oVer
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��
��� iterations wHicH took about �� seconds to complete� /otice How tHe rotations
eVentuallY conVerge down to about � degrees aVerage difference per rotation� 5He
biggest rotational differences are located at tHe eXtremities of tHe skeleton model as
seen in 'igure ��� 5He camera was constantlY rotating around tHe model�

'ig� ��: -eft � *nputted model
 3igHt � .odel witH rotations applied

'ig� ��: 3esults of tHe distance�corner optimisation
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'ig� ��: 4Howing tHe final result of optimisation
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5He results are promising for tHis approacH HoweVer tHere were some keY issues inVolVed
witH onlY looking at tHe distances:

f 0Verestimation of distance � %istances recorded between corners tended to be
oVerestimated� 5He amount of error was dependent on tHe distance of tHe
camera to tHe markers and also tHe angle of tHe camera relatiVe to tHe markers�
0Verestimation of tHe distance caused problems for tHe optimisation and is tHe
reason wHY tHe end sites of tHe skeleton model were tHe most error�prone� *t
was unlikelY tHat an end site would HaVe anotHer marker on tHe otHer side of
it to compensate for tHe oVerestimation from one side of tHe model
 tHis caused
tHe optimisation to cHange tHe rotation incorrectlY in order to accommodate tHe
oVerestimation of distance� 5His problem would be eXHibited bY anY marker
wHicH is located in an area of tHe model wHere onlY a few otHer markers can be
seen and tHese otHer markers are all located close togetHer� 5He oVerestimation of
distance is likelY caused bY not perfect calibration of tHe camera in combination
witH tHe fact tHat tHe marker detector cannot perform sub�piXel accuracY wHen
detecting tHe marker causing tHe markers to be detected sligHtlY too small� 5His
error would increase as tHe marker appearing in tHe frame got smaller�

f -ocal minimums � 5Here were still cases wHen tHe optimisation got caugHt in
local minimas
 tHe optimisation works best if all markers can see eacH otHer�
*f a certain set of markers cannot see anotHer set tHere maY be manY possible
rotations tHat would be Valid in terms of reducing tHe obJectiVe function�

5He upside of tHis approacH was tHe speed of running
 tHe problem siZe was essentiallY
fiXed as instead of relYing on separate Views
 we relied on tHe aVerage distances for
eacH corner of a marker�marker relationsHip� 5He downside was tHat it reQuired � or
more markers on tHe screen in order to use tHat particular View� AnotHer downside
was tHe fact tHat tHere were still Quite a few rotational errors in tHe final results mostlY
due to tHe oVerestimation of distance
 tHese rotational errors increased dramaticallY if
tHe optimisation did not HaVe distances recorded for certain marker�marker relations�

���� 'inal approacH: .arker proJection from View

A final approacH was deVised tHat took inspiration from botH initial approacHes� 8e
still did not want to be reliant on tHe global camera pose
 HoweVer we wanted to be
able to take eacH indiVidual View into account and be able to optimise oVer a number
of selected Views� *nstead of looking at tHe distances between corners in eacH View

we proJect out tHe marker corner positions from a selected marker in tHe scene and
aim to minimise tHe �% euclidean distances between tHe seen marker corners and tHe
proJected marker corners� 'igure �� sHows tHe inputted model sHown in 'igure ��
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'ig� ��: &Xample sHowing tHe proJected marker corners based around tHe marker witH *% �

proJected onto a real�world model witHout anY rotations applied� 5He proJection is
based around tHe marker witH *% �
 orange points are tHe proJected corners
 red points
are tHe detected corners�

������ 0bJectiVe function

8e first needed to define tHe new obJectiVe function to minimise� 5He obJectiVe function
will be looking to minimise tHe �% distances between wHere tHe model eXpects marker
corners to be from tHe estimated rotations and wHere tHeY are actual seen in tHe frame

tHis is a similar approacH to tHe 15A. approacH after�mentioned� 5He keY difference
is tHat instead of using a global camera pose
 we will use a camera pose wHere a
single marker is selected to be at tHe center� 5He estimated skeleton model will be
transformed so tHat tHe same marker on tHe skeleton model will be matcHed up witH
tHe marker seen in tHe camera� *f we know tHe transform matriX of a marker in tHe
View
 we can transform eVerY marker corner in tHe skeleton model as in 'igure �� to
obtain its coordinate in tHe cHosen markers coordinate frame�
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T = M(C−1)WP

V = [T40, T41, T42]

'ig� ��: (etting Vector position of a marker corner

8Here T is tHe transform matriX of tHe marker corner in tHe camera coordinate frame
and V is tHe �% Vector coordinate of tHat marker corner� M is tHe marker corner
transform in tHe root bone coordinate frame� C is tHe marker transform of tHe cHosen
marker in tHe root bone coordinate frame� W is tHe world transform matriX
 i�e� tHe
camera transform obtained from tHe cHosen marker and P is tHe proJection matriX�

,nowing tHe Vector position of tHe marker corner in tHe View
 we can now do a
proJection to get it into screen coordinates using tHe formula in 'igure ���

u =
Xf

Z
, v =

Y f

Z

x =
1

2
Width+ u

1

2
Width , y =

1

2
Height+ v

1

2
Height

'ig� ��: 1roJecting to screen coordinates

8Here (u, v) are coordinates on tHe Viewing plane
 (x, y) is tHe piXel coordinates on
tHe screen
 f is tHe focal lengtH 	in mm
 and (X,Y, Z) are tHe �% coordinate of tHe
corner in tHe frame of tHe camera space� Width and Height refer to tHe widtH and
HeigHt of tHe screen in piXels�

5He actual marker corners seen in tHe View can be eXtracted from tHe releVant marker
transform matriX� 4ince we know tHe edge siZe of a marker
 we can take tHe corner as
a translation from [0, 0, 0] and multiplY tHis translation matriX bY tHe camera transform
from a specified marker� 8e can tHen use tHe same proJection formula as in 'igure ��
to get tHe position in screen coordinates�

/ow tHat we found tHe two marker corner screen coordinates
 tHe obJectiVe function
is to minimise tHe distances between tHem� 5His leaVes us witH two problems
 firstlY
How do we cHoose wHicH marker is to be used as tHe cHosen marker in eacH View�
4econdlY How do we cHoose wHicH Views to use 

5He first problem was solVed bY ranking tHe markers in eacH View depending on How
accurate its pose estimation was likelY to be� 5He intuition was tHat since some of
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tHe marker corners were far far awaY from tHe cHosen marker position
 anY error in
pose estimation would be eXacerbated tHe furtHer tHe point was awaY from tHe cHosen
marker� $Hoosing tHe most accurate marker meant tHat we reduced tHe likeliness of a
VerY bad pose being used wHicH would result in a lot of error wHen calculating tHe �%
point difference� �% siZe of tHe marker in tHe View was used to rank How accurate tHe
pose estimation for a marker was likelY to be� 5He larger tHe area on tHe screen
 tHe
less likelY tHat sub piXel inaccuracies wHen detecting corners would occur� 'igure ��
sHows tHe formula to get tHe area of tHe marker in tHe View�

A(Θ) =
1

2
| (V2 − V0)× (V3 − V1) |

'ig� ��: Area of a �% Quadrilateral

8Here Vi is tHe �% coordinate of tHe itH point�

8e can define tHe obJectiVe function in terms of tHe set of eQuations for eacH View�
8e use tHe aboVe ranking to obtain tHe marker tHat is most accurate witHin a View

tHe neXt step is to proJect tHe estimated skeleton model based on tHe cHosen marker�
5He neXt step is to proJect out tHe corners for eacH seen marker in tHe View� 'inallY
we can get tHe �% distance as sHown bY tHe formula in 'igure ���

n−1∑
i=0

3∑
c=0

(Eic − Vic)
2

'ig� ��: �% distance between marker corners

8Here n refers to tHe marker count
 c is tHe corner indeX
 Eic is tHe calculated screen
coordinates of marker i and corner c from tHe estimated skeleton model and Vic is tHe
calculate screen coordinates of tHe marker i and tHe corner c in tHe View�

4ince tHe computational time for tHe optimisation increases eXponentiallY witH tHe
problem siZe as it is an 0(n3) problem
 it was decided to limit tHe Views per run
of tHe optimisation to �� Views� AnotHer improVement is to not alwaYs run a global
optimisation looking to optimise tHe rotations for all tHe bones in tHe model� 8e can
run localised optimisations tHat onlY looks at a subset of bones to optimise oVer� 5He
skeleton model makes it easY to diVide up tHe optimisation into localised sections since
we know tHat to estimate tHe rotation of a bone
 onlY tHe bones in tHe route to tHe
root bone would affect its final position� 5His is illustrated in 'igure ���

^��^



f igurate: An application for rigid skeleton modelling

'ig� ��: -ocal optimisation

/otice How a rotation of tHe parent bone of tHe top Half will not affect anY of tHe positions of bones in

tHe bottom Half�

*f we represent tHe skeleton model as a tree
 we can perform a local optimisation bY
moVing from tHe rootbone and picking our waY down tHe tree until we reacH a leaf
node� A leaf node represents an end site of tHe skeleton model� 5His patH tHrougH tHe
tree can be furtHer reduced in siZe bY picking a connected section witHin it to perform
tHe optimisation oVer� 8e would onlY need to consider markers tHat are related to tHe
bones in tHis selection� 5He Views tHat we would use for tHe local optimisation must
HaVe � or more of tHese markers in tHem otHerwise tHeY would be wortHless to tHe
local optimisation� 1referablY we want tHe Views wHere tHe most accurate marker in
tHe View is one of tHe markers in tHe selection in order for tHe results from tHe View
to be less error�prone�

An outline of tHe localised selection is below:

�� 4tart at root node
�� 4elect one of tHe cHildren
 add to selection
�� ��� of adding anY of tHe otHer cHildren to selection
�� 5raVel to first selected cHild
�� *f cHild is end site terminate
 else go to ��
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4ince tHe computation time of tHe optimisation is eXponential witH tHe number of bones

bY doing a local optimisation oVer a subset of tHe bones we are drasticallY reducing tHe
time it takes per iteration of tHe -.A optimisation�

'ig� ��: #one tree representation

0nlY tHe HigHligHted bones will be affected bY tHe rotations of tHe cHosen bone

5Here is one more Heuristic we can take into account to minimise local minimum
problems witH tHe optimisation step� 8e can take adVantage of tHe fact tHat we can
estimate tHe orientation difference between tHe two connected bones bY comparing tHe
camera transform matrices between tHe markers on botH bones� 8e can use tHis Value
to constrain tHe searcH for tHe rotation to up to ��� �� degrees from tHe estimated
Value� 8e onlY want to do tHis if we HaVe adeQuate data to support tHat tHe rotation
estimation is correct so we take tHe aVerage of all Views sHowing tHe rotation and onlY
use it as a constraint if we HaVe oVer ��� Views adding up to tHe aVerage� 8e also
keep a running Variance Value for eacH rotation
 based on tHis Variance we can limit
tHe constraint eVen furtHer
 a low Variance can make tHe constraint as low as ��� �
degrees for tHe rotation�
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(MiR
−1
i )(MjR

−1
j )−1

'ig� ��: 'inding rotation transform from one marker to anotHer

8Here Mi refers to tHe marker transform of i and Ri refers to tHe rotation matriX part of

tHe transform of i�

5He eQuation count for optimising across all bone rotations is tHerefore V iewcount
∑n

i=0

∑4
c=0(Eic−

Vic)
2 8Hereas a local optimisation is tHe same eXcept tHat n represents onlY tHose

markers included in tHe local optimisation�

������ *mplementation

8e can now outline tHe entire algoritHm in two sections� 5He first section deals
witH tHe tracking part wHere we detect tHe markers in a View and process tHe View
in preparation to be used in optimisation� 5He second section deals witH How tHe
optimisation cHooses tHe Views it is going to use and How it determines tHe constraints
to use for eacH rotation parameter�

5racking

8HeneVer a new frame is captured tHe following Happens:

�� %etect markers in scene � 8e use A-7A3 marker detection in order to detect
markers and associate an *% and camera transform to tHem�

�� $Heck distances � 8e can know tHe maXimum possible distance two markers
can be apart from tHe skeleton bone model� 5His is essential tHe maX distance
tHat tHe markers can be apart in �% tHat tHe skeleton model allows� 8e can
precompute tHis distance for eacH marker�marker relation before tHe optimisation
begins� *f a distance between two markers is larger tHan tHis maXimum distance
bY more tHan ��mm we can discard tHe entire View as it is likelY tHat tHe marker
detector Has incorrectlY labeled one of tHe marker *%s� *f we know tHat at
least one marker Has been incorrectlY labeled
 it is likelY tHat tHe tracking of
tHe View was not ideal anYwaYs� 4imilarlY
 we can discard anY View wHere tHe
closest marker appears more tHan ���mm from tHe camera
 tHe pose estimation
is unlikelY to be VerY accurate�

�� 8ork out rotation between connected bones � *f two markers on connected bones
appear in tHe frame
 we add tHe <9
:
;= rotation between tHem to tHe running
aVerage of rotation for tHat particular bone pair in tHe 7iew4torage�cs class file�
8e also increment tHe count seen for tHat bone pair rotation�
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�� 3ank marker accuracY � 8e rank markers witHin tHe View bY tHe area tHat tHe
Quadrilateral formed bY its corners in �% make
 it is more likelY for a marker
pose to be accurate if it appears larger in tHe View�

�� $onstruct View obJect � A new View obJect is created tHat includes information
sucH as tHe markers seen in tHe View and tHe associated camera transforms� 5His
View obJect is stored along witH all otHer Views in tHe 7iew4torage�cs class file�
5He View is placed into a bin tHat corresponds to its most accurate marker� A
reference of tHis View is also placed into a bin corresponding to its �nd most
accurate marker�

0ptimisation

0ptimisation Happens in a separate tHread� &VerY run of tHe optimisation does �
iterations witH �� Views�

�� %ecide wHetHer to do local or global optimisation � 5Here is a ����� cHance of
doing eitHer� *f we cHoose to do a local optimisation we use tHe selection process
in order to select tHe bones to optimise oVer� 'rom tHis we can tHen modifY tHe
eQuations to onlY take into account markers on tHe cHosen bone and tHe bones
in its sub tree�

�� %etermine constraints � 5Here are two constraints tHat can be applied� 'irstlY we
can look at tHe user inputted constraints
 secondlY we can look at tHe constraints
implied bY tHe aVerage rotations seen in tHe tracking stage� *f tHe two constraints
are not oVerlapping we take tHe user inputted constraint as tHe constraint for
optimisation and we also clear tHe rotational aVerage determined from tHe tracking
stage
 we assume tHat tHe user Has constructed tHe model correctlY and tHat tHe
seen rotation is impossible on tHe model� 0tHerwise tHe final constraint is tHe
lower and upper bound from tHe rotational and user inputted constraints tHat Has
tHe least difference�

�� $ollate Views � 8e select �� random marker *%s and pick Views tHat HaVe tHese
marker *%s as tHeir primarY or secondarY accurate markers
 we bias tHe selection
of Views to pick ones tHat HaVe been seen more recentlY
 tHis is to aVoid not
taking in new information once tHe View count gets too large� 5His giVes us
a good spread of Views as tHe logic to pick tHe Views is not skewed towards
markers tHat are seen a lot� *f we are doing local optimisation
 we can onlY
randomlY pick marker *%s corresponding to tHe markers of tHe bones we are
optimising� Also we don�t pick Views tHat do not HaVe � or more of tHe markers
we are optimising oVer�

�� 3un optimisation � 8e can now perform tHe optimisation� 5He input estimated
rotation parameters are tHe results from tHe preVious run 	all �s for initial run
�
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'or eVerY View we take two sets of eQuations
 tHe first set uses tHe most accurate
marker as tHe cHosen marker
 tHe second set uses tHe second most accurate marker�
*f we are working out tHe obJectiVe function on a View tHat does not contain
a marker tHat we want to include in tHe optimisation
 tHe difference for anY
eQuation tHat includes tHat marker is set to ��

�� 6pdate �% model � 'inallY we can update tHe �% model Viewer witH our new
estimated rotation parameters�

AnotHer improVement oVer preVious approacHes is tHat we can now see clearlY wHen
tHe estimation is poor in tHe 6*� *t now oVerlaYs onto tHe camera feed tHe estimated
marker corner positions centered on tHe most accurate marker in tHe current View as
seen in 'igure ��� 5He �% points are re�distorted using tHe brown�s distortion model
so tHeY matcH up witH tHe marker corners on tHe screen�

'ig� ��: 6* sHowing estimated corner positions
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&Valuation �
5He eValuation of tHe final application will be done witH QuantitatiVe analYsis as well as
QualitatiVe analYsis� 8e will be looking at How accurate tHe estimation of tHe rotations
gets on a number of skeleton models wHicH we know tHe eXact rotations of� 8e will
also look at eacH of tHe improVements to tHe core optimisation eXplained in tHe preVious
section and see How tHeY affect tHe final estimation result� 'inallY we will be doing
a walk tHrougH of tHe final application on a more complicated model to sHow How
intuitiVe it is to use�

���� 2uantitatiVe analYsis

8e will be performing tHe optimisation on eacH model for �� runs of � iterations eacH�
5He attacHed grapHs will sHow How tHe aVerage rotational difference for a single rotation
cHanges oVer tHe runs� 5He algoritHm does not eXpect tHe same Views for eVerY run
and tHere are non�deterministic parts of tHe algoritHm as well so we do not eXpect
eVerY run to generate tHe same results� 5o Help alleViate differences due to cHanging
obserVations and randomness we will be doing � passes of �� runs for eacH model and
taking tHe aVerage of tHe results of all passes� 5He camera will trY and keep on a similar
patH for eVerY pass performed in order to giVe tHe optimisation similar Views for eVerY
pass
 HoweVer tHere is still some randomisation due to noise and View selection� 5He
camera will be moVing in a circular patH aboVe tHe model wHilst directed towards tHe
model as sHown in 'igure ��� 8e will be using two main metrics for tHe eValuation

firstlY we will look at tHe �% point difference� 5His is done bY looking at tHe aVerage
distance between wHere tHe bone is estimated to be in tHe skeleton model and wHere
tHe bone actuallY bY applYing tHe pre�measured rotation Values to tHe skeleton model

we take a reading of tHis eVerY run� 4econdlY we look at tHe aVerage rotational error
for an aXis of rotation on a bone
 tHis is tHe difference between tHe estimated rotation
and tHe actual rotation of tHe real�world model
 tHis is recorded eVerY run as well� 8e
will also look at tHe Variance against runs for botH metrics�
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'ig� ��: $amera patH

������ #ase model �� markers

8e will start bY testing on a model witH �� markers� 'igure �� sHows tHis model witH
no rotations applied� /o constraints HaVe been applied to tHe bones since we want to
test tHe accuracY on all aXis 	9
 : and ;
�

#one *ndeX 9 offset : offset ; offset 9 constraint : constraint ; constraint

#� � � � � � �
#� � �� � /�A /�A /�A
#� ��� �� � /�A /�A /�A
#� ��� � � /�A /�A /�A
#� �� �� � /�A /�A /�A
#� ��� � � /�A /�A /�A
#� ��� � � /�A /�A /�A
#� � ��� � /�A /�A /�A
#� �� � � /�A /�A /�A
#� ��� �� � /�A /�A /�A
#�� � ��� � /�A /�A /�A
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'ig� ��: �� marker model

8e will now test witH tHe rotations as sHown in 'igure ���

#one *ndeX 9 : ;

#� � � �
#� � � ���
#� � � ���
#� � � �
#� � � �
#� � � ���
#� � � ���
#� � � ��
#� � � ��
#� � � ���
#�� � � �
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'ig� ��: �� marker model
 rotations �

^��^



f igurate: An application for rigid skeleton modelling

'ig� ��: After optimisation

5He first grapH sHows tHe aVerage �% point difference for eacH bone in millimeters�
/otice tHe rapid conVergence after less tHan �� iterations� 5His is mostlY due to tHe
rotation constraints tHat are applied to tHe optimisation� *t is also wortH noting tHat tHe
Variance of �% point difference for eacH run was progressiVelY getting low
 eacH bone
was eXHibiting rougHlY tHe same �% point difference due to tHe fact we are optimising
oVer all markers in a View� *f we onlY took into account rotational information across
connected bones
 we would eXpect a larger �% point difference near tHe eXtremities
of tHe model� At tHe end of tHe optimisation
 we can see tHat bones came to rougHlY
�mm of tHe eXpected position wHicH is an eXcellent result� 5He �mm error could be
due to a number of factors sucH as sYstemic error due to calibration or noise�
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'ig� ��: �% point difference

'ig� ��: �% point difference Variance
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5He grapH in 'igure �� sHows tHe aVerage rotational error for eacH rotational aXis on
eacH bone oVer tHe number of runs performed� *t rougHlY follows tHe same sHape
as tHe �% point difference grapH witH a rapid conVergence towards tHe correct pose
around tHe �tH run 	��tH iteration
 and tHe stabilisation towards tHe ��tH run� *t also
sHows we can eXpect tHe optimisation to reacH a state wHere eacH rotation is rougHlY
��� degrees off tHe eXpected rotation� 6nlike tHe �% point difference we noticed a
greater Variance on rotational errors
 tHis is likelY due to tHe self�correcting nature of
tHe optimisation� 5He �% point differences are reduced to obtain a more acceptable
general pose
 sometimes at tHe cost of worse rotational error on some of tHe bones in
tHe model�

'ig� ��: 3otational error
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'ig� ��: 3otational error Variance

5He second test will use tHe same model witH different rotations applied as in 'igure
��� 5His test was also performed under less tHan ideal ligHting conditions�

#one indeX 9 : ;

#� � � �
#� � � ���
#� � � ���
#� � � �
#� � � �
#� � � ���
#� � � ���
#� � � ��
#� � � ���
#� � � ���
#�� � � ��
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'ig� ��: �� marker model
 rotations �

'ig� ��: After optimisation
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'igure �� sHows tHe �% point difference� *t followed a similar sHape to tHe �% point
difference from before HoweVer tHe conVergence is not as pronounced� /otablY tHis
optimisation was done in less tHan ideal ligHting conditions wHicH would HaVe caused
problems witH tHe QualitY of aVailable Views� /oise would HaVe plaYed a bigger factor
causing tHe marker pose estimations to be of poorer QualitY� AnotHer problem would
be tHat some markers maY HaVe gotten mistaken for otHers� 5His is reflected bY tHe less
stable optimisation sHown in tHe grapH
 HaVing a good selection of Views would HaVe a
mucH greater importance tHan before due to tHe fact tHat some Views could adVerselY
affect tHe final result of tHe optimisation�

'ig� ��: �% point difference
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'ig� ��: 3otational error

8e will now look at How tHe rotation constraints affects tHe optimisation stage of tHe
process� 5He neXt test will be using tHe same rotations as in tHe first �� marker test�
)oweVer we will be turning off tHe rotation constraints and allowing tHe optimisation
to use anY Value between ���� and ��� degrees wHen estimation tHe rotations�
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'ig� ��: 'inal estimation witH no rotation constraint

'igure �� sHows tHat eVen tHougH tHe rotation constraints were remoVed
 we HaVe still
obtained an accurate estimation of tHe skeleton pose� *t maY seem tHat tHe rotation
constraints maY not add anYtHing to tHe process
 HoweVer it does improVe on How
fast tHe optimisation conVerges to an accurate and stable solution� /otice How tHe
optimisation took nearlY �� runs to become stable witH an accurate result compared to
tHe �� runs needed for tHe optimisation witH constraints applied� 5His is because tHe
optimisation Has to searcH across a larger range to get to tHe final estimated rotation�
6sing tHe rotation constraints can also reduce tHe likeliHood of local minimums affecting
tHe final pose due to tHe fact tHat tHe optimisation will start near to tHe actual skeleton
pose instead of starting at all �s for rotations� 'igure �� sHows tHe rotational error
 it
is VerY HigH initiallY due to tHe fact tHat we are starting at all �s rotation and eVentuallY
gets close to tHe accurate rotation Values�
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'ig� ��: �% point difference � /o rotation constraints

'ig� ��: 3otational error � /o rotation constraints

^��^



f igurate: An application for rigid skeleton modelling

���� 2ualitatiVe analYsis

*n tHis subsection we will walk tHrougH tHe process of using tHis tool from end to end�
8e will be doing tHe walk�tHrougH on tHe model as seen in 'igure �� starting witH tHe
creation of tHe model in tHe 6* tHrougH to performing tHe optimisation to estimate tHe
skeleton pose� *t Has �� bones in total
 eacH witH its own marker
 � of tHe bones are
connected bY Hinges tHat allow moVement in onlY a single aXis and � of tHe bones are
connected using ball Joints allowing complete freedom for rotations�

'ig� ��: real�world model

������ $reating tHe model

8e HaVe pre�measured tHe offsets of tHe bones and markers so all we need to do is
input tHem into tHe program� 8e start bY selecting @@$reate a new model�� in tHe 6*�
5o add a new bone
 click on tHe parent bone to select it
 click on @@Add new bone��
and tYpe in tHe name of tHe new bone and tHe 9
:
; offset from parent� 'inallY click
@@create�� to finisH adding tHe bone� 5He �% model Viewer will update to reflect tHe
new bone added to tHe model and tHe new bone will automaticallY become tHe selected
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bone� Also note You can cHange tHe 9
:
; rotation orientation of anY bone of tHe
model bY clicking on tHe bone in tHe �% Viewer and adJusting tHe sliders tHat pop up
on tHe left of tHe 6*� *t is also possible to set tHe constraints on rotation on tHe bone
bY moVing tHe constraints marker on eacH slider to tHe appropriate Value� AnotHer
useful feature is tHe bone HierarcHY Viewer on tHe rigHt of tHe 6*
 it sHows tHe parent
of tHe current bone and lists tHe cHildren underneatH as well� $licking on tHe name of
anY bone in tHe bone HierarcHY will make tHat bone tHe selected bone�

'ig� ��: $reating a new model

5op left � 4tarting a new model
 5op rigHt � selecting to add a new bone
 #ottom left � *nputting tHe

name and offset
 #ottom rigHt � after adding tHe tail bone�

After creating tHe complete skeleton model we will need to add markers in order for
tHe optimisation to recognise tHe bone positions� 'irst we will click on tHe marker
mode button on tHe top left of tHe 6*
 tHis mode displaYs as tHe markers on tHe model
sHowing tHe corner orientations and positions of eacH marker� 5o add a new marker to
a bone
 select tHe bone in tHe �% Viewer and tYpe in tHe 9
:
; offset of tHe marker
in tHe input boXes on tHe left of tHe 6*� $licking on @@Add new marker�� will add tHe
marker onto tHe selected bone� 5o modifY tHe rotation of a marker on a bone select
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tHe bone in tHe Viewer� A list of markers attacHed to tHat bone will appear on tHe left
of tHe 6*� $licking on tHe marker in tHat list will select tHe marker
 tHis is reflected
bY tHe orange HigHligHting of tHe selected marker in tHe �% model Viewer� 5He 9
:
;
rotation sliders will appear on tHe left� 5He application will automaticallY assign eacH
marker an *% based on its internallY created bone model tree� *t is possible to oVerride
tHis beHaVior and assign Your own *%s to a marker bY using tHe teXt input boX on tHe
bottom left wHilst HaVing a marker selected� 8Hen moVing back to bone editor mode

tHe corners of tHe markers will still be Visible on tHe model�

'ig� ��: Adding tHe markers

5op left � Adding a marker
 5op rigHt � 4elected marker and cHanging orientation
 #ottom � .arker

appearing bone mode�

After we HaVe added all tHe bones and markers we sHould saVe tHe model� 5o do tHis

click on @@4aVe $urrent .odel�� in tHe top rigHt of tHe 6*� A teXt input boX will appear

tYpe in tHe name You wisH to saVe tHe model under and click saVe to confirm� *f we are
oVerwriting an eXisting model
 a dialog boX will appear asking You to confirm You reallY
want to oVerwrite an eXisting model
 otHerwise tHe application will take a screensHot
of Your model and saVe it into tHe �%ocuments��figurate�models��.odel/ame��
folder� 5o load an eXisting model click on tHe @@-oad eXisting .odel�� button on tHe
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top rigHt of tHe 6*� 5He 6* will sHow displaY pictures of all saVed models
 simplY click
on tHe model You wisH to load� :ou can also tYpe tHe name of tHe model You want
to load in tHe teXt input boX
 tHe saVed models tHat HaVe a prefiX matcHing tHe tYped
name will be HigHligHted in tHe displaY� 5He saVed model will be loaded witH all tHe
rotations and offsets specified as wHen You saVed it�

'ig� ��: 4aVing and loading

5op rigHt � 4aVing tHe bug model
 5op left � -oading tHe same bug model�

������ &stimation of model pose

8e HaVe completed creating tHe model and placing tHe markers in tHe preVious section

we will not go on to eXplain How to estimate tHe model pose from a real world model�
5He rotated model we will be using for tHis eXample is sHow in 'igure ���
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'ig� ��: 3otated real�world model

5o start tHe optimisation
 press '�� 5He 6* will cHange to sHow tHe camera feed on
tHe rigHt side and tHe �% model Viewer on tHe left side� :ou can still use tHe mouse
to naVigate and rotate around tHe �% model during tHe optimisation� ��� usable Views
HaVe to be collected before tHe leVenberg marQuardt kicks in� As You naVigate tHe
real�world model witH tHe camera
 tHe camera feed will be oVerlaid witH tHe difference
between eXpected marker corners and seen seen marker corners based on tHe dominant
marker in tHe current View� 5His is to aid tHe user in naVigating tHe model
 markers
eXHibiting a large difference sHould be prioritised for Viewing witH tHe camera� 1ress
'� again to stop tHe optimisation
 it is usuallY clear wHen tHe estimated model matcHes
tHe real�world model as tHe eXpected corners sHould matcH up more or less witH tHe
actual corners in tHe camera feed oVerlaY�
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'ig� ��: 0ptimisation in action

'igure �� sHows optimisation in action� 5He top two images sHow tHe optimisation in
tHe beginning stages
 notice How tHe �% point difference is large on tHe tail and wings
as tHe optimisation is in tHe process of estimating tHose parts of tHe skeleton model�
5He bottom two images sHows tHe optimisation towards tHe later stages
 tHe model in
tHe �% model Viewer is nearing tHe rotations present in tHe real�world model� 5He �%
corner seen and obserVed Has almost completelY matcHed up in tHe oVerlaY�
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'ig� ��: 'inal rotation model

'igure �� sHows tHe final estimated skeleton model pose after optimisation� 5He results
obtained are VerY accurate
 notice How it is almost completelY sYmmetrical as it is in
tHe real�world model� 6pon selecting tHe bones and comparing it to tHe real�world
model rotations
 we see a similar sort of accuracY to tHe accuracY obtained during tHe
QuantitatiVe analYsis testing� 5He user can now saVe tHis rotated model�

'inallY tHere is a tool included wHicH allows tHe user to eXport tHis pose as a #7) file
witH a single frame of animation� 5His allows tHe user to import tHe result into a �%
modeling application sucH as �%4 maX and attacH a real �% model to tHe estimated
pose for furtHer use� 5He user simplY Has to click tHe eXport to #7) button in tHe
bottom rigHt of tHe 6* after optimisation Has finisHed� 5He #7) file will be written
out to tHe same folder tHat tHe associated model is saVed to�
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$onclusion �
5HrougHout tHis report we HaVe demonstrated an easY to use sYstem tHat allows a user to
generate a VerY accurate pose of a real�world obJect using Just a web�cam in real�time�
5His Has been acHieVed using computer Vision tecHniQues
 in particular reconstruction
from manY Views using a -eVenberg�.arQuardt optimisation scHeme� *n tHis section *
will HigHligHt a few important tHings to be taken from tHis proJect
 detail some of tHe
limitations of tHe sYstem and finallY talk about some future work tHat can be done in
order to improVe and add functionalitY to tHe sYstem�

���� 4ummarY

f 6sing bundle adJustment tecHniQues can Yield a VerY HigH degree of accuracY

tYpicallY bone positions were less tHan a few mm off
 and in tHis case can also
Help recoVer from situations wHere not all tHe feature points maY be Visible in
tHe scene� 'or instance in tHe situation of HaVing a missing marker on a bone
cHain between two seen markers
 we can tYpicallY recoVer tHe rotation of tHe
bone witH tHe missing marker based on tHe information about tHe markers eitHer
side of it� An eXample of tHis is sHown in 'igure ���

f *nitiallY we were HaVing problems witH some markers being mistaken for otHers
wHen tHe camera was not in focus or tHe ligHting conditions were not ideal� 5His
can cause problems as tHe View collected would be bad and adVerselY affect tHe
optimisation� 8e got around tHis bY saYing tHat a View is not Valid if tHe marker
is detected furtHer awaY tHan tHe skeleton model would allow from anY otHer
marker� 5His cHeck is an 0	n2) operation for markers in tHe scene
 in practice
tHis is acceptable as eVen if we Had tHe full ���� markers in tHe scene tHe time
to perform tHis cHeck would be minimal�

f #undle adJustment is an 0	n3) problem bY nature
 using all tHe information from
all tHe Views simultaneouslY would mean it would take far to long for real�time
application� 8e solVed tHis problem bY splitting up tHe tracking tHe markers
from tHe optimisation of tHe estimated rotations� 5His is similar to tHe approacH
taken bY 15A.� 'urtHermore we intelligentlY selected a limited amount of Views
we were using in order to make eacH iteration of tHe optimisation complete in
a far faster time� 5His reduced tHe problem down to a 0	nm
 problem witH
increasing View count�
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f 8e also found tHat doing a localised optimisation on certain parts of tHe model
can Helps in speeding up tHe oVerall optimisation� 3educing tHe number of bones
in an optimisation pass reduces tHe computation time eXponentiallY�

f *nitiallY we were running into tHe problem of local minimums causing tHe op�
timisation to terminate on an incorrect result� 5He use of tHe rotation estimate
Heuristic allows us to get around tHis problem as well as speeding up tHe process
of optimisation as we were starting closer to tHe final solution�

f )aVing tHe oVerlaY on tHe web�cam feed meant tHat tHe user can HaVe an easY
waY to see How well tHe optimisation is going� *t proVed to be VerY useful in
QuicklY determining if tHe optimisation was working or not�

'ig� ��: .issing marker on wing
 notice How tHe final estimate recoVers tHe pose of tHe complete wing

���� -imitations and future work

0ne of tHe keY limitations of tHe sYstem is tHe need to accuratelY measure tHe model
to input into tHe application� )aVing a badlY measured model can Yield bad results
as tHe optimisation would tHink tHe rotations are off if it eXpects tHe markers to be
somewHere else� A furtHer improVement to get around tHis would be to HaVe a self�
calibrating sYstem wHicH can determine tHe lengtHs of tHe bones and possible rotations
Just be looking at tHe model witH tHe web�cam� A possible waY to do tHis would be
to manuallY take a number of Views witH tHe bones rotated in a certain waY around
tHe real�world model in order to find out wHere tHe Joints are on tHe model�

5He application does not get around tHe problem tHat tHe optimisation would still increase
eXponentiallY witH tHe number of bones in tHe model� AltHougH it would probablY
be unwise to use a different scHeme otHer tHan -eVenberg�.arQuardt optimisation
 we
could cHange tHe strategY related to How manY Views we use per run and tHe cHances
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of doing a local optimisation as opposed to a global one� 5His strategY could be based
on an analYsis performed on tHe model done before tHe optimisation begins� 'urtHer
work is also possible on How we rank tHe Views tHat we obtain
 for instance we can
rank Views eXHibiting large amounts of motion blur to be of worse QualitY and base
our selection on more factors tHan Just tHe number of markers in a scene and tHe most
dominant marker seen�

)aVing markers on tHe real�world model is still not tHe most ideal solution� A big
improVement could be made if we could make tHe sYstem marker�less as well
 it would
relY on real�world features on tHe model instead of tHe fiduciarY markers� 8e would
need a good waY to be able to tell tHe sYstem wHat to look for in tHe scene and How to
compreHend tHe features it finds in relation to tHe skeleton model� 5His would likelY
be tHe neXt step forward for tHe application�

AnotHer are of future work would be to make tHe application be able to detect wHen
tHe real�life model Has cHanged rotation in tHe middle of an optimisation pass� 8e could
tHen be able to perform real�time capture of tHe cHange of rotation� 5His can be furtHer
worked upon to make it retain information about tHe bones tHat HaVe not cHanged
rotation in order to make it determine tHe new pose witHout HaVing to recapture
information about tHe wHole skeleton model�

*t would be useful if we could Visualise tHe full �% model tHat will be used in programs
sucH as �%4 .aX in conJunction witH tHe estimated pose� 8e could include tHis in tHe
�% Viewer bY allowing tHe user to import a Valid rigged �% model�

'inallY it would be an interesting area to eXplore if we could model �bones� tHat HaVe
cHanging lengtHs sucH as springs or fabric� 0ur optimisation would need to take tHe
cHange in siZe of a bone into account as well as tHe rotation� 5His would allow us to
moVe onto modeling not onlY rigid skeleton obJects but obJects witH elastic properties
sucH as clotHing and ropes�
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AppendiX A
A��� )ardware

5He proJect was deVeloped and run on 8indows � running on a %ual�core i� 	���gHZ

and �gb of 3A.� 5He camera used tHrougHout tHe proJect was a non�branded ���X���
��HZ web�cam� 5He camera intrinsic and eXtrinsic parameters are listed below:

' o c a l l e n g t H : < � � � � � � � � � � � � � � =
1 r i n c i p a l p o i n t : < � � � � � � � � � � � � � � =
% i s t o r t i o n : < −�������� � � � � � � � � � � � � � � � � −�������� =

A��� 4oftware

5He entire application was deVeloped using tHe $� programming language in 7isual
4tudio ���� &Xpress edition� 8e used .icrosoft 9/A for tHe grapHics A1*
 Alglib for
tHe -eVenberg .arQuardt implementation and A7-A3 for tHe marker detection� 8e
are using tHe A7-A3 wrapper built from (oblin 9/A
 tHis must be included as a %--
in tHe proJect�
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