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Abstract

We introduce a domain-theoretic framework for continuous-time,
continuous-state stochastic processes. The laws of stochastic pro-
cesses are embedded into the space of maximal elements of the
normalised probabilistic power domain on the space of continuous
interval-valued functions endowed with the relative Scott topology.
We use the resulting ω-continuous bounded complete dcpo to de-
fine partial stochastic processes and characterise their computabil-
ity. For a given continuous stochastic process, we show how its
domain-theoretic, i.e., finitary, approximations can be constructed,
whose least upper bound is the law of the stochastic process. As a
main result, we apply our methodology to Brownian motion. We
construct a partial Wiener measure and show that the Wiener mea-
sure is computable within the domain-theoretic framework.

Categories and Subject Descriptors F.1.1 [Theory of Compu-
tation]: Models of Computation—Computability theory; F.4.1
[Mathematical Logic and Formal Languages]: Mathematical
Logic—Computability theory

General Terms Algorithms, Design, Theory

Keywords Brownian motion; Wiener measure; Domain theory;
Stochastic processes; Computability

1. Introduction

This work is motivated by a desire to improve our understanding
of stochastic processes, particularly in the light of recursion theory.
In recent decades, major advances in stochastic calculus have been
motivated by applications in the rapidly expanding field of quan-
titative finance. Stochastic processes have many other important
applications, notably in filtering problems, stochastic approaches
to deterministic boundary value problems, optimal stopping, and
stochastic control [30].
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Several schools of computable analysis have addressed the subject
of measure theory and integration. The computability of measures
and integration on the unit interval was studied in the light of Type-
2 Theory of Effectivity (TTE) [35]. The computability of measures
and set-theoretical operations was examined in the setting of a com-
putable measure space [38, 39]. Computable probability frame-
works were used to study Martin-Löf and dynamical randomness
[18]. In a separate strand of literature, interval-valued and fuzzy-
valued random variables have been considered, and there have also
been extensions of stochastic integration to interval-valued and set-
valued processes [27, 40].

This article follows the tradition of applying domain theory [33]
to classical analysis, which started with applications to dynamical
systems, measures and fractals [7] and integration [5]. In this ap-
proach the classical spaces are realised as a subset of maximal ele-
ments of an ω-continuous dcpo, where the set of maximal elements
is endowed with the relative Scott topology. By embedding the set
of probability measures of any locally compact second countable
metric space into the set of maximal elements of the probabilistic
power domain [19] of the upper space of the metric space [7] a new
theory of approximation of measures was obtained. This resulted in
a generalisation of the Riemann integral to the so-called R-integral
[5]. When the embedding is onto the set of maximal elements of
such a dcpo, then the classical space is precisely a complete metris-
able separable metric space [24].

More generally, as in the context of the present paper, when a
separable metric space is homeomorphic to a Gδ subset of the
maximal elements of anω-continuous dcpo endowed with the Scott
topology, the space of probability measures of the metric space
endowed with the weak topology is homeomorphic to a subset of
the maximal elements of the probabilistic power domain of the ω-
continuous dcpo [9]. This result establishes a connection between
the classical measure theory and domain theory with applications
in various areas [8].

In [6], domain theory has been applied to discrete time stochas-
tic processes. Here we follow a different path and develop a more
general approach. We consider continuous time, continuous space
stochastic processes through the prism of domain theory. Not only
does this theoretical apparatus allow us to examine the question of
computability, it naturally yields new approaches to computation of
stochastic processes by constructing a new data type for represent-
ing them.

The plan for this paper is as follows. In Sec. 2 we present
some domain-theoretic and topological preliminaries. In Sec. 3,
we introduce a domain-theoretic framework for continuous-time,
continuous-state stochastic processes. This is realised by consider-
ing them with the underlying compact-open topology of the space



of trajectories and embedding them into the set of maximal ele-
ments of the normalised probabilistic power domain of the space
of Scott continuous interval-valued functions or trajectories, which
extend the classical notion of trajectories of stochastic processes in
the domain-theoretic setting. We derive a necessary and sufficient
condition for the least upper bound of an increasing sequence of
simple valuations in the normalised probabilistic power domain to
be supported on the maximal elements, i.e., be in effect the law of
a stochastic process.

Given a Borel measure supported on the maximal elements of a
bounded complete ω-continuous dcpo, we construct an increas-
ing sequence of simple valuations on the normalised probabilistic
power domain of the dcpo whose least upper bound is the given
measure. In particular, for a given continuous stochastic process,
this yields a domain-theoretic approximation by partial stochastic
processes (Sec. 4). We then formulate a notion of computability
for partial stochastic processes which is used to define domain-
theoretic computability for a classical stochastic process (Sec. 5).

As one of our main results, we apply our methodology to Brow-
nian motion and its law, the Wiener measure (Sec. 6). Brownian
motion is the stochastic process W defined by the following three
properties: (i) W0 = 0, (ii) the function t → Wt is almost surely
everywhere continuous, (iii) W has independent increments with
Wt − Ws normally distributed with expected value 0 and variance
t − s. The Wiener measure of a basic point-open set of continuous
functions from [0, 1] to R, i.e. a set of the form

{ f | ai < f (ti) < bi, 0 = t0 < t1 < . . . , < tn = 1},

is given by

1√
πn

∏n
i=1(ti − ti−1)

∫ b1

a1

. . .

∫ bn

an

e
∑n

j=1
(x j−x j−1)2

t j−t j−1 dxn . . . dx1, (1)

where x0 := 0. The computability of the Wiener measure and
Brownian motion has previously been studied by Fouché [4, 13].
In particular, when all ai, bi and ti are computable real numbers,
the real number given by (1) is also computable.

The Lebesgue-type integral of a functional with respect to the
Wiener measure is known as the Wiener integral whose compu-
tation presents significant challenges even for the simplest func-
tionals [31]; research has focussed on the computation of several
special cases [3, 21]. Wiener measure and integration play a major
rôle in stochastic analysis due to their association with Brownian
motion and have found major applications in quantum physics [34]
such as Feynman integration.

Due to the central role played by the Wiener measure in stochastic
analysis and theoretical physics, the question of its computability
attracted the attention of researchers working in the field of com-
putable analysis. This question was addressed by Fouché. In [13],
he considered ways in which the Brownian motion can be approxi-
mated by oscillations which are encoded by finite binary strings of
high descriptive complexity. This enabled him to deduce recursive
properties of this stochastic process. In [14], he showed that Brow-
nian motion can be computed from an infinite binary string which
is complex in the sense of Kolmogorov–Chaitin. He presents a di-
rect construction of complex oscillations from algorithmically real
numbers based on ideas underlying the construction of Gaussian
processes as spirals in Gaussian Hilbert spaces. This is similar to
Wiener’s Fourier analytic approach in that the Brownian motion is
regarded as a random signal with random, normally distributed am-
plitudes. An investigation of the computability of this construction
is presented in [4].

In this paper we develop a domain-theoretic method for approxi-
mating stochastic processes. We then show that the Wiener measure

is domain-theoretically computable by using, among other things, a
result by Paul Lévy. This provides an alternative proof of the com-
putability of the compact-open sets to that discovered by Fouché
[13] and enables us to create a domain-theoretic approximation for
Brownian motion.

The application of the domain-theoretic machinery to this problem
creates many possibilities for further work, some of which are listed
in Sec. 7.

2. Preliminaries

We assume that the reader is already familiar with foundations of
general topology and domain theory [1, 16]. In this paper we strive
to use the mainstream notation and terminology. We shall use the
term ‘base’ for topological bases and ‘basis’ for domain-theoretic
bases. The interior of a set A is denoted by A◦ and its closure
by A. By domain we mean an ω-continuous dcpo. We shall be
primarily concerned with bounded complete domains (sometimes
called continuous Scott domains).

The interval domain of the real line is the collection of compact
intervals IR := {[a, b] | a, b ∈ R ∧ a ≤ b} ordered by reverse subset
inclusion. It is a bounded complete domain. For directed A ⊆ IR,⊔

A =
⋂

A; I � J ⇔ J ⊆ I◦; and {[p, q] | p, q ∈ Q ∧ p ≤ q} is a
countable basis for IR. Similarly, we can replace R with a compact
interval C ⊆ R to obtain the interval domain of C, IC.

Let X be a locally compact Hausdorff space, O(X) be its lattice of
open subsets, and L be a bounded complete domain. For O ∈ O(X)
and a ∈ L, a single-step function is the continuous map

aχO(x) =

{
a, if x ∈ O;
⊥, otherwise,

where ⊥ is the bottom element. A step function is a join of a
bounded finite collection of single-step functions. The set [X → L]
of all continuous functions g : X → L is a bounded complete
domain with respect to the pointwise order induced by L with
a basis consisting of step functions. We shall refer to the step
functions made up of basic open sets of X and basis elements of L
as basic step functions. When regarding [X → L] as a topological
space, we imply that it is endowed with the Scott topology. We shall
require the following results from [12]:

Proposition 2.1. For all f ∈ [X → L]:

1. For every O ∈ O(X) and every a ∈ L, O � f −1( �a) iff aχO � f ;

2. For every finite family Oi ∈ O(X) and ai ∈ L such that Oi �

f −1( �ai) for i = 1, . . . , n, we have that
⊔n

i=1 aiχOi � f ;

3. f =
⊔
{aχO | O � f −1( �a)}.

A valuation on the topological space X is a function ν : O(X) →
[0,∞) with the properties (i) ν(∅) = 0; (ii) ν(O) + ν(U) = ν(O ∪
U) + ν(O ∩ U); (iii) O ⊆ U ⇒ ν(O) ≤ ν(U) for O,U ∈ O(X). A
continuous valuation is a valuation such that whenever A ⊆ O(X)
is a directed set (wrt ⊆) of open sets of X, then ν

(⋃
O∈A O

)
=

supO∈A ν(O). For any b ∈ X, the point valuation δb : O(X)→ [0,∞)
defined by

δb(O) =

{
1, if b ∈ O;
0, otherwise.

Any finite linear combination
∑n

i=1 riδbi with ri ∈ [0,∞), 1 ≤ i ≤ n,
is a continuous valuation on X. It is called a simple valuation. The
(normalised) probabilistic power domain PX (P1X) of X consists



of the set of continuous valuations ν on X (with ν(X) = 1) and is
ordered pointwise: ν v ν′ iff, for all O ∈ O(X), ν(O) ≤ ν′(O). If X
is an ω-continuous dcpo with ⊥, then P1X is also an ω-continuous
dcpo with bottom element δ⊥ and has a basis consisting of simple
valuations.

Let X and Y be two topological spaces. By C(X,Y) we shall denote
the set of all continuous functions from X to Y . If K is a compact
subset of X and U is an open subset of Y , define the compact-open
subset

V(K,U) := { f ∈ C(X,Y) | f (K) ⊆ U}.
These sets form a subbase for a topology on C(X,Y) called the
compact-open topology. We denote the corresponding basic open
sets by

V(K1, . . . ,Kn; U1, . . . ,Un) =

n⋂
i=1

V(Ki,Ui), n ∈ N+.

When referring to C(X,Y) as a topological space, we shall always
be implying the compact-open topology.

It is well known that if X is a locally compact Hausdorff space then,
for any baseB of X, the familyBc := {U ∈ B |U is compact} is also
a base for X. We can therefore require that a base for such a space
contain only relatively compact sets (i.e. those whose closures are
compact). It is possible to relate topological bases for X and Y to
one for C(X,Y).

Lemma 2.2. Let X be a locally compact Hausdorff space with a
base B consisting of relatively compact sets. Let Y be a topological
space with a baseU. Then a base for C(X,Y) is given by the sets

V(O1, . . . ,On; U1, . . . ,Un), n = 1, 2, . . . , (2)

with O1, . . . ,On ∈ B and U1, . . . ,Un ∈ U.

As a consequence, if both X and Y are second countable, then
C(X,Y) is also second countable. We can similarly relate a topo-
logical base for X and a domain-theoretic basis for L to a domain-
theoretic basis for [X → L].

Lemma 2.3. Let X be a locally compact Hausdorff space with a
base B consisting of relatively compact sets. Let L be a bounded
complete domain with a basis C. Then a basis for [X → L] is given
by step functions of the form

n⊔
i=1

aiχOi , n = 1, 2, . . . , (3)

with O1, . . . ,On ∈ B and a1, . . . , an ∈ C.

3. The domain-theoretic model

Let (Ω,F ,P) be a probability space. Let T := [0, 1] and S := R,
endowed with their usual topologies, represent, respectively, the
time space and state space. Let G be the Borel σ-algebra of S .
We consider the stochastic process X : T × Ω → S . The map
Xt : Ω → S : ω 7→ X(t, ω) is a (F ,G)-measurable function for
t ∈ T .

For a topological space Z let MZ be the collection of Borel mea-
sures on Z. Let C(T, S ) denote the space of all continuous functions
from T into S , endowed with the compact-open topology. We are
given the law of a stochastic process, µ ∈MC(T, S ). This is a mea-
sure on the measurable space (C(T, S ),B), where B is the Borel
σ-algebra corresponding to the compact-open topology. We shall
construct a domain-theoretic approximation for µ.

Consider the map s : C(T, S ) → [T → IS ] defined by s :
f 7→ λx.{ f (x)}. The topologies on the domain and range are,
respectively, the compact-open topology and Scott topology.

Each function f : T → IS corresponds to a pair of functions
f −, f + : T → S with f (x) =:

[
f −(x), f +(x)

]
. Recall that f ∈

[T → IS ] iff f − and f + are, respectively, lower and upper semi-
continuous.

The image M := s(C(T, S )) is a proper subset of the set
Max [T → IS ] of maximal elements of [T → IS ]. It is well known,
for example, that the function

g(x) :=


{−1}, x < 1/2;
[−1, 1] , x = 1/2;
{1}, x > 1/2

is a maximal element of [T → IS ], while it is not an image of any
classical function in C(T, S ) under s.

Lemma 3.1. 1. The map s is continuous.

2. For any positive integer n, i = 1, . . . , n, let Oi be open and ai ∈

IS such that ai is not maximal, i.e., a−i < a+
i in [a−i , a

+
i ] := ai.

Then

s

 n⋂
i=1

V(Oi, a◦i )

 =

n⋂
i=1

�aiχOi ∩ M.

Proof. 1. Take any open O ⊆ T and a ∈ IS . Then

s−1( �aχO)
Prop. 2.1

=

s−1({g ∈ [T → IS ] | O � g−1( �a)}) =

s−1({g ∈ [T → IS ] | O ⊆ g−1({b ∈ IS | b ⊆ a◦})}) =

V(O, a◦).

2.
n⋂

i=1

�aiχOi ∩ M
Prop. 2.1

=

n⋂
i=1

{g ∈ [T → IS ] | Oi � g−1( �ai)} ∩ M =

n⋂
i=1

{g ∈ [T → IS ] | Oi ⊆ g−1({b ∈ IS | b ⊆ a◦i })} ∩ M =

s

 n⋂
i=1

{ f ∈ C(T, S ) | f (Oi) ⊆ a◦i }

 = s

 n⋂
i=1

V(Oi, a◦i )

 .
�

Proposition 3.2. The map s is a topological embedding.

Proof. We have already ascertained (Lemma 3.1 (1)) that s is con-
tinuous. By Lemma 2.2, a base for C(T, S ) is given by sets of the
form

⋂n
i=1 V(Oi,K◦i ), n being a positive integer, Oi open intervals,

and Ki compact intervals. By Lemmas 3.1 (2) and 2.3, the image of
such a basic open set is a basic open set of the relative Scott topol-
ogy. Since images and arbitrary unions commute, the image of any
open set under s is an open set of the relative Scott topology. �

In summary, the relative Scott topology on the proper subset M of
the maximal elements of [T → IS ] coincides with the compact-
open topology. This gives rise to the subspace of the embedded
classical functions.



For all I = [c, d] ∈ IS , let |I| := d−c be the diameter of I. Similarly,
for all f ∈ [T → IS ], let | f | := maxt∈T | f (t)|. Call this the diameter
of f . For all n ∈ N+, define

Un :=
⋃{

�g | g ∈ [T → IS ] a step function, |g| = 1/n
}
.

Proposition 3.3. C(T, S ) is homeomorphic to a Gδ subset (i.e. a
countable intersection of open sets) of [T → IS ].

Proof. This is an adaptation of [7, Prop. 5.9] to our setting. M =⋂∞
n=1 Un, which is a countable intersection of open sets. �

As T is compact Hausdorff and second countable, the function
space C(T, S ) is separable. Whenever a separable metric space is
homeomorphic to a Gδ subset of a domain endowed with its Scott
topology, the space of probability measures of the metric space
endowed with the weak topology is homeomorphic with a subset
of the maximal elements of the probabilistic power domain of that
domain [9].

Thus let M1C(T, S ) be the space of probability measures (nor-
malised measures) on C(T, S ) with the weak topology, i.e. the
coarsest topology on the set of normalised measures such that the
functional

Fg : M1C(T, S )→ R, µ 7→

∫
g dµ

is continuous for all bounded continuous maps

g : C(T, S )→ R.

Let
e : M1C(T, S )→ P[T → IS ]

be defined by
e(µ) = µ ◦ s−1.

By the results of [9, Sec. 3], e embeds M1C(T, S ) into the set of
maximal elements of P1[T → IS ].

The image of e consists of continuous valuations on [T → IS ]
whose unique extension to a measure is supported on M. This pro-
vides a domain-theoretic framework for classical stochastic pro-
cesses. In fact, P1[T → IS ] is ω-continuous with a basis of simple
valuations. It follows that for any µ ∈ M1C(T, S ) there is an in-
creasing chain of simple valuations (νn)n∈N in P1[T → IS ] with

e(µ) =
⊔
n∈N

νn.

The simple valuations provide finite approximations to µ, the law
of the stochastic process.

Let ν ∈ P[T → IS ] be a continuous valuation. Then ν extends
uniquely to a probability measure ν∗ on [T → IS ] [2]. We say
that ν is supported on M if ν∗(M) = 1. We shall now derive a
necessary and sufficient condition for the least upper bound of an
increasing sequence of simple valuations to be supported on the
maximal elements of [T → IS ], i.e. being in effect the law of a
stochastic process.

Proposition 3.4. The continuous valuation ν is supported on M iff
for all n ∈ N+, ν(Un) = 1 (Un as defined in Proposition 3.3.)

Proof. By the properties of measures,

ν∗(M) = ν

 ∞⋂
n=1

Un

 = lim
n→∞

ν(Un).

If, for each n ∈ N+, ν(Un) = 1, then limn→∞ ν(Un) = 1. Therefore ν
is supported on M. On the other hand, if ν is supported on M, then
limn→∞ ν(Un) = 1. Since {Un}n∈N+ is a decreasing sequence of sets,
for all n ∈ N+, ν(Un) = 1. �

A valuation on the probabilistic power domain of a domain is max-
imal iff it is supported in the set of maximal elements (Proposi-
tion 5.18 in [7] and Theorem 8.6 in [23]). Therefore, if ν is sup-
ported on M, the valuation ν is maximal.

For a simple valuation ν :=
∑n

j=1 r jδg j , n ∈ N+, and l ∈ R+ define
the l-mass of ν by ml(ν) :=

∑n
j=1{r j | |g j| < l}.

Proposition 3.5. Suppose that ν1 v ν2 v ν3 v . . . is an increasing
chain of simple valuations in P1[T → IS ] with

νi :=
ni∑
j=1

ri jδgi j ,

ni ∈ N
+. Define ν :=

⊔
n∈N+ νn. Then ν is supported on the subspace

of the embedded classical functions iff, for all n ∈ N+, there exists
N ∈ N+ such that

m1/n(νN) > 1 − 1/n.

Proof. Suppose that, for all n ∈ N+, the required N exists. Fix any
n ∈ N+ and ε > 0. Take some k ∈ N such that

1/k < min{ε, 1/n}.

Then there is some N ∈ N+ such that

1 − m1/k(νN) < 1/k < ε.

By construction, functions of diameter less than 1/n are in Un, so
we have 1 − νN(Un) < ε. Therefore ν(Un) = supi νi(Un) = 1, and,
by Proposition 3.4, ν is supported on M.

Now suppose that ν is supported on M. Fix any n ∈ N+. By
Proposition 3.4, ν(Un) = 1. Therefore there exists N such that

1 − νN(Un) < 1/n,

and so
m1/n(νN) > 1 − 1/n. (4)

�

4. The approximation of a stochastic process

We now know the existence of an approximating domain-theoretic
sequence for the law µ of a stochastic process, but we haven’t
yet demonstrated how to construct it explicitly. The rest of this
section is dedicated to such a construction, which is a main result
of the paper. While we could adopt the method in Sec. 3 of [9], we
will present a general result that holds for any bounded complete
domain.

Let D be a bounded complete domain with a countable basis

B := (b1, b2, . . .) (5)

closed under finite bounded suprema. The topological space X is
embedded into the set of maximal elements of D, the embedding
being s, thus M ⊆ Max(D).

We will recursively define a sequence of finite lists, which is used
to construct an increasing chain of simple valuations converging to
µ. Define the finite lists

A0 := [a0
1 := ⊥]



and, for n ∈ N,

An+1 = [bn+1 t an
l1
, . . . , bn+1 t an

lLn
, an

1, . . . , a
n
Kn

],

where

An = [an
1, . . . , a

n
Kn

]

and [an
l1
, . . . , an

lLn
] is the sublist of An consisting of those elements

that have an upper bound with bn+1. (Ln ≤ Kn.)

For example,

A1 = [b1,⊥];

A2 =

{
[b2 t b1, b2, b1,⊥] if b2 t b1 exists,
[b2, b1,⊥] otherwise.

Further, for n ∈ N,

νn :=
Kn∑
i=1

rn
i δan

i
, (6)

where

rn
i := e(µ)

[ �an
i \

i−1⋃
k=1

�a
n
k]

 . (7)

We begin by proving that {νn} is increasing. Recall that if L is a
dcpo, then for any a, b ∈ L such that a t b exists,

�(a t b) = ( �a) ∩ ( �b).

If L is bounded complete, then for any a, b ∈ L such that at b does
not exist,

( �a) ∩ ( �b) = ∅.

Proposition 4.1. The sequence of simple valuations (νn)n∈N is an
increasing chain, i.e., for all n ∈ N, νn v νn+1.

Proof. We employ the modification [5] of the splitting lemma [19]
for the normalised probabilistic power domain: we need to show the
existence of the nonnegative numbers (called transport numbers)
tn
i, j for

i = 1, . . . ,Kn, j = 1, . . . ,Kn+1,

such that

for a fixed i:
Kn+1∑
j=1

tn
i, j = rn

i ,

for a fixed j:
Kn∑
i=1

tn
i, j = rn+1

j ,

and tn
i, j , 0 implies an

i v an+1
j .

We claim that these requirements are satisfied by defining the
transport numbers as follows. If bn+1 t an

i exists, then i = l ji for
a unique ji ∈ {1, . . . , Ln}, and we define

tn
i, ji := rn+1

ji ,

tn
i,Ln+i := rn+1

Ln+i,

tn
i, j := 0

for all j < { ji, Ln + i}. If bn+1 t an
i does not exist, then we define

tn
i,Ln+i := rn+1

Ln+i,

tn
i, j := 0

for all j , Ln + i (Figure 1).

The transport numbers thus defined are nonnegative by virtue of
being measures of sets. If i = l ji for some ji ∈ {1, . . . , Ln}, then

Kn+1∑
j=1

tn
i, j = tn

i, ji + tn
i,Ln+i = rn+1

ji + rn+1
Ln+i

= e(µ)

[ �an+1
ji \

ji−1⋃
k=1

�a
n+1
k ]


+ e(µ)

[ �an+1
Ln+i \

Ln+i−1⋃
k=1

�a
n+1
k ]


= e(µ)

[ �(bn+1 t an
i ) \

ji−1⋃
k=1

�(bn+1 t an
lk

)]


+ e(µ)

[ �an
i \

 Ln⋃
k=1

�(bn+1 t alk ) ∪
i−1⋃
k=1

�a
n
k

]


= e(µ)

[(( �bn+1) ∩ ( �a
n
i )) \

i−1⋃
k=1

�a
n
k]


+ e(µ)

[(( �bn+1)c ∩ ( �a
n
i )) \

i−1⋃
k=1

�a
n
k]


finite
=

additivity
e(µ)

( [(( �bn+1) ∩ ( �a
n
i )) \

i−1⋃
k=1

�a
n
k]


∪

[(( �bn+1)c ∩ ( �a
n
i )) \

i−1⋃
k=1

�a
n
k]

 )
= e(µ)

[ �an
i \

i−1⋃
k=1

�a
n
k]

 = rn
i .

If i < {l1, . . . , lLn }, then ( �bn+1) ∩ ( �a
n
i ) = ∅ and

Kn+1∑
j=1

tn
i, j = tn

i,Ln+i = rn+1
Ln+i

= e(µ)

[ �an+1
Ln+i \

Ln+i−1⋃
k=1

�a
n+1
k ]


= e(µ)

[ �an
i \

 Ln⋃
k=1

�(bn+1 t an
lk

) ∪
i−1⋃
k=1

�a
n
k

]


= e(µ)

[ �an
i \

 Ln⋃
k=1

(( �bn+1) ∩ ( �a
n
lk

)) ∪
i−1⋃
k=1

�a
n
k

]


= e(µ)

[ �an
i \

i−1⋃
k=1

�a
n
k]

 = rn
i .

The remaining relationships required for the splitting lemma to
apply hold trivially. �

Note that in our case the bounded complete domain C(T, S ), with
T = [0, 1], S = R, has a countable basis closed under finite
suprema. It is given by the step functions obtained from rational-
valued intervals. Let us consider convergence. First, some auxiliary
results.

Proposition 4.2. [9, Lemma 3.1] Let ν1 and ν2 be continuous
valuations on a topological space X. Suppose B ⊆ O(X) is a base
which is closed under finite intersections. If ν1(O) = ν2(O) for all
O ∈ B, then ν1 = ν2.
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Figure 1. Transport numbers

Recall that the way-below relation in a bounded complete domain
D is called meet-stable if, for all x, y, z ∈ D,

(x � y ∧ x � z)⇒ x � y u z.

For example, IS is meet-stable.

Proposition 4.3. [11, Corollary 5.12] If X is a topological space
with a meet-stable continuous lattice of open sets and L is a bounded
complete domain with a meet-stable way-below relation, then for
any step function f ∈ [X → L] we have:

� f =
⋃
{ �h | f � h, h is a step function}.

By the interpolation property of� we obtain, for any step function
f ∈ [X → L]:

Corollary 4.4.

� f =
⋃
{ �h | f � h, h is a basic step function}.

Theorem 4.5. The supremum of the approximating chain (νn)n∈N of
simple valuations gives the approximated measure:

⊔
n∈N νn = e(µ).

Proof. The countable basis B for our domain D gives rise to the
topological base for its Scott topology, consisting of the sets �bk
for each bk ∈ B, k ∈ N+. Since B is closed under finite suprema, the
topological base is closed under finite intersections.

By Prop. 4.2 it suffices to ascertain that
⊔

n∈N νn( �bk) = e(µ)( �bk)
for each bk ∈ B.

For each n ∈ N,

νn( �bk) =

Kn∑
i=1

e(µ)

[ �an
i \

i−1⋃
l=1

( �a
n
l )]

 δan
i
( �bk)

=
∑

i:bk�an
i

e(µ)

[ �an
i \

i−1⋃
l=1

( �a
n
l )]


countable

=
additivity

e(µ)

 ⋃
i:bk�an

i

[ �a
n
i \

i−1⋃
l=1

( �a
n
l )]


≤ e(µ)( �bk)

by monotonicity of measures, since⋃
i:bk�an

i

[ �a
n
i \

i−1⋃
l=1

( �a
n
l )] ⊆ s−1( �bk).

Furthermore, we claim that
⊔

n∈N νn = e(µ) since for all ε > 0 there
exists N ∈ N such that

e(µ)( �bk) − νN( �bk) < ε.

Indeed, by Prop. 4.4, we can find a decreasing (in way-below
relation) sequence

(
bmi

)
⊆ B, i,mi ∈ N

+, such that �bk =
⋃

i( �bmi ).
By the properties of measures, there exists N0 ∈ N such that

e(µ)( �bk) − e(µ)( �bmN0
) < ε.

By construction,

νmN0
( �bk) ≥ e(µ)( �bmN0

) > e(µ)( �bk) − ε.

We take N := mN0 and the result follows. �

We can therefore think about the valuations vn as partial stochastic
processes, which approximate and generate µ in the limit.

5. Computable stochastic processes

In this section we will categorise stochastic processes that are
domain-theoretically computable. We fix the topological bases for
T = [0, 1] and S = R consisting of either rational or dyadic
open intervals. By Lemmas 2.2 and 2.3, these induce countable
topological bases on C(T, S ) and [T → IS ].

Definition 5.1. An increasing chain of simple valuations ν0 v ν1 v

ν2 v . . ., where for each i ∈ N, νi =
∑ni

i=1 ri jδgi j , is effective if for
each i, ni ∈ N is recursively given, ri1, . . . , rini are computable, and
gi1, . . . , gini are effectively given.

Definition 5.2. A stochastic process is (domain-theoretically) com-
putable if it is the least upper bound of an effective chain of sim-
ple valuations that satisfies the effective version of Proposition 3.5.
That is, there exists a total recursive function φ : N→ N such that,
for each i ∈ N, gives N := φ(i) as in Proposition 3.5.

Lemma 5.3. Given a measure µ, letA be a family of µ-measurable
sets that is closed under finite intersections and such that the
measure µ(A) of each A ∈ A is a computable real number. Then
the following are also computable real numbers:

1. µ
(⋃n

i=1 Ai
)

for each n ∈ N+, A1, . . . , An ∈ A;

2. µ (A1 \ A2) for A1, A2 ∈ A;

3. µ
(
A \

(⋃n
i=1 Ai

))
for each n ∈ N+, A1, . . . , An ∈ A.

Proof. 1. By the inclusion-exclusion principle,

µ

 n⋃
i=1

Ai

 =

n∑
i=1

µ(Ai) −
∑

1≤i< j≤n

µ(Ai ∩ A j)+

∑
1≤i< j<k≤n

µ(Ai ∩ A j ∩ Ak) − . . . + (−1)n−1µ

 n⋂
i=1

Ai

 .
Each of the finite intersections appearing in this equation is
in A, so their measures are computable real numbers. The



result follows since computable real numbers are closed under
addition and subtraction.

2. By finite additivity of measures,

µ(A1 \ A2) = µ
(
A1 ∩

(
Ac

2
))

= µ(A1) − µ (A1 ∩ A2) .

A1 ∩ A2 ∈ A, so µ(A1 ∩ A2) is computable. The result follows
since the difference of two computable real numbers is also
computable.

3. A straightforward application of the proofs of parts 1 and 2.

�

We assume we have an effectively given basis B = (b1, b2, . . .) of
[[0, 1] → IR], which we can construct by using the step functions
of the function space with rational or dyadic intervals. We then use
B to effectively define the sequence of finite subsets An, with n ∈ N,
of B recursively and define the weights rn

i on elements of An and the
simple valuations νn as in (6).

Theorem 5.4. Suppose that, for each n ∈ N, i = 1, . . . ,Kn,
e(µ)( �a

n
i ) is a computable number. Then ν0 v ν1 v ν2 v . . .

is an effective chain and its supremum is µ, in effect a domain-
theoretically computable stochastic process.

Proof. By assumption, the countable basis B (equation (5)) is
closed under finite suprema, and as a consequence of Lemma 5.3
and our assumption that e(µ)( �a

n
i ) is a computable number, the

measure of each crescent set (7), rn
i , is a computable number. Thus

the weights in (6) are computable and Definition 5.1 is satisfied.
For φ(i) in Definition 5.2 we take the first integer that satisfies the
inequality (4). Proposition 4.1 and Theorem 4.5 ensure that this op-
eration is computable. Thus Definition 5.2 is also satisfied. �

For each basic open set

V := V([u1, v1], . . . , [uN , vN]; (c1, d1), . . . , (cN , dN)),

with ui < vi for 1 ≤ i ≤ N, define

�V :=
N⋂

i=1

�[ci, di]χ(ui ,vi).

Proposition 5.5. Suppose that, for n ∈ N,

νn :=
Kn∑
i=1

rn
i δan

i
,

as constructed in Sec. 4. Moreover, suppose that, for each n ∈ N,
i = 1, . . . ,Kn, e(µ)( �a

n
i ) is a computable number. Then for each

basic open set V, νn(�V) is computable.

Proof. The valuation νn(�V) is given by

νn(�V) =
∑

�an
i ⊆�V

rn
i .

As we are using a basis of rational (or dyadic) intervals, it is
clear from the characterisation of the way-below relation given
in Proposition 2.1 that the predicate �a

n
i ⊆ �V is decidable. By

Theorem 5.4, each rn
i is a computable number. The sum of at most

Kn computable numbers rn
i is computable. The result follows. �

6. Brownian motion and Wiener measure

We shall now present an application to one of the most important
processes in stochastic analysis, the Brownian motion, and the
associated measure, the Wiener measure. This measure, introduced
by N. Wiener in [37], was the first major extension of integration
theory beyond a finite-dimensional setting. We also present an
alternative, domain-theoretic, view of the computability of this
measure to that of [13].

We would like to approximate the Wiener measure of the compact-
open set R := V([u, v]; (a, b)). We begin by considering the case
when u = 0, a < 0 < b, and employ the following theorem:

Theorem 6.1. [20, Theorem 3.23] Let Wt be the Brownian motion
on T = [0, 1], t ∈ T, mt := min0≤s≤t Wt, Mt := max0≤s≤t Wt. The
joint distribution of the processes Wt,mt,Mt is given by

P [a < mt ≤ Mt < b and Wt ∈ A] =

∫
A

k(y) dy,

where A ⊆ R is a measurable set,

k(y) :=
∞∑

n=−∞

pt(2n(b − a), y) − pt(2a, 2n(b − a) + y), (8)

and

pt(x, y) :=
1
√

2πt
e−(y−x)2/(2t).

A proof of this result appears in [15, pp. 26–27]. The equation (8)
is due to Paul Lévy [26]. The result is extended and investigated
numerically in [22] with applications in mathematical finance. For
our purposes it suffices to consider the case when A = (a, b). It is
convenient to regard (8) as a special case of the following function
of two variables,

x ∈ (a, b),

y ∈ (a − x, b − x) ⊆ (a − b, b − a) :

k(x, y) :=
∞∑

n=−∞

pt(2n(b − a), y) − pt(2(a − x), 2n(b − a) + y). (9)

In (8), x is 0. By introducing x we are effectively allowing the
Brownian motion an intercept from the origin. This will be utilised
in the sequel. To make the dependence on a, b, and t explicit, we
shall also write k(x, y; a, b; t).

Proposition 6.2. The series (9) converges uniformly (as a series of
functions of x and y) and absolutely (as a series of numbers, for all
x and y). As a special case, (8) converges uniformly (as a series of
functions of x) and absolutely (as a series of numbers, for all x).

Proof. Fix ε > 0. Let us consider the M-tails

k1(y; M) :=
∑
n≥M

pt(2n(b − a), y),

k2(y; M) :=
∑

n≤−M

pt(2n(b − a), y),

k3(x, y; M) :=
∑
n≥M

pt(2(a − x), 2n(b − a) + y),

k4(x, y; M) :=
∑

n≤−M

pt(2(a − x), 2n(b − a) + y).

By Chebyshev’s inequality, for any random variable X with finite
mean y and finite variance t,

P
[
|X − y| ≥ αt

]
≤

1
α2



for any α ∈ R+. Choose α = 1
√
ε
. Then the inequality becomes

P

[
|X − y| ≥

t
√
ε

]
≤ ε.

Set

N1(y) :=
⌈

(t/
√
ε) + y

2(b − a)

⌉
.

By this inequality and the symmetry of the normal distribution
around its mean,∫ ∞

N1(y)
pt(2 j(b − a), y) d j ≤

ε

2
< ε.

For n ≥ N1(y), the series of integrable positive-valued functions∑
j≥n

pt(2 j(b − a), y)

is monotonically decreasing and bounded above by this integral,
therefore the limit of the series exists and∑

j≥n

pt(2 j(b − a), y) ≤
∫ ∞

N1(y)
pt(2 j(b − a), y) d j < ε.

By the same reasoning, for all n ≤ −N2(y),

N2(y) :=
⌈

(t/
√
ε) − y

2(b − a)

⌉
,

∑
j≤n

pt(2 j(b − a), y) ≤
∫ N2(y)

−∞

pt(2 j(b − a), y) d j < ε.

We apply Chebyshev’s inequality again, this time to a random
variable Y with finite mean 2n(b − a) + y. For any β ∈ R+,

P
[
|Y − 2n(b − a) − y| ≥ βt

]
≤

1
β2 .

Choose β = 1
ε
. Then the inequality becomes

P

[
|Y − 2n(b − a) − y| ≥

t
√
ε

]
≤ ε.

Set

N3(x, y) :=
⌈

(t/
√
ε) − y + 2(a − x)

2(b − a)

⌉
.

By this inequality and the symmetry of the normal distribution
around its mean,∫ ∞

N3(x,y)
pt(2(a − x), 2n(b − a) + y) d j ≤

ε

2
< ε.

For n ≥ N3(x, y), the series of integrable positive-valued functions∑
j≥n

pt(2(a − x), 2n(b − a) + y)

is monotonically decreasing and bounded above by this integral,
therefore the limit of the series exists and∑

j≥n

pt(2(a − x), 2n(b − a) + y) ≤∫ ∞

N3(x,y)
pt(2(a − x), 2n(b − a) + y) d j < ε.

By the same reasoning, for all n ≤ −N4(x, y),

N4(x, y) :=
⌈

(t/
√
ε) + y − 2(a − x)

2(b − a)

⌉
,

∑
j≤n

pt(2(a − x), 2n(b − a) + y) ≤

∫ N4(x,y)

−∞

pt(2(a − x), 2n(b − a) + y) d j < ε.

Note that, for all x and y,

N1(y),N2(y),N3(x, y),N4(x, y) ≤ N :=
⌈

(t/
√
ε) + 3(b − a)
2(b − a)

⌉
,

thus

k1(y; N), k2(y; N), k3(x, y; N), k4(x, y; N) < ε.

We have shown that each of the series

k1(y; 0), k2(y; 1), k3(x, y; 0), k4(x, y; 1)

converges uniformly as functions of x and y and, since these are
series of positive terms, they also converge absolutely. As a con-
sequence of absolute convergence we can rearrange the terms in
summation, and

k(x, y) = k1(y; 0) + k2(y; 1) − k3(x, y; 0) − k4(x, y; 1)

likewise converges uniformly and absolutely. �

As a consequence of uniform convergence, (8) can be integrated
term by term. Hence the following result, which is used in [22] and
elsewhere in the literature on mathematical finance:

Proposition 6.3. The Wiener measure of the compact-open set
V([0, v]; (a, b)) with a < 0 < b, µW (a, b; v), is given by

∞∑
n=−∞

{
Φ

(
a − (2n + 1)δ

√
v

)
+ Φ

(
b − 2nδ
√

v

)
− 2Φ

(
a − 2nδ
√

v

)}
,

where δ = b−a and Φ is the cumulative distribution function of the
standard normal distribution.

Proof.

µW (a, b; v) = P [a < mv ≤ Mv < b]
= P [a < mv ≤ Mv < b and Wv ∈ [a, b]]

=

∫
[a,b]

k(y) dy

=

∫ b

a

 ∞∑
n=−∞

pv(2nδ, y) − pv(2a, 2nδ + y)

 dy.

Now, pt(q, r) = 1
√

t
φ
(

r−q
√

t

)
, where φ is the probability density func-

tion of the standard normal random variable, and∫ b

a
pt(q, r) dr = Φ

(
b − q
√

t

)
− Φ

(
a − q
√

t

)
,



where Φ is the cumulative density function of the standard normal
random variable, and so

µW (a, b; v)

uniform convergence
=

∞∑
n=−∞

{∫ b

a
pv(2nδ, y) − pv(2a, 2nδ + y) dy

}
=

∞∑
n=−∞

{∫ b

a
pv(2nδ, y)dy −

∫ b

a
pv(2a, 2nδ + y) dy

}
=

∞∑
n=−∞

{ [
Φ

(
b − 2nδ
√

v

)
− Φ

(
a − 2nδ
√

v

)]
−[

Φ

(
(2n + 1)δ − a

√
v

)
− Φ

(
2nδ − a
√

v

)] }
=

∞∑
n=−∞

{
Φ

(
a − (2n + 1)δ

√
v

)
+ Φ

(
b − 2nδ
√

v

)
− 2Φ

(
a − 2nδ
√

v

) }
.

�

In Proposition 6.3 we have given the formula for the measure of
a special case of a subbasic open set. We shall generalise this (in
equation 10) to a general basic open set.

Proposition 6.4. The partial function

k : (a, b) × (a − b, b − a)→ R

with k(x, y) given by (9) for

y ∈ (a − x, b − x) ⊆ (a − b, b − a)

and undefined otherwise is computable for all x ∈ (a, b) and
y ∈ (a − x, b − x) with a, b rational or dyadic.

Proof. For each positive integer M, define the M-tail, k(x, y; M), of
k(x, y), by ∑

n=M,−M,M+1,−M−1,...

pt(2nδ, y) − pt(2(a − x), 2nδ + y),

where δ = b−a. The other M-tails are as defined in Proposition 6.2.
Following the proof of that proposition, for any positive integer m,
set ε′ = 1/2m and ε = ε′/4. Set

Nm >

⌈
(t/
√
ε) + 3(b − a)
2(b − a)

⌉
.

Then

k1(y; Nm), k2(y; Nm), k3(x, y; Nm), k4(x, y; Nm) < ε.

Then

|k(x, y; Nm)|
= |(k1(y; Nm) + k2(y; Nm)) + (−k3(x, y; Nm) − k4(x, y; Nm))|
≤ k1(y; Nm) + k2(y; Nm) + k3(x, y; Nm) + k4(x, y; Nm)
< 4ε = ε′ = 1/2m.

That is,

−
1

2m < k(x, y; Nm) <
1

2m .

Notice that each term in k(x, y; Nm) is computable (see, for example,
[28]). The result follows by the second part of [36, Theorem 4.3.8].

�

Let V := V(K1, . . . ,Kn; U1, . . . ,Un), n ∈ N+ be a basic open set
(Figure 2). In our context, where X will be a nonempty compact

0

S

TT1 T2 T3 T4 T5 T6 T7 T j T j+1

Ki

Ui

x4
x5

Figure 2. Wiener measure of a basic set

interval, X ⊆ R, the basic open set V ⊆ C(X,Y) induces a partition
of X:

T (V) := {min X,max X} ∪
n⋃

i=1

{min Ki,max Ki}.

We shall regard it as a naturally ordered (in ascending order) tuple
containing |T (V)| ≤ 2(n + 1) (distinct) elements and refer to its
elements as T1, . . . ,T |T |, where the dependence on V is implicit.

For i = 1, . . . , |T | − 1, define

fi(x, y) :=


k(x, y; Li,Ri; ∆ti) if [Ti,Ti+1] ⊆

⋃n
j=1 K j,

1√
∆ti
φ

(
y−x√

∆ti

)
otherwise,

where φ is the standard normal density function, ∆ti = Ti+1 − Ti,

[Li,Ri] :=
n⋂

j=1

{U j | [Ti,Ti+1] ⊆ K j}.

Then, using the properties of conditional probability,

µW (V) =

∫
A1

∫
A2

. . .

∫
A|T |−1

f1(x0, x1) f2(x1, x2) · · ·

f|T |−1(x|T |−2, x|T |−1) dx1 dx2 . . . dx|T |−1, (10)

where x0 = 0, for i = 1, . . . , |T |−1, Ai :=
⋂n

j=1{U j | Ti+1 ∈ K j}−xi−1,
utilising the convention that the intersection of an empty collection
of sets is the universal set. Note that, when each of K1, . . . ,Kn is a
singleton, the compact-open subset reduces to a point-open subset
and the integral reduces to (1).

Recall that we have chosen the topological bases for T = [0, 1]
and S = R so that they consist of either rational or dyadic open
intervals. The following proof is an alternative to that constructed
in [13]:

Proposition 6.5. The Wiener measure (10) of a basic open set is
computable.

Proof. The product of computable functions is computable (the
computability of the factors has been addressed in Proposition 6.4),
therefore the integrand is computable. The computability of the
integral follows from Corollary 6c in [32]. �

Corollary 6.6. Suppose that, for n ∈ N,

νn :=
Kn∑
i=1

rn
i δan

i
,

as constructed in Sec. 4 with µ fixed as the Wiener measure, µW .
Then ν0 v ν1 v ν2 v . . . is an effective chain and its supre-
mum is in effect the Wiener measure, which is therefore a domain-
theoretically computable stochastic process.



7. Conclusions and further work

We have developed a domain-theoretic framework for Brownian
motion and general continuous stochastic processes. This creates
plenty of scope for further work. For example, R-integration [5],
with its extension to more general topological spaces as in [17]
and [25], and domain-theoretic Lebesgue-integration [10] can be
applied naturally to our construction, thus giving rise to a new al-
ternative to Monte–Carlo simulation for computing probabilistic
expectations. Sec. 4 motivates an investigation into the computa-
tional aspects of the procedure for approximating stochastic pro-
cesses as partial stochastic processes. For example, given µ, what
is the optimal choice of basis (equation (5)) and how should it
be ordered? It is apparent that these choices depend on the rate
of growth of the stochastic process. In the case of the Brownian
motion, the almost sure asymptotic growth is given by the well-
established upper-envelope results [29, Chapter 5].
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[13] Willem L. Fouché. Arithmetical representations of Brownian motion
I. The Journal of Symbolic Logic, 65(1):421–442, March 2000.
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