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#### Abstract

We introduce the notion of a partial extension of an arbitrary, not necessarily continuous, map from a subset of a topological space into a continuous Scott domain and deduce a universal property for such a domain with respect to partial maps. It is then proved that the Clarke gradient of a Lipschitz map between two finite dimensional real Euclidean spaces is the partial extension of the classical derivative of the Lipschitz map, which exists on a dense subset. A uniform domain-theoretic formalism is developed for deriving, stage by stage, the so-called L-derivative of a Lipschitz map from a Hilbert space into a finite dimensional Hilbert space over the field of real or complex numbers respectively. In the real case, it is shown that the Lderivative of a map between finite dimensional Euclidean spaces always coincides with the Clarke gradient. In the complex case, we derive a generalisation of Cauchy Riemann equations for Lipschitz maps between finite dimensional complex vector spaces by introducing the notion of multi-dimensional angular derivative of a complex map. We then introduce the notion of distance to the maximal elements for Scott continuous maps that are, like the Lderivative, compact valued, and prove that it has a Scott continuity property. Finally, we use Arzelà-Ascoli's theorem to construct for the first time continuous Scott domains of computation for Lipschitz maps between finite dimensional real or complex vector spaces.


## 1 Introduction

The aim of this paper is to show that a simple domaintheoretic method can be developed and uniformly used to define the notion of the so-called L-derivative for Lipschitz vector maps on real or complex finite or infinite dimensional Hilbert spaces. The domain-theoretic L-derivative of a Lipschitz map at a point is obtained simply as the intersection of a family of non-empty convex and compact subsets. In previous work on the subject $[10,7,11]$, only scalar maps had been treated and it was shown that for real-valued Lip-
schitz maps on finite dimensional real Euclidean spaces the L-derivative coincides with the Clarke gradient [4], which had been introduced using several higher order concepts in non-smooth optimisation and control in 1970's. We note, in passing, that another application of domain theory in differential calculus, not directly related to this work, has been established in [3].

We have developed new techniques and results in two different areas in order to extend the theory further to vector functions on infinite dimensional vector spaces. These extensions are required to develop domain-theoretic models of real or complex Lipschitz manifolds on the one hand and for applications in quantum computation which involves maps between finite dimensional complex vector spaces.

First, in the theory of Hilbert spaces, we show that a certain logical predicate, with quantifiers of depth one, on a non-empty, convex weak* compact subset of a finite product of the dual of the Hilbert space is equivalent to the containment of the zero functional. This property actually allows us to show that the L-derivative of any vector Lipschitz map on a finite or infinite dimensional Hilbert space is a Scott continuous map extending the classical counterparts in differentiable calculus and complex analysis: the L-derivative of a $C^{1}$ vector map and that of an analytic vector map coincide with their classical derivatives. To make the paper more accessible, we will first introduce the result for the logical predicate in the Basic Lemma 3.4 for finite dimensional real or complex Euclidean spaces before presenting the result for infinite dimensional Hilbert spaces.

Second, in domain theory, the notion of extension of a domain map is generalised to that of a partial extension. We define a partial extension of an arbitrary (not necessarily continuous) map from a subset of a topological space into a continuous Scott domain, by stipulating that the extended map is below the original map wherever the latter is defined. This can be interpreted by saying that a partial extension is sound but not necessarily complete. We then show that continuous Scott domains have the universal property that every map from a dense subset of a topological space into a continuous Scott domain has a maximal continuous partial extension to the whole space. This should be com-
pared with the characterisation of continuous Scott domains as densely injective spaces, which were introduced by Dana Scott [22]. Continuous Scott domains are characterised by the universal property that any continuous map from a dense subset of a topological space into a continuous Scott domain has a continuous extension to the whole space. Our result strengthens this universal property by showing that the original map need not be continuous and yet we obtain a continuous partial extension. In addition, if the original map is continuous at a given point then the partial extension coincides with the original map at that point. We then show that the generalised Jacobians of a Lipschitz map between finite dimensional Euclidean spaces are simply the partial extension of the classical derivative which exists on a dense set for the Lipschitz map by Rademacher's theorem [5, p. 148]. This allows us to prove the equivalence of the Clarke gradient and the L-derivative for maps between finite dimensional Euclidean spaces.

The uniform and simple method of deriving the Lderivative of a complex Lipschitz map between finite dimensional complex vector spaces allows us to find a connection between this L-derivative and the L-derivatives of the real and imaginary parts of the function, which gives a multi-dimensional generalisation of the Cauchy-Riemann equations, which generalises the one dimensional result in [8]. This is achieved by introducing a multi-dimensional notion of complex angular derivative which extends the one-dimensional angular derivative, which is attributed to Riemann [15, p. 14].

We also formulate a measure of proximity of the Lderivative to a $C^{1}$ map or to an analytic map as the distance of the map to the set of maximal elements of the function space which correspond to the classical derivatives of maps. We use König's lemma to show that this distance is Scott continuous if we restrict the maps to a compact set.

Two main results in this paper use the L-derivative for Lipschitz vector maps to construct, for the first time, continuous domains for Lipschitz maps between finite dimensional real or complex Euclidean spaces. We employ two fundamental theorems in mathematical analysis for this construction: (i) Kirszbraun's theorem [5, p. 8] that a Lipschitz map can be extended from any subset of a Hilbert space to the whole space with the same Lipschitz constant and (ii) the celebrated Arzelà-Ascoli theorem for a uniformly bounded and equi-continuous family of maps.

Finally, we show that for the case of real Lipschitz vector maps, we can obtain an effective structure for our continuous Scott domain if we approximate the L-derivative of the vector map by the product of the best axis aligned rectangular approximations, as is done in interval analysis [19]. We also construct a bigger continuous Scott domain for Lipschitz complex maps which we propose would be suitable for developing an effective structure.

### 1.1 Notation and terminology

Let $\mathbb{F}$ be the field of real numbers $\mathbb{R}$ or that of complex numbers $\mathbb{C}$ and $\mathcal{H}$ a Hilbert space over $\mathbb{F}$. For $u \in \mathbb{F}$, we denote by $|u|$ its absolute value if $u \in \mathbb{R}$ and its modulus $|u|=\sqrt{u_{1}^{2}+u_{2}^{2}}$ (also called its absolute value) if $u=u_{1}+$ $i u_{2} \in \mathbb{C}$. For any positive integer $m$, we equip $\mathbb{F}^{m}$, with the Euclidean norm $\|v\|=\sqrt{\sum_{i=1}^{m}\left|v_{i}\right|^{2}}$. If $u, v \in \mathbb{F}$ then $u w$ denotes their real product if $u, w \in \mathbb{R}$ and their complex product $u w=\left(u_{1} w_{1}-u_{2} w_{2}\right)+i\left(u_{1} w_{2}+u_{2} w_{1}\right)$ if $u, w \in$ $\mathbb{C}$ with $u=u_{1}+i u_{2}$ and $w=w_{1}+i w_{2}$. From these usual conventions, it follows that for a vector $v \in \mathbb{F}^{n}$ and a linear map of type $\mathbb{F}^{n} \rightarrow \mathbb{F}^{m}$, represented in the standard coordinate system by the matrix $A \in \mathbb{F}^{m \times n}$, the value of the linear map $A$ at $v$ is written as usual by $A v \in \mathbb{F}^{m}$ with $(A v)_{i}=\sum_{j=1}^{n} A_{i j} v_{j}$ where $A_{i j} v_{j}$ is the product in $\mathbb{R}$ or C.

We equip the vector space $\mathbb{F}^{m \times n}$ of $m \times n$ matrices over F with the Frobenius norm $\|A\|$ given by

$$
\|A\|^{2}=\sum_{1 \leq i \leq m} \sum_{1 \leq j \leq n}\left|A_{i j}\right|^{2}
$$

for $A \in \mathbb{F}^{m \times n}$. Note that the Frobenius norm is subordinate to the Euclidean norm of vectors in $\mathbb{F}^{n}$, i.e., $\|A v\| \leq$ $\|A\|\|v\|$. Consider the domain $\mathbf{C}\left(\mathbb{F}^{m \times n}\right)$ of non-empty, convex and compact subsets of $\mathbb{F}^{m \times n}$ ordered by reverse inclusion and augmented with $\mathbf{C}\left(\mathbb{F}^{m \times n}\right)$. By [14, Proposition II-4.20(iv)], it is a continuous Scott domain with the waybelow relation given by $b \ll c$ iff $c \subseteq b^{\circ}$, where $b^{\circ}$ is the interior of $b$. For $n=1$ we identify $\mathbf{C}\left(\mathbb{F}^{m \times 1}\right)$ with the domain $\mathbf{C}\left(\mathbb{F}^{m}\right)$ of non-empty compact and convex subsets of $\mathbb{F}^{m}$. We extend the notion of Frobenius norm to $\mathbf{C}\left(\mathbb{F}^{m \times n}\right)$, by putting $\|b\|=\{\|A\|: A \in b\}$ for $b \in \mathbf{C}\left(\mathbb{F}^{m \times n}\right)$. We denote by $\mathbf{I R}$ the continuous Scott domain of the non-empty compact intervals of $\mathbb{R}$ ordered with reverse inclusion and augmented with $\mathbb{R}$ as the bottom element. As usual, we identify any singleton element $\{x\}$ of $\mathbf{I R}$ or $\mathbf{C}\left(\mathbb{F}^{m \times n}\right)$ with $x \in \mathbb{R}$ or $x \in \mathbb{F}^{m \times n}$, respectively. The characteristic function of a set $A$ is denoted by $\chi_{A}$.

For an open subset $U \subseteq \mathbb{F}^{n}$, consider locally Lipschitz maps of type $U \rightarrow \mathbb{F}^{n}$, i.e., there exists $k \geq 0$ such that $\|f(v)-f(w)\| \leq k\|v-w\|$. The total derivative of a map $f: U \rightarrow Y$ at $x \in U$, when it exists, is a bounded linear map $L: \mathbb{F}^{n} \rightarrow \mathbb{F}^{m}$ with

$$
\lim _{\|h\| \rightarrow 0} \frac{\|f(x+h)-f(x)-L(h)\|}{\|h\|}=0
$$

When $\mathbb{F}=\mathbb{R}$, this is simply the Fréchet derivative [24]. In this case, if the total derivative $f^{\prime}$ exists in an open set $O \subset U$ and the map $x \mapsto f^{\prime}(x)$ is continuous, then we say $f$ is $C^{1}$ in $O$. When $\mathbb{F}=\underset{\partial f}{\mathbb{C}}$, if the total derivative exists then all partial derivatives $\frac{\partial f_{j}}{\partial z_{i}}$ exists for $1 \leq j \leq m$ and
$1 \leq i \leq n$. Thus, if the total derivative exists in a an open set, then $f_{j}:\left(z_{1}, \ldots, z_{n}\right) \mapsto f_{j}\left(z_{1}, \ldots, z_{n}\right)$ is analytic separately in each complex variable $z_{i}$, which by definition implies that $f_{i}$, and thus $f$, is analytic [20] as a function of several complex variables.

### 1.2 Partial Extension of Domain Maps

Recall that a $T_{0}$ topological space $Z$ is densely injective if every continuous map $f: X \rightarrow Z$ extends continuously to any space $Y$ containing $X$ as a dense subset; and furthermore, a $T_{0}$ space is densely injective iff it is a continuous Scott domain equipped with its Scott topology [14, p. 181-182]. This provides a topological characterisation of continuous Scott domains, also referred to as bounded complete domains. We will now observe, with a simple proof, that continuous Scott domains have in fact a stronger property, regarding extension of functions that are not necessarily continuous. This gives a domain-theoretic generalisation of the notion of the lower envelop of a real valued function in mathematical analysis.

Definition 1.1. Assume that $Z$ is a continuous Scott domain and $f: X \rightarrow Z$ is any map where $X$ is a subset of a topological space $Y$. We say a map $f^{*}: Y \rightarrow Z$ is a partial extension of $f$ if $f^{*}(x) \sqsubseteq f(x)$ for $x \in X$. We say a continuous partial extension $f^{*}$ is maximal if for any other continuous partial extension $g$ of $f$, we have $g(y) \sqsubseteq f^{*}(y)$ for $y \in Y$.
Proposition 1.2. If $X$ is a dense subset of $Y$ then, any map $f: X \rightarrow Z$ has a maximal continuous partial extension $f^{*}: Y \rightarrow Z$ given by

$$
f^{*}(y):=\sup \{\inf f(O \cap X): O \text { is open, } y \in O\}
$$

Moreover, if $f$ is continuous at $x \in X$ then $f^{*}(x)=f(x)$.
Proof. Clearly $f^{*}(x) \sqsubseteq f(x)$ for $x \in X$, and thus $f^{*}$ is a partial extension. We now note that the proof of continuity of $f^{*}$ given in [14, p. 181], for the case when $f$ is itself continuous, does not actually use the continuity of $f$. Moreover, in the above proof, in showing that $f^{*}(x)=f(x)$ for any $x \in X$, only the continuity of $f$ at $x$ is used. Thus, by using these two parts of the proof in [14], it follows that in our case too $f^{*}$ is continuous and if $f$ is continuous at $x \in X$ then $f(x)=f^{*}(x)$. It remains to show that $f^{*}$ is the maximal extension. Let $y \in Y$ and $q \ll g(y)$, where $g$ is another continuous partial extension of $f$. Then, there exists an open set $O$ containing $y$ such that $q \ll u$ for all $u \in g(O)$. Thus,

$$
q \sqsubseteq \inf g(O) \sqsubseteq \inf g(O \cap X) \sqsubseteq f(O \cap X) \sqsubseteq f^{*}(y)
$$

Since this holds for all $q \ll g(y)$, we obtain $g(y) \sqsubseteq f^{*}(y)$.

There are many simple examples of partial extension of maps in analysis. For example, take the step function $S$ : $\mathbb{R} \rightarrow \mathbb{R} \subseteq \mathbf{I} \mathbb{R}$ defined by $S(x)=0$ if $x<0, S(x)=1$ if $x>0$ and $S(0)=a$ for some $a \in[0,1]$. Then $S^{*}(x)=0$ if $x<0, S^{*}(x)=1$ if $x>0$ and $S^{*}(0)=[0,1]$. We give two other examples.

Example 1.3. Consider the sawtooth wave $S: \mathbb{R} \rightarrow \mathbb{R} \subseteq$ $\mathbf{I} \mathbb{R}$ as a periodic function defined by $S(x)=x-\lfloor x\rfloor$. Clearly, $S$ has a discontinuity at each $n \in \mathbb{Z}$. Its partial extension $S^{*}: \mathbb{R} \rightarrow \mathbf{I}[0,1]$ is given by $S^{*}(x)=x-\lfloor x\rfloor$ if $x \notin \mathbb{Z}$ and $S^{*}(x)=[0,1]$ for $x \in \mathbb{Z}$.

Example 1.4. We now give an example, presented in [9, Example 6.6], of a map $f:[-1,1] \rightarrow[0,1] \subseteq \mathbf{I}[0,1]$ whose set of discontinuities is uncountable with positive Lebesgue measure $\lambda$. Take any positive real number $a<1$. The construction in [9] gives two disjoint open subsets $B, C \subseteq$ $[-1,1]$ with $\lambda(B)=\lambda(C)=a$ and $B=\left(C^{c}\right)^{\circ}$, i.e., the interior of the complement $C^{c}$ of $C$. Define $f:[-1,1] \rightarrow$ $\mathbf{I}[0,1]$ with $f(x)=0$ if $x \in \operatorname{cl}(B)$ and $f(x)=1$ if $x \in$ $C$, where $\operatorname{cl}(B)$ is the closure of $B$. Then $D:=[-1,1] \backslash$ $(B \cup C)$ is the set of discontinuities of $f$ and has Lebesgue measure $\lambda(D)=2-2 a$. The partial extension is given by $f^{*}:[-1,1] \rightarrow \mathbf{I}[0,1]$ with $f^{*}(x)=0$ if $x \in B, f(x)=1$ if $x \in C$ and $f(x)=[0,1]$ if $x \in D$.

We will see a prominent example of partial extension of domain maps in the next section.

## 2 Generalised Jacobians

The notion of partial extension can be applied to nonsmooth analysis. We recall the notion of generalised Jacobians of real Lipschitz vector functions as introduced by Clarke and presented in [4, section 2.6]. First, note that by Rademacher's theorem [5, page 148], a locally Lipschitz map $f: U \subseteq \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is differentiable almost everywhere with respect to the Lebesgue measure. Let $\Omega_{f}$ be the null set where $f$ fails to be differentiable. The generalised (Clarke) Jacobian $\partial f$ is defined to be:

$$
\begin{equation*}
\partial f(x)=\operatorname{conv}\left\{\lim _{j \rightarrow \infty} J f\left(x_{j}\right): x_{j} \rightarrow x, \quad x_{j} \notin \Omega_{f}\right\} \tag{1}
\end{equation*}
$$

where $J f(x)$ denotes the Jacobian of $f$ at $x \in U$. The above formula is to be interpreted as follows. There are many sequences $\left(x_{j}\right)$ on $U \backslash \Omega_{f}$, which converge to $x$ such that $\operatorname{Jh}\left(x_{j}\right)$ also converges to a limit; the generalised Jacobian $\partial f(x)$ is the convex hull of all such limits. Let the the vector space, $\mathbb{R}^{m \times n}$, of $m \times n$ matrices over real numbers be equipped with the Frobenius norm. By [4, Proposition 2.6.2], $\partial f_{j}(x)$ is a non-empty convex compact subset of $\mathbb{R}^{m \times n}$, and the map $\partial f: U \rightarrow \mathbf{C}\left(\mathbb{R}^{m \times n}\right)$ is upper
semi-continuous (equivalently Scott continuous). We have: $\partial f(x) \subseteq \partial f_{1}(x) \times \ldots \times \partial f_{m}(x)$, where the latter denotes the set of $m \times n$ matrices whose $j$ th row belong to $f_{j}(x)$. Note that from the definition, we may in principle obtain a different set $\partial_{A} f(x)$ if instead of $\Omega_{f}$ we use a null set $A \supset \Omega_{f}$ instead of $\Omega_{f}$. The problem whether $\partial f(x)$ has an intrinsic value independent of any such null set $A$ remained an open problem until a non-elementary proof was given in [23] to show that $\partial f(x)$ has indeed an intrinsic value.

### 2.1 Representation by Partial Extension

We will now show that for any Lipschitz map $f: U \subseteq$ $\mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$, the generalised Jacobian $\partial f$ is simply the partial extension of the derivative map $f^{\prime}: U_{0} \rightarrow \mathbb{R}^{m \times n}$, where $U_{0} \subseteq U$ is the dense subset where $f$ is differentiable. Note that $\mathbb{R}^{m \times n}$ can be considered as a subset of the maximal elements of the bounded complete domain $\mathbf{C}\left(\mathbb{R}^{m \times n}\right)$, i.e., the set of non-empty compact and convex subsets of the space of $m \times n$ real matrices $\mathbb{R}^{m \times n}$ ordered by reverse subset inclusion and augmented with a bottom element that can be regarded as the whole space $\mathbb{R}^{m \times n}$. Thus, we can consider $f^{\prime}$ as a map of type $U_{0} \rightarrow \mathbf{C}\left(\mathbb{R}^{m \times n}\right)$. We need the following theorem of Carathéodory on convex hulls:

Theorem 2.1. [6] Any point of the convex hull of a subset $S \subseteq R^{p}$ lies in the convex hull of at most $p+1$ points in $S$.

By allowing some of the points in Carathéodory's theorem to be the same points if necessary, we can assume that any point of the convex hull of a subset $S \subseteq R^{p}$ lies in the convex hull of $p+1$ points in $S$.

Recall that the Hausdorff metric $d_{H}$ on the set of nonempty compact subsets of $\mathbb{R}^{p}$ is defined by $d_{H}(A, B)=$ $\inf \left\{r>0: A \subseteq B_{r}\right.$ and $\left.B \subseteq A_{r}\right\}$ where for any nonempty compact set $A$ and $r>0$, the $r$-neighbourhood $A_{r}$ of $A$ is defined by $A_{r}=\left\{x \in \mathbb{R}^{p}: \exists y \in A .|x-y| \leq r\right\}$.

Theorem 2.2. For any Lipschitz map $f: U \subseteq \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$, the generalised Jacobian is the partial extension of the derivative map:

$$
\partial f=\left(f^{\prime}\right)^{*}
$$

Proof. Let $x \in U$. We will show that $\partial f(x)=\left(f^{\prime}\right)^{*}(x)$. Suppose $y \in \partial f(x)$. Then by Clarke's definition of generalised Jacobian, there exists a sequence $x_{n} \in U_{0}$, $n \geq 0$, such that the limit $\lim _{n \rightarrow \infty} f^{\prime}\left(x_{n}\right)$ exists and $y=\lim _{n \rightarrow \infty} f^{\prime}\left(x_{n}\right)$. Let $O \subseteq U$ be an open set with $x \in O$. Then there exists $N \geq 0$ such that $n \geq N$ implies $x_{n} \in O$, i.e., $f^{\prime}\left(x_{n}\right) \in f^{\prime}\left(O \cap U_{0}\right)$ for all $n \geq N$. If $k \geq 0$ is a Lipschitz constant for $f$ then $\left\|f^{\prime}(x)\right\| \leq k$ for any $x \in U_{0}$ and thus $f^{\prime}\left(O \cap U_{0}\right) \subseteq B_{k}(0)$, where $B_{k}(0)$ is the compact unit ball of radius $k$ in $\mathbb{R}^{m \times n}$. Hence, $\inf f^{\prime}\left(O \cap U_{0}\right) \in \mathbf{C}\left(\mathbb{R}^{m \times n}\right)$ is the convex hull of the closure of $f^{\prime}\left(O \cap U_{0}\right)$, which implies $y \in f^{\prime}\left(O \cap U_{0}\right)$, i.e.,
$f^{\prime}\left(O \cap U_{0}\right) \sqsubseteq y$. Since this holds for any open set $O$ containing $x$, it follows that

$$
y \in \sup \left\{\inf f^{\prime}\left(O \cap U_{0}\right): x \in O, O \text { open }\right\}
$$

i.e., $y \in\left(f^{\prime}\right)^{*}(x)$.

Next suppose $y \in\left(f^{\prime}\right)^{*}(x)$. Let $\mathrm{cl}(A)$ denote the closure of $A$. For any $k \in \mathbb{N}$, let $O_{k}:=O_{x}\left(1 / 2^{k}\right)$ be the open ball of radius $1 / 2^{k}$ centred at $x$. Since

$$
y \in \inf f^{\prime}\left(O_{k} \cap U_{0}\right)=\operatorname{Conv}\left(\operatorname{cl}\left(f^{\prime}\left(O_{k} \cap U_{0}\right)\right)\right),
$$

the convex hull of the closure of $f^{\prime}\left(O_{k} \cap U_{0}\right)$, it follows from Carathéodory's theorem, applied to the point $y$ of the $m n$ dimensional Euclidean space $\mathbb{R}^{m \times n}$, that there exist $m n+1$ points $y_{i k} \in \operatorname{cl}\left(f^{\prime}\left(O_{k} \cap U_{0}\right)\right)$, for $1 \leq i \leq m n+1$, such that

$$
y \in \operatorname{Conv}\left\{y_{i k}: 1 \leq i \leq m n+1\right\}
$$

By the definition of the closure of a set, let $x_{i k} \in f^{\prime}\left(O_{k}\right) \cap$ $U_{0}$ be such that $\left\|f^{\prime}\left(x_{i k}\right)-y_{i k}\right\|<1 / 2^{k}$ for each $k \in \mathbb{N}$. Since the subset $\inf f^{\prime}\left(O_{k} \cap U_{0}\right)$ is compact for each $k \in$ $\mathbb{N}$, there is a subsequence $y_{i k_{\ell}}$ such that the limits $y_{i}:=$ $\lim _{\ell \rightarrow \infty} y_{i k_{\ell}}$ exist for $1 \leq i \leq m n+1$. By continuity, we have

$$
y \in \operatorname{Conv}\left\{y_{i}: 1 \leq i \leq m n+1\right\}
$$

In fact the polyhedron $P_{\ell}:=\operatorname{Conv}\left\{y_{i k_{\ell}}: 1 \leq i \leq m n+1\right\}$ converges to $P:=\operatorname{Conv}\left\{y_{i}: 1 \leq i \leq m n+1\right\}$ in the Hausdorff metric $d_{H}$ on $\mathbf{C}\left(\mathbb{R}^{m \times n}\right)$ which implies $d(P, y)=\lim _{\ell \rightarrow \infty} d\left(P_{\ell}, y\right)=0$ since $d\left(P_{\ell}, y\right)=0$ for each $\ell \in \mathbb{N}$, where $d(A, y)$ is the minimum distance from the point $y$ to a compact set $A$. By construction, we have $\lim _{\ell \rightarrow \infty} x_{i k_{\ell}}=x$ and $\lim _{\ell \rightarrow \infty} f^{\prime}\left(x_{i k_{\ell}}\right)=y_{i}$. By the definition of the generalised Jacobians, we conclude that $y \in \partial f(x)$.

We note that we cannot directly use the standard extension of continuous maps to obtain Theorem 2.2. In fact, there are Lipschitz functions which are not continuously differentiable at any point. For example, in [17] a Lipschitz map $f:[0,1] \rightarrow \mathbb{R}$ has been constructed with $\partial f(x)=[0,1]$ for all $x \in[0,1]$. It follows that $f$ is not continuously differentiable at any point $x \in[0,1]$ since at such a point we would have $\partial f(x)=f^{\prime}(x) \neq[0,1]$.

A number of properties of the generalised Jacobians that are proved in [4] now simply follow as a corollary of Theorem 2.2.

Corollary 2.3. For any Lipschitz map $f: U \subseteq \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ and $x \in U$ we have:
(i) The set $\partial f(x)$ is non-empty, convex and compact.
(ii) The map $\partial f$ is the maximal Scott continuous partial extension of $f^{\prime}: U_{0} \rightarrow \mathbf{C}\left(\mathbb{R}^{m \times n}\right)$.
(iii) If $f$ is continuously differentiable at $x$ then $\partial f(x)=$ $f^{\prime}(x)$.

Proof. (i) This follows immediately from Theorem 2.2.
(ii) Since $\left(f^{\prime}\right)^{*}$ is a partial extension of $f^{\prime}$, we have $\partial f(x)=\left(f^{\prime}\right)^{*}(x) \sqsubseteq f^{\prime}(x)$.
(iii) By Proposition 1.2, $\partial f(x)=\left(f^{\prime}\right)^{*}(x)=f^{\prime}(x)$.

Theorem 2.2 also shows by an elementary proof that the generalised Jacobian has an intrinsic value independent of any null set used in defining it.

## 3 L-derivative for vector functions

The definition of generalised Jacobians in Equation 1, uses several notions of higher order type. We will show that the simple domain-theoretic definition used in [10, 7, 11] can be extended to provide a uniform method to define an L-derivative for both real and complex Lipschitz vector functions which also works in the case of vector functions defined on infinite dimensional spaces.

The local differential properties of a function are formalised in the domain-theoretic framework by the notion of a set-valued Lipschitz constant. Assume $U \subseteq \mathbb{F}^{n}$ is an open subset. A map $f: U \subset \mathbb{F}^{n} \rightarrow \mathbb{F}^{m}$ is a vector function with components $f_{i}: U \rightarrow \mathbb{F}$ for $i=1, \ldots, m$. Given a matrix $v \in \mathbb{F}^{m \times n}$, we let $v_{i} \in \mathbb{F}^{n}$ be the $i$ th row of $v$. We define the vector-wise action of $f$ on $v$ by the column vector

$$
f[v]=\left(f_{1}\left(v_{1}\right), \ldots, f_{m}\left(v_{m}\right)\right)^{T} \in \mathbb{F}^{m}
$$

We call $f[v]$ the vector-wise action of $f$ to distinguish it from $f(u)$ for $u \in \mathbb{F}^{n}$, which is the usual action of $f$. Similarly, a matrix $A \in \mathbb{F}^{m \times n}$ is considered as representation of $m$ linear maps by the $m$ rows $A_{i}$ of $A$. Thus, for $A \in \mathbb{F}^{m \times n}$ and $v \in \mathbb{F}^{m \times n}$ we define the vector-wise evaluation

$$
\operatorname{ev}(A, v)=A[v]=\left(A_{1} v_{1}^{T}, \ldots, A_{m} v_{m}^{T}\right)^{T} \in \mathbb{F}^{m}
$$

where $A_{i} v_{i}^{T} \in \mathbb{F}$ is the usual action of the row vector $A_{i}$ on the column vector $v_{i}^{T}$ (i.e., the scalar product of $A_{i}$ and $v_{i}$ ). We also use below the notation $A v:=\sum_{i=1}^{m} \sum_{j=1}^{n} A_{i j} v_{i j}$, (in contrast to $A[v]$ ), which is the usual action of $A$ considered as a single row vector $A=\left(A_{1}, A_{2}, \ldots, A_{m}\right)$ on the single column vector $v=\left(v_{1}, v_{2}, \ldots, v_{m}\right)^{T}$. This means that we consider $v \in \mathbb{F}^{m \times n}$, depending on the context, both as an $m \times n$ matrix of $\mathbb{F}$ elements and also as a single column vector in the $m n$ dimensional vector space $\mathbb{F}^{m n}$. The vector-wise evaluation map is extended pointwise to

$$
\mathrm{ev}: \mathbf{C}\left(\mathbb{F}^{m \times n}\right) \times \mathbb{F}^{m \times n} \rightarrow \mathbf{C}\left(\mathbb{F}^{m}\right)
$$

by $\operatorname{ev}(b, v)=b[v]=\{A[v]: A \in b\}$.
In the following, we use the notation: $f[x+v]:=$ $\left(f_{1}\left(x+v_{1}\right), \ldots, f_{m}\left(x+v_{m}\right)\right)^{T}$, i.e., a copy of $x$ is used for each input to $f_{i}$. For $v=0$ this convention means that $f[x]=\left(f_{1}(x), \ldots, f_{m}(x)\right)^{T}=f(x)$.

Definition 3.1. The continuous function $f: U \rightarrow \mathbb{F}^{m}$ has a non-empty, convex and compact set-valued Lipschitz constant $b \in \mathbf{C}\left(\mathbb{F}^{m \times n}\right)$ in an open subset $a \subseteq U$ if for all $u, w \in a^{m}$ we have: $b[u-w] \sqsubseteq f[u]-f[w]$. The singlestep tie $\delta(a, b)$ of $a$ with $b$ is the collection of all partial functions $f$ on $U$ with $a \subseteq \operatorname{dom}(f) \subseteq U$ in $C^{0}(U)$ which have $b$ as a non-empty convex compact set-valued Lipschitz constant in $a$.

For a single-step tie $\delta(a, b)$, one can think of $b$ as the non-empty compact-set Lipschitz constant for the family of functions in $\delta(a, b)$. The classical Lipschitz constant for $f$ would simply be $k=\|b\| \geq 0$. By generalising the concept of a Lipschitz constant in this way, one is able to obtain essential information about the differential properties of the function.

In particular, if $f \in \delta(a, b)$ for $a \neq \emptyset$ and $b \neq \perp$, then the induced function $f: a \rightarrow \mathbb{F}^{m}$ is Lipschitz: for all $x, y \in a$ we have $\|f(x)-f(y)\| \leq\|b\|\|x-y\|$. For the rest of this section, we assume we are in dimension $n \geq 2$ and for convenience we write $C^{0}$ for $C^{0}(U)$.

Definition 3.2. A step tie of $C^{0}$ is any finite intersection $\bigcap_{i \in I} \delta\left(a_{i}, b_{i}\right) \subseteq C^{0}$, where $I$ is a finite indexing set. A tie of $C^{0}$ is any intersection $\Delta=\bigcap_{i \in I} \delta\left(a_{i}, b_{i}\right) \subseteq C^{0}$, for an arbitrary indexing set $I$. The domain of a non-empty tie $\Delta$ is defined as $\operatorname{dom}(\Delta)=\bigcup_{i \in I}\left\{a_{i} \mid b_{i} \neq \perp\right\}$.

A non-empty step tie with rational intervals gives us a family of functions with a finite set of consistent differential properties, and a non-empty general tie gives a family of functions with a consistent set of differential properties. Recall that a function $f: U \rightarrow \mathbb{R}$ defined on the open set $U \subseteq \mathbb{R}^{n}$ is locally Lipschitz if it is Lipschitz in a neighbourhood of any point in $U$.

The following lemma plays a crucial role in deducing our results. Let the unit sphere in $\mathbb{F}^{m \times n}$ by be denoted $S$ and let 0 denote the zero vector in $\mathbb{F}^{m}$. For a matrix $A \in \mathbb{F}^{m \times n}$, and $1 \leq i \leq m$, let $A_{i}$ denote the $i$ th row of $A$, i.e., $A_{i}=$ $\left(A_{i 1}, A_{i 2}, \ldots, A_{i j}, \ldots, A_{i n}\right)$.

Definition 3.3. Given $b \in \mathbf{C}\left(\mathbb{F}^{m \times n}\right)$, we say $b$ satisfies the zero containment predicate if the following holds:

$$
\mathrm{Z}\left(b, \mathbb{F}^{m \times n}\right) \equiv \forall \epsilon>0 . \forall v \in S . \exists A \in b .\|A[v]\| \leq \epsilon
$$

As the name implies, we have the following Basic Lemma.

Lemma 3.4. If $b \in \mathbf{C}\left(\mathbb{F}^{m \times n}\right)$ then $\mathbf{Z}\left(b, \mathbb{F}^{m \times n}\right)$ iff $0 \in b$.
Proof. The right to left implication is trivial. For Left to Right implication: Suppose $0 \notin b$. Let $r=\inf \{\|A\|$ : $A \in b\}>0$. By compactness of $b$ we have $r>0$ and there exists $C \in b$ with $\|C\|=r$. (Note that the Frobenius norm of the matrix $C \in \mathbb{F}^{m \times n}$ is the same as the Euclidean norm of $C$ considered as a vector in $\mathbb{F}^{m n}$ ). Now we put $v=\bar{C} /\|C\| \in S$, where $\bar{C}$ is the complex conjugate of $C$, i.e., $(\bar{C})_{i j}=\overline{C_{i j}}$ for $1 \leq i \leq n$ and $1 \leq j \leq m$. For any $A \in b$ we have $A=k \frac{C}{\|C\|}+B$ where $k \in \mathbb{F}$ with $|k| \geq r$ and $B$ is in the orthogonal complement of $C$, i.e., $B v=0$. Thus, $A v=k$ and hence $|A v| \geq r$. Recall that for any vector $x \in \mathbb{F}^{n}$ we have $\|x\|_{1}^{2} \leq n\|x\|_{2}^{2}$ where $\|x\|_{1}$ and $\|x\|_{2}$ are respectively the $\ell_{1}$ norm and the $\ell_{2}$ (i.e., Euclidean) norm of $x$. Therefore for any $A \in b$ and each $i=1, \ldots, m$ we have: $\left|A_{i} v_{i}^{T}\right|^{2} \geq \frac{1}{n} \sum_{j=1}^{n}\left|A_{i j} v_{i j}\right|^{2}$ and thus:

$$
\sum_{i=1}^{m}\left|A_{i} v_{i}^{T}\right|^{2} \geq \frac{1}{n} \sum_{i=1}^{m} \sum_{j=1}^{n}\left|A_{i j} v_{i j}\right|^{2}=\frac{1}{n}|A v| \geq r^{2} / n
$$

We therefore obtain a contradiction by taking $\epsilon=r /(2 \sqrt{n})$ with $v=\bar{C} /\|C\| \in S$.

We now collect some simple properties of step ties, which we will use later.

Proposition 3.5. Suppose the total derivative $f^{\prime}(x)$ of $f$ : $U \rightarrow \mathbb{F}^{m}$ exists for all $x \in a$. If $f \in \delta(a, b)$ then $f^{\prime}(x) \in b$ for all $x \in a$.

Proof. Suppose $f \in \delta(a, b)$ and $x \in a$. We show that $\mathbf{Z}(b-$ $\left.f^{\prime}(x), \mathbb{F}^{m \times n}\right)$. Let $\epsilon>0$ and $v \in S$ be given, where $S$ is the unit sphere in $\mathbb{F}^{m \times n}$. Consider the rows $v_{i}$ of $v$ for $i=$ $1, \ldots, m$. For each $i=1, \ldots, m$, for sufficiently small $k>$ 0 we have by the existence of the total derivative $f^{\prime}(x) \in$ $\mathbb{F}^{m \times n}$ of $f$ at $x:\left\|f\left(x+k v_{i}\right)-f(x)-f^{\prime}(x) k v_{i}\right\| \leq \epsilon k / \sqrt{m}$ and thus

$$
\begin{equation*}
\left\|f_{i}\left(x+k v_{i}\right)-f_{i}(x)-k\left(f^{\prime}(x)\right)_{i} v_{i}\right\| \leq \epsilon k / \sqrt{m} \tag{2}
\end{equation*}
$$

for each $i$, where, we recall, $\left(f^{\prime}(x)\right)_{i}$ is the $i$ th row of the matrix $f^{\prime}(x) \in \mathbb{F}^{m \times n}$. Therefore, from Equation 2, using our notation explained before Definition 3.1, we obtain:

$$
\begin{equation*}
\left\|f[x+k v]-f[x]-k f^{\prime}(x)[v]\right\| \leq \epsilon k \tag{3}
\end{equation*}
$$

Take $k>0$ to be small enough so that $x+k v_{i} \in a$, for all $i=1, \ldots, m$. Then from our assumption that $f \in \delta(a, b)$ we have: $f[x+k v]-f[x] \in k b[v]$. Thus, there exists $B \in b$ with $f[x+k v]-f[x]=k B[v]$, which by Equation 3, implies $\left\|B k v-k f^{\prime}(x)[v]\right\| \leq \epsilon k$ or $\left\|\left(B-f^{\prime}(x)\right)[v]\right\| \leq \epsilon$. Thus, $Z\left(b-f^{\prime}(x), \mathbb{F}^{m \times n}\right)$ and we conclude that $f^{\prime}(x) \in$ $b$.

Proposition 3.6. For any indexing set $I$, the family of step functions $\left(b_{i} \chi_{a_{i}}\right)_{i \in I}$ is consistent if $\bigcap_{i \in I} \delta\left(a_{i}, b_{i}\right) \neq \emptyset$.
Proof. Suppose $f \in \bigcap_{i \in I} \delta\left(a_{i}, b_{i}\right)$. We will show that every finite subfamily $\left(b_{i} \chi_{a_{i}}\right)_{i \in J}$, where $J \subseteq I$ is a finite subset, is consistent, from which the result follows as $\mathbf{C}\left(\mathbb{F}^{m \times n}\right)$ is bounded complete. It suffices to prove that for any finite subset $J \subseteq I$ we have $\bigcap_{j \in} b_{j} \neq \emptyset$ if $\bigcap_{j \in J} a_{j} \neq \emptyset$. This we will show by induction on the cardinality $|J|$ of $J$. For $|J|=1$, this vacuously holds. Suppose now $|J|>1$ and $a:=\bigcap_{j \in J} a_{j} \neq \emptyset$. Let $k \in J$. Then by the inductive hypothesis $\bigcap_{j \in J \backslash\{k\}} b_{j} \neq \emptyset$. If $\bigcap_{j \in J} b_{j}=\emptyset$, then put $b:=\bigcap_{j \in J \backslash\{k\}} b_{j}$. assume, for a contradiction, that $b \cap b_{k}=\emptyset$. Since $b$ and $b_{k}$ are non-empty, compact and convex sets, so is $b-b_{k}=\left\{A-B: A \in b, B \in b_{k}\right\}$, which is the Minkowski sum of two compact and convex sets $b$ and $-b_{k}$. We will show that $0 \in b-b_{k}$ which implies that $b \cap b_{k} \neq \emptyset$, a contradiction. Fix $x \in a$. Let $\epsilon>0$ and $v \in S$, where $S$ is the unit sphere in $\mathbb{F}^{m \times n}$. Let $c \in \mathbb{F}$ with $|c|>0$ sufficiently small such that $x+c v_{i} \in a$ for $i=1, \ldots, m$. Then, from $f \in \bigcap_{i \in I} \delta\left(a_{i}, b_{i}\right)$ we obtain $f[x+c v]-f[x] \in c b[v]$ and $f[x+c v]-f[x] \in c b_{k}[v]$, which imply that there exists $A \in b$ and $B \in b_{k}$ with $c A[v]=c B[v]$ or $(A-B)[v]=0$, where $A-B \in b-b_{k}$. Since, $\|(A-B)[v]\|=0$ we have $Z\left(b-b_{k}, \mathbb{F}^{m \times n}\right)$ and Lemma 3.4 gives $0 \in b-b_{k}$, which completes the proof.

One important corollary of this is that consistency of a family of step functions can be determined from the associated ties in a finitary manner: The family $\left(b_{i} \chi_{a_{i}}\right)_{i \in I}$ is consistent if for any finite subfamily $J \subseteq I$ we have $\bigcap_{i \in J} \delta\left(a_{i}, b_{i}\right) \neq \emptyset$.

Let $\left(T^{1}(U), \supseteq\right)$ be the dcpo of ties of $C^{0}$ ordered by reverse inclusion.

Definition 3.7. The primitive map $\int:\left(U \rightarrow \mathbf{C} \mathbb{F}^{m \times n}\right) \rightarrow$ $T^{1}(U)$ is defined by $\int(g)=\bigcap_{i \in I} \delta\left(a_{i}, b_{i}\right)$, where $g=$ $\sup _{i \in I} b_{i} \chi_{a_{i}}$. We usually write $\int(f)$ as $\int f$ and call it the set of primitives of $f$.

The primitive map is well-defined, onto and continuous, which is a generalisation of [7, Proposition 3.17].

Given a continuous function $f: U \rightarrow \mathbb{F}^{m}$, the relation $f \in \delta(a, b)$ provides, as we have seen, finitary information about the local differential properties of $f$. By collecting all such local information, we obtain the complete differential properties of $f$, namely its derivative.

Definition 3.8. The derivative of a continuous function $f$ : $U \rightarrow \mathbf{C}\left(\mathbb{F}^{m \times n}\right)$ is the map

$$
\mathcal{L} f=\bigsqcup_{f \in \delta(a, b)} b \chi_{a}: U \rightarrow \mathbf{C}\left(\mathbb{F}^{m \times n}\right)
$$

Theorem 3.9. (i) $\mathcal{L} f$ is Scott continuous.
(ii) If $f^{\prime}(x)$ exists, then $f^{\prime}(x) \in \mathcal{L} f(x)$.
(iii) If $f \in C^{1}(U)$ then $\mathcal{L} f=f^{\prime}$.
(iv) If $\mathcal{L} f(x)$ is a singleton, then $f^{\prime}(x)$ exists and $f^{\prime}(x)=$ $\mathcal{L} f(x)$.

Proof. (i) This follows from Proposition 3.6.
(ii) This follows from Proposition 3.5 and the definition of $\mathcal{L} f(x)$.
(iii) and (iv) See the Appendix.

We now show that when $\mathbb{F}=\mathbb{R}$, the L-derivative $\mathcal{L} f$ of a locally Lipschitz map $f: U \rightarrow \mathbb{R}^{m}$ coincides with Clarke's generalised Jacobian. We will now prove that the L-derivative and the generalised Jacobian of a locally Lipschitz map coincide which gives an elementary proof that the generalised Jacobian has an intrinsic value.

Theorem 3.10. For any locally Lipschitz map $f: U \rightarrow$ $\mathbb{R}^{m}$, we have $\partial f=\mathcal{L} f$.

Proof. By Corollary 2.3(ii), $\partial f$ is the maximal Scott continuous partial extension of the map $f^{\prime}: U_{0} \rightarrow \mathbb{R}^{m \times n} \subseteq$ $\mathbf{C}\left(\mathbb{R}^{m \times n}\right)$. By Theorem 3.9(i) and (ii), $\mathcal{L} f$ is a continuous partial extension of $f^{\prime}: U_{0} \rightarrow \mathbb{R}^{m \times n} \subseteq \mathbf{C}\left(\mathbb{R}^{m \times n}\right)$. Thus, by Proposition 1.2, all we need to check is that for all $x \in U$, we have $\mathcal{L} f(x) \subseteq \partial f(x)$.

Let $b \ll \partial f(x)$. By the Scott continuity of $\partial f$ at $x$ (Corollary 2.3(ii)), there is an open set $a \subseteq U$ with $x \in a$ such that $b \ll \partial f(y)$ for all $y \in a$. Let $u, v \in a^{m}$ with $v \neq u$. Fix $i$ with $1 \leq i \leq m$. Consider the $n-1$ dimensional open discs $D_{u_{i}}(\delta)$ and $D_{v_{i}}(\delta)$, orthogonal to the vector $v_{i}-u_{i}$, with centres at $u_{i}$ and $v_{i}$ respectively and each of radius $\delta$. Take small enough $\delta>0$ such that $D_{u_{i}}(\delta)$ and $D_{v_{i}}(\delta)$ are both contained in $a$. Since $f_{i}$ has a total derivative for almost all points $y \in a$, by Fubini's theorem the set of points $w \in D_{u_{i}}$ such that $f_{i}$ has a total derivative for almost all points on the line segment $\left\{w+t\left(v_{i}-u_{i}\right): t \in[0,1]\right\}$, with respect to the $1-$ dimensional Lebesgue measure on the line segment, has full $n-1$ dimensional Lebesgue measure on $D_{u_{i}}$. Let $w \in D_{u_{i}}$ be such a point and consider the path $p:[0,1] \rightarrow a$ given by $p(t)=w+t\left(v_{i}-u_{i}\right)$ with $p^{\prime}(t)=v_{i}-u_{i}$. Since $f_{i}$ has for almost all $t \in[0,1]$ total derivative at $p(t)$, and since $f$ equals to the integral of its derivative on a path that the derivative exists almost everywhere, we have:

$$
\begin{aligned}
f_{i}(w & \left.+\left(v_{i}-u_{i}\right)\right)-f_{i}(w)=\int_{0}^{1} f_{i}^{\prime}(p(t)) p^{\prime}(t) d t \\
& =\int_{0}^{1} f_{i}^{\prime}\left(w+t\left(v_{i}-u_{i}\right)\right)\left(v_{i}-u_{i}\right) d t
\end{aligned}
$$

From $b \ll \partial f(y)$ for all $y \in a$ and by Rademacher's theorem, we deduce that $f^{\prime}(y) \in b$ for almost all $y \in a$. Thus for almost all $t \in[0,1], f_{i}^{\prime}\left(w+t\left(v_{i}-u_{i}\right)\right)\left(v_{i}-u_{i}\right) \in$ $\left(b\left(v_{i}-u_{i}\right)\right)_{i}=\left\{A_{i}\left(v_{i}-u_{i}\right): A \in b\right\}$. Since $\left\{A_{i}\left(v_{i}-u_{i}\right):\right.$ $A \in b\}$ is compact and convex, it follows from [8, Lemma 4.5], that $f_{i}(w+(v-u))-f_{i}(w) \in\left\{A_{i}\left(v_{i}-u_{i}\right): A \in\right.$ $b\}$. By continuity and compactness this holds in the limit as $w \rightarrow u_{i}$ and thus $f_{i}\left(v_{i}\right)-f_{i}\left(u_{i}\right) \in\left\{A_{i}\left(v_{i}-u_{i}\right)\right.$ : $A \in b\}$. Since this holds for all $i=1, \ldots, m$, we obtain: $f[v]-f[u] \in b[v-u]$ and we conclude that $f \in \delta(a, b)$ or equivalently $b \sqsubseteq \mathcal{L} f(x)$. Since $b \ll \partial f(x)$ is arbitrary, we get $\partial f(x) \sqsubseteq \mathcal{L} f(x)$.

## 4 Infinite Dimensions

We will now show that the L-derivative extends to Lipschitz vector maps on any Hilbert space $\mathcal{H}$ over the field $\mathbb{F}$, of real or complex numbers, with inner product $\langle.,$.$\rangle . Re-$ call that the dual $\mathcal{H}^{*}$ of $\mathcal{H}$ is itself a Hilbert space as it is equipped with its operator norm which is complete and induces an inner product. By Riesz's representation theorem, $\mathcal{H}^{*}$ is anti-isomorphic to $\mathcal{H}$ if $\mathbb{F}=\mathbf{C}$ and is isomorphic to $\mathcal{H}$ if $\mathbb{F}=\mathbb{R}$ : For any $u \in \mathcal{H}$, there is a unique $\phi_{u} \in \mathcal{H}^{*}$ such that $\phi_{u}(v)=\langle v, u\rangle$ for all $v \in \mathcal{H}$. And for each $\phi \in \mathcal{H}^{*}$ there exists a unique $u_{\phi} \in \mathcal{H}$ such that $\left\langle x, u_{\phi}\right\rangle=\phi(x)$ for all $x \in \mathcal{H}$. Moreover, we have $\langle\phi, \psi\rangle=\left\langle u_{\psi}, u_{\phi}\right\rangle$.

In both case of real and complex Hilbert spaces, the unit ball of $\mathcal{H}$ is, by Alaoglu's theorem [21, 3.15], compact with respect to the weak* topology.

Let $S=\{u \in \mathcal{H}:\|u\|=1\}$ be the unit sphere in $\mathcal{H}$. Consider bounded linear maps of type $\mathcal{H} \rightarrow \mathbb{F}^{m}$ equipped with the product weak* topology $\left(\mathcal{H}^{*}\right)^{m}$, i.e., the weakest topology on the function space of bounded linear functionals $f: \mathcal{H} \rightarrow \mathbb{F}^{m}$ such that for all $v \in \mathcal{H}$ the maps $v \mapsto f_{i}(v): \mathcal{H} \rightarrow \mathbb{F}$ are continuous for all $i=1, \ldots, m$. By Tychonoff's theorem the unit ball in $\left(\mathcal{H}^{*}\right)^{m}$ is compact with respect to the weak* product topology. Let $\mathbf{C}\left(\left(\mathcal{H}^{*}\right)^{m}\right)$ be the bounded complete directed complete partial order of the non-empty and convex subsets of $\left(\mathcal{H}^{*}\right)^{m}$ that are compact with respect to the product weak* topology ordered by reverse inclusion and augmented with $\left(\mathcal{H}^{*}\right)^{m}$ as a bottom element. Note that in the infinite dimensional case, $\mathbf{C}\left(\left(\mathcal{H}^{*}\right)^{m}\right)$ is no longer a continuous Scott domain but most of the results in the finite dimensional case do extend, perhaps surprisingly, to infinite dimensional real and complex Hilbert spaces.

The definition of a single-step ties is syntactically the same as before using the notion of vector-wise evaluation. Let $0 \in\left(\mathcal{H}^{*}\right)^{m}$ denote the trivial linear function with value zero. It is easy to extend the Basic Lemma 3.4 to infinite dimensional Hilbert spaces. Using this lemma, it is straightforward to check that Proposition 3.5 and Proposition 3.6
extend to the infinite dimensional case. It then follows, in particular, that we can define the L-derivative of a continuous map $f: X \rightarrow \mathbb{F}^{m}$ to be the Scott continuous map:

$$
\mathcal{L} f=\bigsqcup_{f \in \delta(a, b)} b \chi_{a}: U \rightarrow \mathbf{C}\left(\left(\mathcal{H}^{*}\right)^{m}\right)
$$

which has the property that $f^{\prime}(x) \in \mathcal{L} f(x)$ whenever $f^{\prime}(x)$ exists.

In the full version of the paper, we will show that the L-derivative can also be defined for a continuous function $f: B \rightarrow \mathbb{R}^{m}$ where $B$ is any real Banach space and that for $m=1$ the L-derivative coincides with Clarke's gradient on Banach spaces.

## 5 Generalised Cauchy Riemann equations

In this section we establish a relation between the L derivative of a complex map $f: U \rightarrow \mathbb{C}^{m}$, where $U \subseteq \mathbb{C}^{n}$ is an open subset, and the L-derivative of its real and imaginary part. This will provide a new interpretation for the total derivative of a complex function and presents a generalisation of Cauchy Riemann equations [8] to Lipschitz maps in higher dimensions.

We now fix some notations for dealing with a complex map which can also be interpreted as a pair of real maps. For any $z=x+i y \in \mathbb{C}$, the conjugate complex number is denoted by $\bar{z}=x-i y$; moreover, the same notation is used to denote the pointwise extension of conjugation to sets of complex numbers, i.e., for $C \subseteq \mathbb{C}$, we write $\bar{C}=\{\bar{z}: z \in C\}$. Furthermore, all basic arithmetic operations on complex numbers are extended pointwise to subsets of complex numbers, e.g., for a subset $C \subseteq \mathbb{C}$, we write $i C:=\{i z: z \in C\}$. In order to keep the presentation as simple as possible, we use the isomorphism $\mathcal{H}: x+i y \mapsto(x, y)$ to identify the complex plane $\mathbb{C}$, regarded as a group under addition of complex numbers, and the real two dimensional Euclidean plane $\mathbb{R}^{2}$, regarded as a group under the addition of vectors: we move from one plane to the other plane while suppressing any explicit reference to $\mathcal{H}$ or its pointwise extension to subsets of $\mathbb{C}$ wherever convenient. In particular, an expression containing complex conjugation or multiplication by $i$ can in fact be interpreted, after carrying out the complex number operations, in the real plane, for example, $\overline{i A}$, for a subset $A \subseteq \mathbb{R}^{2}$, denotes the set $\mathcal{H}\left[\overline{i\left[\mathcal{H}^{-1}[A]\right]}\right] \subseteq \mathbb{R}^{2}$, i.e., the subset $A$ is rotated by $\pi / 2$ around the origin and is then reflected through the $x$-axis. i.e., an overall reflection through the line $y=-x$.

We now introduce the generalised multi-dimensional directional derivative of $f$ which extends the one dimensional notion [15, p. 27].
Definition 5.1. A map $f: U \subseteq \mathbb{C}^{n} \rightarrow \mathbb{C}^{m}$ has generalised directional derivative for $\theta \in[0,2 \pi)^{n}$ at $z \in \mathbb{C}^{n}$ if there
exists a linear map $L_{\theta}: U \subseteq \mathbb{C}^{n} \rightarrow \mathbb{C}^{m}$ such that

$$
\begin{equation*}
\lim _{\|h\| \rightarrow 0} \frac{\left\|f(z+h)-f(z)-L_{\theta} h\right\|}{\|h\|}=0 \tag{4}
\end{equation*}
$$

where $h \in \mathbb{C}^{n}$ with $h_{j}=\left|h_{j}\right| e^{i \theta_{j}}$ for $1 \leq j \leq n$.
In order to determine a relation between the generalised directional derivative of $f=V+i W$ and the directional derivatives of $V$ and $W$ we write $z=\left(z_{1}, \ldots, z_{n}\right) \in \mathbb{C}^{n} \simeq$ $\left(\mathbb{R}^{2}\right)^{n}$ as $z_{j}=x_{j}+i y_{j}$ with $\left(x_{j}, y_{j}\right) \in \mathbb{R}^{2}$ for $1 \leq j \leq n$. To any $\phi \in[0,2 \pi)$, we associate the unit vector $N_{\phi}=$ $(\cos \phi, \sin \phi)^{T} \in \mathbb{R}^{2}$.

Proposition 5.2. If $f=V+i W: U \subseteq \mathbb{C}^{n} \rightarrow \mathbb{C}^{m}$ is Lipschitz then for almost all $z \in \mathbf{C}^{n}$ it has a generalised directional derivative at $z \in \mathbf{C}^{n}$ for all $\theta=$ $\left(\theta_{1}, \ldots, \theta_{j}, \ldots, \theta_{n}\right) \in[0,2 \pi)^{n}$, which is given by

$$
\left(L_{\theta}\right)_{k j}=e^{-i \theta_{j}}\left(V_{k j}^{\prime} \cdot N_{\theta_{j}}+i W_{k j}^{\prime} \cdot N_{\theta_{j}}\right),
$$

where $V^{\prime}$ and $W^{\prime}$ are the total derivatives of $V$ and $W$ at $\left(x_{j}, y_{j}\right)_{1 \leq j \leq n} \in \mathbb{R}^{2^{n}}$ with $z_{j}=\left(x_{j}, y_{j}\right)$ for $1 \leq j \leq n$. [Note that in our notation $V_{k j}^{\prime}=\left(\frac{\partial V_{k}}{\partial x_{j}}, \frac{\partial V_{k}}{\partial y_{j}}\right)$ and similarly for $W_{k j}^{\prime}$.]

Proof. Let $f=V+i W$ where $V, W: \mathbb{R}^{2 n} \rightarrow \mathbb{R}^{m}$ are the real and imaginary parts of $f$. Then $V$ and $W$ are Lipschitz maps and are therefore differentiable for almost all $\left(x_{j}, y_{j}\right)_{1 \leq j \leq n} \in \mathbb{R}^{2^{n}}$ with respect the Lebesgue measure on $\mathbb{R}^{2 n}$. Let $\left(x_{j}, y_{j}\right)_{1 \leq j \leq n} \in \mathbb{R}^{2^{n}}$ be such a point. We will compute the $k$ th component of the term in Equation 4 at $z \in \mathbb{C}^{n}$ with $z_{j}=x_{j}+i y_{j}$ with $L_{\theta}$ given above with $N_{\theta_{j}}=\left(\cos \theta_{j}, \sin \theta_{j}\right)^{T}$. First, we note that since $V$ and $W$ have total derivative at $\left(x_{j}, y_{j}\right)_{1 \leq j \leq n} \in \mathbb{R}^{2^{n}}$, it follows that

$$
\begin{equation*}
\lim _{\|h\| \rightarrow 0} \frac{\Delta V_{k}-\sum_{j=1}^{n}\left|h_{j}\right| V_{k j}^{\prime} \cdot N_{\theta_{j}}}{\|h\|}=0 \tag{5}
\end{equation*}
$$

where

$$
\begin{aligned}
& \Delta V_{k} \\
& =V_{k}\left(\left(x_{j}+\left|h_{j}\right| \cos \theta_{j}, y_{j}+\left|h_{j}\right| \sin \theta_{j}\right)_{j}\right)-V_{k}\left(\left(x_{j}, y_{j}\right)_{j}\right) .
\end{aligned}
$$

Similarly,

$$
\begin{equation*}
\lim _{\|h\| \rightarrow 0} \frac{\Delta W_{k}-\sum_{j=1}^{n}\left|h_{j}\right| W_{k j}^{\prime} \cdot N_{\theta_{j}}}{\|h\|}=0 \tag{6}
\end{equation*}
$$

where

$$
\begin{aligned}
& \Delta W_{k} \\
& =W_{k}\left(\left(x_{j}+\left|h_{j}\right| \cos \theta_{j}, y_{j}+\left|h_{j}\right| \sin \theta_{j}\right)_{j}\right)-W_{k}\left(\left(x_{j}, y_{j}\right)_{j}\right)
\end{aligned}
$$

But

$$
\begin{gathered}
f_{k}(z+h)-f_{k}(z)-\left(L_{\theta} h\right)_{k} \\
=\Delta V_{k}+i\left(\Delta W_{k}\right)
\end{gathered}
$$

$$
-\sum_{j=1}^{n}\left|h_{j}\right| V_{k j}^{\prime} \cdot N_{\theta_{j}}+i\left(\sum_{j=1}^{n}\left|h_{j}\right| W_{k j}^{\prime} \cdot N_{\theta_{j}}\right)
$$

and thus from Equations (5) and (6), we obtain:

$$
\lim _{\|h\| \rightarrow 0} \frac{\left\|f_{k}(z+h)-f_{k}(z)-\left(L_{\theta} h\right)_{k}\right\|}{\|h\|}=0
$$

We will show that the L-derivative of a complex Lipschitz map coincides with the convex hull of all its generalised directional derivatives, which will give a generalisation of Cauchy Riemann equations. We note that the $k j$ entry of the matrix $L_{\theta}$ namely

$$
\left(L_{\theta}\right)_{k j}=e^{-i \theta_{j}}\left(V_{k j}^{\prime} \cdot N_{\theta_{j}}+i W_{k j}^{\prime} \cdot N_{\theta_{j}}\right)
$$

with $\theta_{j} \in[0,2 \pi)$ moves along a circle in $\mathbb{C}$ named after Kasner, though it appeared in some other notation in Riemann's PhD thesis [15, p. 27]. The two points $\overline{V_{k j}^{\prime}}$ and $i \overline{W_{k j}^{\prime}}$ are at the end of a diameter of this circle and we denote the disk in $\mathbb{C}$ whose boundary is the Kasner circle by $\mathrm{D}\left(\overline{V_{k j}^{\prime}}, i \overline{W_{k j}^{\prime}}\right)$ [8]. We now aim to express the L derivative of $f$ in terms of the L-derivative of the real-valued function $\hat{f}:\left(\mathbb{R}^{2}\right)^{n} \rightarrow\left(\mathbb{R}^{2}\right)^{m}$ given by $\left(\hat{f}((x, y))_{k}=\right.$ $\left(V_{k}((x, y)), W_{k}((x, y))\right)$.

Definition 5.3. The total directional derivative of a Lipschitz map $f=V+i W: U \subseteq \mathbb{C}^{n} \rightarrow \mathbb{C}^{m}$, where $V, W: U \subseteq\left(\mathbb{R}^{2}\right)^{n} \rightarrow \mathbb{R}^{m}$ is defined, via the dense embedding property, as the maximal continuous partial extension $\partial_{d}:=\left(\partial_{d}^{0}\right)^{*}$ of the map $\partial_{d}^{0}: U_{0} \subseteq U \subseteq \mathbb{C}^{n} \rightarrow$ $(\mathbf{C}(\mathbb{C}))^{m \times n}$ with $\left(\partial_{d}^{0} f(z)\right)_{k j}=\mathrm{D}\left(\overline{V_{k j}^{\prime}}(x, y), i \overline{W_{k j}^{\prime}(x, y)}\right)$ where $\hat{f}: U_{0} \subseteq U \subseteq\left(\mathbb{R}^{2}\right)^{n} \rightarrow\left(\mathbb{R}^{2}\right)^{m}$ is assumed to be differentiable at $(x, y) \in U_{0}$ with $z_{k}=x_{k}+i y_{k}$, for $1 \leq k \leq n$. With our notation, $\hat{f}_{k}: U \rightarrow \mathbb{R}^{2}$ is the $k$ th $\mathbb{R}^{2}$ block in $\left(\mathbb{R}^{2}\right)^{m}$ which has $m$ such blocks.

From the definition it follows that for $z=x+i y$ :

## Proposition 5.4.

$\left(\partial_{d} f(z)\right)_{k j}=\operatorname{Conv} \bigcup\left\{\mathrm{D}(\bar{v}, i \bar{w}):\binom{v}{w} \in\left(\mathcal{L} \hat{f}_{k}(x, y)\right)_{j}\right\}$
The proof of the following multi-dimensional generalisation of the Cauchy-Riemann equations, extending the 1 dimensional case in [8], is given in the Appendix.

Theorem 5.5. If $f: U \subseteq \mathbb{C}^{n} \rightarrow \mathbb{C}^{m}$ is locally Lipschitz then $\mathcal{L} f=\partial_{d} f$.

To see that we indeed have a multi-dimensional generalisation of the Cauchy-Riemann equations, suppose $f$ is
indeed analytic as a vector function of several complex variables. Then each component $f_{k}(1 \leq k \leq m)$ is separately analytic [20], i.e.

$$
\begin{equation*}
\frac{\partial f_{i}}{\partial \overline{z_{j}}}=0 \tag{7}
\end{equation*}
$$

In this case, the two points $\overline{V_{k j}^{\prime}}(x, y)$ and $i \overline{W_{k j}^{\prime}(x, y)}$ coincide for all $k$ and $j$ and Theorem 5.5 gives $\frac{\partial f_{k}}{\partial z_{j}}=$ $\overline{V_{k j}^{\prime}}(x, y)=i \overline{W_{k j}^{\prime}(x, y)}$ which is equivalent to Equation 7.

Example 5.6. Assume $f: U \subseteq \mathbb{C}^{2} \rightarrow \mathbb{C}$ with $f=$ $g\left(\overline{z_{1}}, \overline{z_{2}}\right)+h\left(z_{1}, z_{2}\right)$, where $g$ and $h$ are both analytic. Then $f$ is the sum of an anti-analytic (also called antiholomorphic) and an analytic map. In this case, writing $z=\left(z_{1}, z_{2}\right)$, a simple calculation yields:

$$
\begin{aligned}
& (\mathcal{L} f)_{1}(z)=\frac{\partial h}{\partial z_{1}}+\mathrm{D}\left(\frac{\partial g}{\partial z_{1}}(\bar{z}),-\frac{\partial g}{\partial z_{1}}(\bar{z})\right) \\
& (\mathcal{L} f)_{2}(z)=\frac{\partial h}{\partial z_{2}}+\mathrm{D}\left(\frac{\partial g}{\partial z_{2}}(\bar{z}),-\frac{\partial g}{\partial z_{2}}(\bar{z})\right)
\end{aligned}
$$

## 6 Distance to Maximal Elements

We have seen in Theorem 3.9(iii) and (iv) that a real or complex Lipschitz map $f: U \rightarrow \mathbb{F}^{m}$ is $C^{1}$ or analytic, respectively, in an open set if and only if its L-derivative is a singleton at each point in the open set. Then, the map $\mathcal{L} f$ : $U \rightarrow \mathbf{C}\left(\mathbb{F}^{m \times n}\right)$ is a maximal element of $U \rightarrow \mathbf{C}\left(\mathbb{F}^{m \times n}\right)$ and moreover it sends every element of $U$ to a maximal element of $\mathbf{C}\left(\mathbb{F}^{m \times n}\right)$, namely an element of $\mathbb{F}^{m \times n}$. In domain-theoretic terminology, $\mathcal{L} f$ can be regarded as a total element of the function space $U \rightarrow \mathbf{C}(\mathbb{F})[12,2,13]$. This motivates a quantitative measure for how close a vector Lipschitz map is to the maximal elements as follows. Consider the upper-extended real line $\mathbb{R}^{+} \cup\{\infty\}$ with its upper topology which coincides with the Scott topology on $\mathbb{R}^{+} \cup\{\infty\}$ if the latter is ordered by the reverse order of real numbers, with 0 as the top element.

Definition 6.1. The $t$-distance function

$$
\mathrm{d}:\left(U \rightarrow \mathbf{C}\left(\mathbb{F}^{m \times n}\right)\right) \rightarrow \mathbb{R}^{+} \cup\{\infty\}
$$

is defined by $\mathrm{d}(g)=\sup \{\operatorname{diam}(g(z)): z \in U\}$, where $\operatorname{diam}(A)$ is the diameter of $A \in \mathbf{C}\left(\mathbb{F}^{m \times n}\right)$ with $\operatorname{diam}(\perp)=$ $\infty$.

Clearly, d is monotone; we will show in the Appendix that it satisfies a continuity property as well.

Proposition 6.2. The $t$-distance is Scott continuous on Scott continuous functions restricted to a compact subset of $U$.

One can easily compute the $t$-distance of the L-derivative of complex Lipschitz map $f$ provided in Example 5.6, in which the two components of the L-derivative contain a disk of radius $\left|\frac{\partial g}{\partial z_{2}}(\bar{z})\right|$ and a disk of radius $\left|\frac{\partial g}{\partial z_{2}}(\bar{z})\right|$ :

$$
\begin{equation*}
\mathrm{d}(f)=\max \left\{\sup _{z \in U}\left|\frac{\partial g}{\partial z_{1}}(\bar{z})\right|, \sup _{z \in U}\left|\frac{\partial g}{\partial z_{2}}(\bar{z})\right|\right\} \tag{8}
\end{equation*}
$$

Domain-theoretically, the t-distance relates to the more abstract notion of the distance of an element of a domain to the set of maximal elements of that domain as in the notion of measurement [18].

## 7 Domain for real Lipschitz vector functions

A domain for locally Lipschitz functions and for $C^{1}(U)$ is constructed as follows. First suppose that $\mathbb{F}=\mathbb{R}$. We will assume that $U$ is a relatively compact open set, i.e, its closure is compact. The canonical example is $U=(0,1)^{n}$. The idea is to use $U \rightarrow \mathbf{I} \mathbb{R}^{m}$ to represent the function and $U \rightarrow \mathbf{C} \mathbb{R}^{m \times n}$ to represent the differential properties (partial derivatives) of the function. Thus, we aim to define a domain for Lipschitz vector functions as a sub-domain of $\left(U \rightarrow \mathbb{R}^{m}\right) \times\left(U \rightarrow \mathbf{C}\left(\mathbb{R}^{m \times n}\right)\right)$, where $\left(U \rightarrow \mathbb{R}^{m}\right)$ is the set of continuous functions from $U$ to $\mathbb{R}^{m}$ with the sup norm. Consider the consistency relation

$$
\text { Cons } \subseteq\left(U \rightarrow \mathbb{R}^{m}\right) \times\left(U \rightarrow \mathbf{C}\left(\mathbb{R}^{m \times n}\right)\right)
$$

defined by $(f, g) \in$ Cons if $\uparrow f \cap \int g \neq \emptyset$, i.e., $\exists h: U \rightarrow \mathbb{R}^{m}$ with $g \sqsubseteq h$ and $f \sqsubseteq \mathcal{L} h$. For a consistent $(f, g)$, we think of $f$ as the function part or the function approximation and $g$ as the derivative part or the derivative approximation. We will show that the consistency relation is Scott closed. It follows immediately from the definition that consistency is downward closed. Recall that by Kirszbraun's theorem [5, p. 8], a Lipschitz map can be extended from any subset of a Hilbert space to the whole space with the same Lipschitz constant.

## Proposition 7.1. The relation Cons is Scott closed.

Proof. Let $\left(f_{i}, g_{i}\right)_{i \geq 0}$ be an increasing sequence of pairs of step functions with $\left(f_{i}, g_{i}\right) \in$ Cons with $f=\sup _{i \geq 0} f_{i}$ and $g=\sup _{i \geq 0} g_{i}$, where $\operatorname{dom}(f)=\bigcup_{i \geq 0} \operatorname{dom} f_{i}$ and $\operatorname{dom}(g)=\bigcup_{i \geq 0} \operatorname{dom} g_{i}$. Without loss of generality assume $g_{0}(x) \neq \perp$ for some $x \in U$. Let $h_{i}: U \rightarrow \mathbb{R}^{m}$ be a partial map that is the Lipschitz witness of consistency such that $f_{i}^{-} \leq h_{i} \leq f_{i}^{+}$and $g_{i} \sqsubseteq \mathcal{L} h_{i}$. By using Kirszbraun's theorem we extend the domain of definition of each $h_{i}$ to $\mathrm{cl}(U)$ so that the extended map $\hat{h}_{i}$ is still Lipschitz with a Lipschitz constant given by $c_{i}:=\max _{x \in \operatorname{dom}\left(g_{i}\right)}\left\|g_{i}(x)\right\|$, which is the maximum Lipschitz constant possible for consistency with $g_{i}$. Since $f_{i}$ and $g_{i}$ are increasing chains in
$U \rightarrow \mathbb{R}^{m}$ and $U \rightarrow \mathbf{C}\left(\mathbb{R}^{m \times n}\right)$ respectively, $\left(f_{i}^{-}\right)_{i \geq 0}$ and $\left(f_{i}^{+}\right)_{i \geq 0}$ are increasing and decreasing functions respectively and $c_{i}$ is a decreasing sequence for $i \geq 0$. It follows for all $i \geq 0$ the map $\hat{h}_{i}$ has lower and upper bounds given by: $M_{0}^{-}-c_{0} d \leq \hat{h}_{i} \leq M_{0}^{+}+c_{0} d$, where $M_{0}^{-}$and $M_{0}^{+}$are, respective, the minimum of $f_{0}^{-}$and the maximum values of $f_{0}^{+}$, and $d$ is the diameter of $U$. Thus, the family $\left(\hat{h}_{i}\right)_{i \geq 0}$ is uniformly bounded. In addition, $\left\|h_{i}(x)-h_{i}(y)\right\| \leq$ $c_{0}\|x-y\|$ and thus the family $\left(\hat{h}_{i}\right)_{i \geq 0}$ is equi-continuous. It follows by Arzelà-Ascoli theorem [21, p.369] that the family $\left(\hat{h}_{i}\right)_{i \geq 0}$ has a convergent subsequence, say $\left(\hat{h}_{i_{k}}\right)_{k \geq 0}$. Suppose $\lim _{k \rightarrow \infty} h_{i_{k}}=h$. Since $f_{i_{k}}^{-} \leq h_{i_{k}} \leq f_{i_{k}}^{+}$for all $k \geq 0$, we have $f^{-} \leq h \leq f^{+}$. Let $A \subseteq \operatorname{dom}(g)$ be a connected component of $\mathbf{g}$. Assume $A \cap \operatorname{dom}(f) \neq \emptyset$. We have $\mathcal{L} h_{i_{k}} \sqsupseteq g_{i_{k}}$ for all $k \geq 0$. Thus, $h_{\uparrow A} \sqsupseteq g_{i_{k} \mid A}$ for all $k \geq 0$, which implies $h_{\upharpoonright A} \sqsupseteq g_{\lceil A}$. Thus, $h$ is a witness for consistency of $(f, g)$.

Define

$$
\begin{aligned}
& \mathcal{D}_{0}(U):= \\
& \left\{(f, g) \in\left(U \rightarrow \mathbb{R}^{m}\right) \times\left(U \rightarrow \mathbf{C}\left(\mathbb{R}^{m \times n}\right)\right): \operatorname{Cons}(f, g)\right\} .
\end{aligned}
$$

Corollary 7.2. The domain $\mathcal{D}_{0}(U)$ is a bounded complete continuous dcpo, i.e., a continuous Scott domain.

## 8 Domain for complex Lipschitz maps

Now let $\mathbb{F}=\mathbb{C}$ and let $U \subseteq \mathbb{C}^{n}$ be a relatively compact open set. In order to construct a domain for complex Lipschitz maps of type $\left(U \rightarrow \mathbb{C}^{m}\right)$, we use the continuous Scott domain $\left(U \rightarrow \mathbb{R}^{2}\right)^{m}$ to represent the function part of the map as $\mathbb{C}^{m} \simeq\left(\mathbb{R}^{2}\right)^{m}$, and the continuous Scott domain $\left(U \rightarrow \mathbb{C}^{m \times n}\right) \simeq\left(U \rightarrow\left(\mathbb{R}^{2}\right)^{m \times n}\right)$ to represent the L-derivative, together with a consistency condition between the function part and the derivative part. We actually will construct two such domains, one that carries the minimal information required and a larger domain that carries extra information we can use to develop an effectively given domain.

The consistency relation is defined as

$$
\operatorname{Cons}_{0} \subseteq\left(U \rightarrow\left(\mathbb{R}^{2}\right)^{m}\right) \times\left(U \rightarrow \mathbf{C}\left(\mathbb{C}^{m \times n}\right)\right)
$$

defined by $(f, g) \in$ Cons $_{0}$ if $\uparrow f \cap \int g \neq \emptyset$. The condition is equivalent to the existence of $h=V+i W: \mathbb{C}^{n} \rightarrow$ $\mathbb{C}^{m}$, where $V, W:\left(\mathbb{R}^{2}\right)^{n} \rightarrow \mathbb{R}^{m}$ with $f_{j} \sqsubseteq\left(V_{j}, W_{j}\right)$, for $1 \leq j \leq m$, and $g \sqsubseteq \mathcal{L} h$. In the Appendix, as in the case of real maps, we use the two theorems by Kirszbraun and Arzelà-Ascoli to show:

Proposition 8.1. The predicate $\mathrm{Cons}_{0}$ is Scott closed.
We thus define our domain for complex maps as:

$$
\begin{aligned}
& \mathcal{C}_{0}(U):=\left\{(f, g) \in\left(U \rightarrow\left(\mathbf{I}^{2}\right)^{m}\right) \times\left(U \rightarrow \mathbf{C}\left(\mathbb{C}^{m \times n}\right)\right):\right. \\
& \left.(f, g) \in \text { Cons }_{0}\right\}
\end{aligned}
$$

From Proposition (8.1), we obtain:
Corollary 8.2. $\mathcal{C}_{0}(U)$ is a continuous Scott domain.

## 9 Effective structure

In the domains we have constructed the L-derivative will be generated by a basis consisting of rational convex polytopes. Since the decidability of the consistency predicate Cons in this setting remains an open problem even in the case of $\mathbb{F}=\mathbb{R}, n=2$ and $m=1$ [11], we will construct two other domains, one for real and one complex vector maps, in which the L-derivative of the underlying real maps are approximated, as in interval analysis [19], by the smallest axis aligned hyper-rectangles. For the ease of presentation, for real maps we confine ourselves with $m=n=2$, i.e., maps of type $U \subseteq \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$, while for complex maps we assume $m=n=1$, i.e., maps of type $U \subseteq \mathbb{C} \rightarrow \mathbb{C}$.

Let $\mathbf{I} \mathbb{R}^{2 \times 2}$ be the set of all $2 \times 2$ matrices whose entries are non-empty compact real intervals ordered by component-wise reverse inclusion and augmented with a least element $\perp$ represented as the $2 \times 2$ matrix with $\mathbb{R}$ for all its entries. Let $\rho_{i}: \mathbb{R}^{2 \times 2} \rightarrow \mathbb{R}^{2}$, for $i=1,2$, project any $2 \times 2$ matrix to the $i$ th row and let $\pi_{i}: \mathbb{R}^{2} \rightarrow \mathbb{R}$ for $i=1,2$ be the standard projection to the first and second coordinate axis. These maps extend pointwise to maps $\mathbf{C}\left(\mathbb{R}^{2 \times 2}\right) \rightarrow \mathbf{C}\left(\mathbb{R}^{2}\right)$ and $\mathbf{C}\left(\mathbb{R}^{2}\right) \rightarrow \mathbf{I} \mathbb{R}$, which for convenience we still denote by $\rho_{i}$ and $\pi_{j}$ respectively. Note that $\rho_{1}(\mathcal{L} \hat{h}(x, y))=\mathcal{L} V(x, y)$ and $\rho_{2}(\mathcal{L} \hat{h}(x, y))=\mathcal{L} W(x, y)$ with $\mathcal{L} \hat{h}(x, y)) \subseteq \mathcal{L} V(x, y) \times \mathcal{L} W(x, y)$. Furthermore $\pi_{1} \mathcal{L} V(x, y) \times \pi_{2} \mathcal{L} V(x, y) \supset \mathcal{L} V(x, y)$ and $\pi_{1} \mathcal{L} W(x, y) \times$ $\pi_{2} \mathcal{L} W(x, y) \supset \mathcal{L} W(x, y)$. Thus, we have the following two conservative approximations:

A(i) $\mathcal{L} V(x, y) \times \mathcal{L} W(x, y)$ approximates $\mathcal{L} \hat{h}(x, y)$.
A(ii) $\pi_{1} \mathcal{L} V(x, y) \times \pi_{2} \mathcal{L} V(x, y)$ and $\pi_{1} \mathcal{L} W(x, y) \times$ $\pi_{2} \mathcal{L} W(x, y)$ approximate $\mathcal{L} V(x, y)$ and $\mathcal{L} W(x, y)$.

The combined result of $A(i)$ and $A(i i)$ is that we obtain the smallest axis aligned hyper-rectangle in $\mathbb{R}^{2 \times 2}$ which contains $\mathcal{L} \hat{h}(x, y)$. More formally, for any Lipschitz map $f: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$, with components $f_{1}$ and $f_{2}$, we define $\mathcal{L}^{r} f(x, y) \in \mathbf{I} \mathbb{R}^{2 \times 2}$, with the $i j$ entry given by

$$
\begin{equation*}
\left(\mathcal{L}^{r} f(x, y)\right)_{i j}=\pi_{j}\left(\rho_{i}(\mathcal{L} f(x, y))\right) \tag{9}
\end{equation*}
$$

Since the projections $\rho_{i}$ and $\pi$ are continuous, their extensions to non-empty compact sets are also continuous with respect to the Hausdorff metric. It follows that the map
$\mathcal{L}^{r} f: U \rightarrow \mathbf{I} \mathbb{R}^{2 \times 2}$ is Scott continuous. We say $\mathcal{L}^{r} f$ is the rectangular approximation to $\mathcal{L} f$ and define the domain,

$$
\begin{aligned}
& \mathcal{D}_{1}(U):=\left\{(f, g) \in(U \rightarrow \mathbf{I} \mathbb{R})^{2} \times\left(U \rightarrow \mathbf{I} \mathbb{R}^{2}\right)^{2}:\right. \\
& \left.\operatorname{Cons}\left(f_{i}, g_{i}\right), i=1,2\right\}
\end{aligned}
$$

For step functions $\left(f_{i}, g_{i}\right) \in(U \rightarrow \mathbf{I} \mathbb{R}) \times\left(U \rightarrow \mathbf{I} \mathbb{R}^{2}\right)$, with rational rectangles as values, the predicate $\operatorname{Cons}\left(f_{i}, g_{i}\right)$ is decidable, for $i=1,2$, by [11, Corollary 3.9]. This means that $\mathcal{D}_{1}(U)$ can be given an effective structure.

### 9.1 Another Domain for Complex Maps

We now construct a bigger domain for complex Lipschitz vector maps, restricting ourselves to $m=n=1$. Consider tuples $((r, s),(v, w), g)$ with $r, s: U \subseteq \mathbb{R}^{2} \rightarrow \mathbf{I} \mathbb{R}$, $v, w: U \rightarrow \mathbb{I}^{2}$ and $g: U \rightarrow \mathbf{C}(\mathbb{C})$. The pair $r$ and $s$ represent approximations, respectively, to the real and imaginary parts of a complex map $f=V+i W: U \rightarrow \mathbb{C}$, and $g$ represents an approximation to $\mathcal{L} f$, while $(v, w)$ represent rectangular approximations, respectively, to the L-derivatives $\mathcal{L} V$ and $\mathcal{L} W$ of the real functions $V, W: U \rightarrow \mathbb{R}$, In other words, we approximate $\mathcal{L} \hat{f}$ by the hyper-rectangle

$$
\left(\left(\pi_{1} \rho_{1} \mathcal{L} V\right) \times\left(\pi_{2} \rho_{1} \mathcal{L} V\right)\right) \times\left(\left(\pi_{1} \rho_{2} \mathcal{L} W \times\left(\pi_{2} \rho_{2} \mathcal{L} W\right)\right)\right)
$$

in $\mathbb{R}^{2 \times 2}$. We therefore define

$$
\text { Cons }_{1} \subseteq\left(U \rightarrow\left(\mathbf{I} \mathbb{R}^{2} \times\left(\mathbf{I} \mathbb{R}^{2}\right)^{2} \times \mathbf{C}(\mathbb{C})\right)\right)
$$

with $((r, s),(v, w), g) \in$ Cons $_{1}$ if there exists a complex map $f=V+i W: U \rightarrow \mathbb{C}$ such that $r \sqsubseteq V, s \sqsubseteq W, v \sqsubseteq$ $\mathcal{L} V, w \sqsubseteq \mathcal{L} W$ and $g \sqsubseteq \mathcal{L} f$. We denote the sub-domain of consistent elements with respect to Cons ${ }_{1}$ by $\mathcal{C}_{1}(U)$. From Proposition (7.1) and Proposition (8.1), we conclude:

Corollary 9.1. $\mathcal{C}_{1}(U)$ is a continuous Scott domain.
In fact, $\mathcal{C}_{0}(U)$ is a retraction of $\mathcal{C}_{1}(U)$, i.e., there exist Scott continuous maps $E: \mathcal{C}_{0}(U) \rightarrow \mathcal{C}_{1}(U)$, called a section, and $R: \mathcal{C}_{1}(U) \rightarrow \mathcal{C}_{0}(U)$, called a retraction, such that $R \circ E=$ Id where Id is the identity map on $\mathcal{C}_{0}(U)$ [1]. To show this, we need the follow lemma, which follows from Proposition 5.4.

Lemma 9.2. If $f=V+i W: U \rightarrow \mathbb{C}^{m}$, then $\mathcal{L} V \subseteq \overline{\mathcal{L} f}$ and $\mathcal{L} W \subseteq i \overline{\mathcal{L} f}$.

Let $T: \mathbf{C}(\mathbb{C}) \rightarrow \mathbf{I R}^{2}$ be the Scott continuous map that sends every convex compact polygon to the smallest axis aligned rectangle containing it. Put $T^{+}:(U \rightarrow \mathbf{C}(\mathbb{C})) \rightarrow$ $\left(U \rightarrow \mathbf{I} \mathbb{R}^{2}\right)$ by $\left(T^{+}(g)\right)(z)=T(g(z))$ for all $z \in \mathbb{C}$. Then $T^{+}$is Scott continuous and we define:

$$
E((f, g))=\left(f, T^{+}(\bar{g}), T^{+}(i \bar{g}), g\right)
$$

and $F\left(\left(f_{1}, f_{2}\right),(v, w), g\right)=(f, g)$ where $f=\left(f_{1}, f_{2}\right)$. Using the lemma it is easy to check that the $E$ and $F$ are welldefined and provide a section-retraction pair.

We propose that $\mathrm{C}_{1}(U)$ which contains a substructure equivalent to $D_{1}$ can be made into an effective continuous Scott domain.

## 10 Further work

As pointed out in the last section, one area for further work is to investigate if the consistency predicate Cons ${ }_{1}$ used in defining the continuous Scott domain $\mathrm{C}_{1}(U)$ is decidable on rational step functions, i.e., those basis elements whose values are compact rational axis aligned rectangles or rational compact polygons. We propose that Tarski's theorem on the elimination of quantifiers in real closed fields can be invoked to prove this decidability result.

An area for future work is to use the continuous Scott domains constructed in this paper for Lipschitz maps between finite dimensional real and complex Euclidean spaces to develop domains of computation for real and complex Lipschitz manifolds, in which the transition maps in charts are Lipschitz.

Another area is to show that the results in the paper can be extended to real vector Lipschitz maps on real Banach spaces, using a separation property in the dual of a real Ba nach space, which has been proved in [7]. Since we do not know if the latter separation property holds for complex Ba nach spaces, the question remains if the same thing can be done for maps on complex Banach spaces.
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## Appendix

## Theorem 3.9

(i) $\mathcal{L} f$ is Scott continuous.
(ii) If $f^{\prime}(x)$ exists, then $f^{\prime}(x) \in \mathcal{L} f(x)$.
(iii) If $f \in C^{1}(U)$ then $\mathcal{L} f=f^{\prime}$.
(iv) If $\mathcal{L} f(x)$ is a singleton, then $f^{\prime}(x)$ exists and $f^{\prime}(x)=$ $\mathcal{L} f(x)$.

Proof. (i) and (ii) have already been proved.
(iii) By Proposition 3.5, we know that if $f^{\prime}(x)$ exists then $f^{\prime}(x) \in b$ whenever $f \in \delta(a, b)$ and $x \in a$. Thus $f^{\prime}(x) \sqsupseteq$ $\mathcal{L} f(x)$. To show equality, let $x \in U$ and put $L:=f^{\prime}(x)$. By the continuity of the total derivative $f^{\prime}: U \rightarrow \mathbb{F}^{m \times n}$ at $x$, for each integer $n>0$, there exists an open ball $a \subseteq U$ with $x \in a$ such that $f^{\prime}(y) \in B_{1 / n}(L)$ for $y \in a$, where $B_{r}(L) \subseteq \mathbb{F}^{m \times n}$ is the open ball of radius $r$ and centre $L$. We have $f^{\prime} \sqsupseteq \mathcal{L} f \sqsupseteq \operatorname{cl}\left(B_{1 / n}(L)\right) \chi_{a}$, where $\operatorname{cl}\left(B_{r}(L)\right)$ is the closed ball centred at $L$ with radius $r$. Since $\bigcap_{n \geq 0} \operatorname{cl}\left(B_{1 / n}(L)\right)=f^{\prime}(x)$ we conclude that $f^{\prime}(x)=\mathcal{L} f(x)$.
(iv) Assume $\mathcal{L} f(x)=L \in \mathbb{F}^{m \times n} \subseteq \mathbf{C}\left(\mathbb{F}^{m \times n}\right)$ is a singleton. Let $\epsilon>0$ be given. Consider the open ball $O_{\epsilon}(L) \subseteq \mathbb{F}^{m \times n}$ with centre $L$ and radius $\epsilon / 2$ with respect to the Frobenius norm. By the definition of $\mathcal{L} f(x)$ and the intersection property of compact sets in a Hausdorff space, there exists $\delta(a, b)$, with $f \in \delta(a, b)$, such that $x \in a$ and $b \subseteq O_{\epsilon}(L)$. Thus, for $h \in \mathbb{F}^{n}$ with $\|h\|$ small enough so that $x+h \in a$ we have $f[x+h]-f[x] \in b[h]$ which is identical to:

$$
f(x+h)-f(x) \in b h
$$

or

$$
f(x+h)-f(x)-L h \in(b-L) h
$$

But $\|b-L\|<\epsilon$ and thus $\|(b-L) h\|<\|h\| \epsilon$, since the Frobenius norm is subordinate to the Euclidean norm. Thus, we obtain:

$$
\frac{\|f(x+h)-f(x)-L h\|}{\|h\|}<\epsilon
$$

which shows that $f^{\prime}(x)=L$ and completes the proof.

Theorem 5.5 If $f: U \subseteq \mathbb{C}^{n} \rightarrow \mathbb{C}^{m}$ is locally Lipschitz then $\mathcal{L} f=\partial_{d} f$.

Proof. Let $z_{0} \in U$. Let $b \in(\mathbf{C}(\mathbb{C}))^{m \times n}$ with $b \ll \mathcal{L} f\left(z_{0}\right)$. Then for some open set $a \subseteq U$ we have $b \sqsubseteq \mathcal{L} f(z)$ for all $z \in a$, which implies $f \in \delta(a, b)$. Let $h \in \mathbb{C}^{n}$ with $h_{j} \neq 0$ and $h_{l}=0$ for $l \neq j$. Then we have $f_{k}(z+h)-f_{k}(z) \in b_{k j} h_{j}$. Assume $\hat{f}:\left(\mathbb{R}^{2}\right)^{n} \rightarrow\left(\mathbb{R}^{2}\right)^{n}$ is differentiable at $(x, y)$. If $h_{j}=\left|h_{j}\right| e^{i \theta_{j}}$ then $\lim _{\|h\| \rightarrow 0}\left(f_{k}(z+h)-f_{k}(z)\right) /\|h\|$ converges to a point on the boundary of $\mathrm{D}\left(\overline{V_{k j}^{\prime}(x, y)}, i \overline{W_{k j}^{\prime}(x, y)}\right)$ and

$$
\left\{\lim _{\|h\| \rightarrow 0}\left(f_{k}(z+h)-f_{k}(z)\right) /\|h\|: \theta_{j} \in[0,2 \pi)\right\}
$$

is the whole boundary of $\mathrm{D}\left(\overline{V_{k j}^{\prime}(x, y)}, i \overline{W_{k j}^{\prime}(x, y)}\right)$. Since $b$ is convex, it follows that $\mathrm{D}\left(\overline{V_{k j}^{\prime}(x, y)}, i \overline{W_{k j}^{\prime}(x, y)}\right) \subseteq b_{k j}$. Since this holds for a dense set of points $z \in a$ where $\hat{f}$ is differentiable
at the induced point $(x, y)$, it follows that $\partial_{d}\left(z_{0}\right) \subseteq b$. Since $b \ll \mathcal{L} f$ is arbitrary, it follows that $\partial_{d}\left(z_{0}\right) \subseteq \mathcal{L} f\left(z_{0}\right)$.

Next assume $b \ll \partial_{d}\left(z_{0}\right)$. Taking the $k j$ component of $b$ the result follows as in the one dimensional generalisation of the Cauchy-Riemann equations [8, Theorem 4.7] and Theorem 3.10.

To prove the continuity property of $t$-distance, we first need a lemma. Recall that a crescent is the intersection of an open and a closed set. Each step function $g \in(X \rightarrow D)$, where $X$ is a topological space and $D$ is a domain, is given by a finite number of disjoint crescents in each of which the value of the step function is constant. From the Scott continuity of step functions, we can immediately deduce the following.

Lemma 10.1. Suppose $x$ belongs to the domain of definition of a step function $g \in(X \rightarrow D)$. If $x$ is a point on the boundary of a crescent $K$ of $g$, then $g(x) \sqsubseteq g(y)$ for $y \in K$.

Moreover, any step function can be extended by Scott continuity to the closure of its domain of definition.

Proposition 6.2 The t-distance is Scott continuous on Scott continuous functions restricted to a compact subset of $U$.

Proof. Let $X \subseteq U$ be a fixed compact subset endowed with the relative subset topology induced from the open set $U \subseteq \mathbb{F}^{n}$. Let $g \in(U \rightarrow \mathbf{C}(\mathbb{C}))$ and suppose for some $c>0$ we have $\mathrm{d}\left(g_{\lceil X}\right)<$ $c$. Let $g=\sup _{i \geq 1} g_{i}$ where $g_{i} \ll g$ for all $i \geq 1$ is an increasing sequence of step functions. It is sufficient to find $i \geq 1$ such that $\mathrm{d}\left(g_{i_{\mid X}}\right)<c$. Assume, for a contradiction, that for each $i \geq 1$ we have $\mathrm{d}\left(g_{i_{\mid X}}\right) \geq c$. For each $i \geq 1$, consider the crescents, $K_{i 1}, K_{i 2}, \ldots, K_{i n_{i}}$ of $X$, such that
(i) in each of which the value of $g_{i_{\mid X}}$ is constant and has diameter greater or equal to $c$ and
(ii) the crescents $K_{i 1}, K_{i 2}, \ldots, K_{i n_{i}}$ refine the crescents $K_{(i-1) 1}, K_{(i-1) 2}, \ldots, K_{(i-1) n_{i-1}}$, for $i>1$.
Note that our second requirement (ii) implies that the value of $g_{i}$ for $i>1$ can be the same on some crescents among $K_{i 1}, K_{i 2}, \ldots, K_{i n_{i}}$. By Lemma (10.1), it follows that in fact the value of $g_{i \mid X}$ on any point of the closure $\operatorname{cl}\left(K_{i j}\right)$ in $X$ will have diameter greater or equal to $c$. Consider now the tree $T$ whose root node is $\mathbb{C}$ and whose nodes on level $i \geq 1$ consist of the compact sets $\operatorname{cl}\left(K_{i 1}\right), \operatorname{cl}\left(K_{i 2}\right), \ldots, \operatorname{cl}\left(K_{i n_{i}}\right)$, and a node $\operatorname{cl}\left(K_{i j}\right)$ for $1 \leq j \leq n_{i}$ is a parent of a node $\operatorname{cl}\left(K_{i+1, k}\right)$ for some $k$ with $1 \leq k \leq n_{i+1}$ if and only if $K_{i j} \supset K_{i+1, k}$. Since the crescents of $g_{i^{\top}}$ are disjoint, it follows that any node on level $i+1$ will have a unique parent node on level $i \geq 0$. By our assumption, the tree is infinite since for each $i \geq 1$, there is at least one crescent for which the constant value of $g_{i}$ has diameter greater or equal to $c$. By König's lemma [16], $T$ will have an infinite branch which gives a shrinking sequence of non-empty compact convex subsets of $X$ with non-empty intersection. Let $x_{0} \in X$ belong to this intersection. Then $\operatorname{diam}\left(g_{i_{\mid} X}\left(x_{0}\right)\right) \geq c$ for all $i \geq 1$. Since $g_{\mid X}(x)=\bigcap_{i \geq 0} g_{i_{\mid X}}(x)$, it follows that $\operatorname{diam}\left(g_{\mid X}(x)=\inf _{i \geq 0} \operatorname{diam}\left(g_{i_{\mid X}}(x) \geq c\right.\right.$, which gives a contradiction.

Note that the t-distance map may fail to be continuous on non-compact sets. For example, let $\mathbb{F}=\mathbb{C}$ with $U=\{z \in \mathbb{C}:|z|<1\}$ be the interior of the unit disk centred at the origin, and for $n \geq 1$ define $f_{n}: U \rightarrow \mathbf{C}(\mathbb{C})$ by $f_{n}(z)=z$ if $|z|<1-\frac{1}{n}$ and $f_{n}(z)=\perp$ otherwise. Then, clearly $f=\sup f_{n}$ is the identity map on $U$ with $\mathrm{d}(f)=0$ but $\mathrm{d}\left(f_{n}\right)=\infty$ for all $n \geq 1$.

Proposition 8.1 The predicate Cons ${ }_{0}$ is Scott closed.
Proof. Let $\left(f_{i}, g_{i}\right)_{i \geq 0}$ be an increasing sequence of pairs of step functions with $\left(f_{i}, g_{i}\right) \in$ Cons, with $f_{i} \in\left(U \rightarrow \mathbb{R}^{2}\right)^{m}$ and $g_{i} \in(\mathbf{C}(\mathbb{C}))^{m \times n}$. Let $f=\sup _{i \geq 0} f_{i}$ and $g=\sup _{i \geq 0} g_{i}$, where $\operatorname{dom}(f)=\bigcup_{i \geq 0} \operatorname{dom} f_{i}$ and $\operatorname{dom}(g)=\bigcup_{i \geq 0} \operatorname{dom} g_{i}$. Without loss of generality assume $g_{0}(x) \neq \perp$ for some $x \in U$. Let $h_{i}: U \rightarrow \mathbb{C}^{m}$ be a partial map that is the Lipschitz witness of consistency such that $f_{i}^{-} \leq h_{i} \leq f_{i}^{+}$and $g_{i} \sqsubseteq \mathcal{L} h_{i}$. Similar to the case of real vector maps, we can show that $h_{i}$ is uniformly bounded and equi-continuous, from which we obtain a uniformly convergent subsequence $\left(h_{i_{k}}\right)_{k \geq 0} d$, whose limit $h: U \rightarrow \mathbb{C}^{m}$, say, will satisfy $f \sqsubseteq h$ and $g \sqsubseteq \mathcal{L} h$, i.e., it will be a witness for the consistency of $(f, g)$.

