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We introduce program reconditioning, a method for allowing program generation and differential testing to be used to find miscompilation bugs, and test-case reduction to be used to simplify bug-triggering programs, even when (a) the programming language of interest features undefined behaviour (UB) and (b) no tools exist to detect and avoid this UB. We present two program generation tools based on our reconditioning idea: GLSLsmith for the OpenGL Shading Language (GLSL), a widely-used language for graphics programming, and WGSLsmith for the WebGPU Shading Language (WGSL), a new language for web-based graphics rendering. GLSL features many UBs, but unlike for languages such as C and C++ no tools exist to detect them automatically. While the WGSL language specification features very limited UB, early WGSL implementations do exhibit UB, for reasons of initial implementation simplicity, making it challenging to test them to quickly detect and eliminate unrelated miscompilation bugs. Thanks to reconditioning, we show that GLSLsmith and WGSLsmith allow differential testing and test-case reduction to be applied to compilers for GLSL and WGSL for the first time, despite the unavailability of UB detection techniques for these languages. Through a large testing campaign, we have found 24 and 33 bugs in GLSL and WGSL compilers, respectively. We present experiments showing that when reconditioning is disabled, compiler testing leads to a high rate of test programs that appear to trigger miscompilation bugs, but actually just feature UB. We also present a novel approach to managing floating-point roundoff error using reconditioning, implemented for both GLSL and WGSL.
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1 INTRODUCTION

Random differential testing [McKeeman 1998] has been shown to be very effective at finding miscompilation bugs, where a compiler generates incorrect code for a given source program. For example, the Csmith [Yang et al. 2011] and YARPGen [Livinskii et al. 2020] tools have used differential testing to find hundreds of miscompilations in GCC and LLVM.

A miscompilation is identified when a generated program yields different execution results after it is compiled by different compilers (or by one compiler at multiple optimisation levels): a mismatch that at least one of the compilers has miscompiled the program. However, in a language
that features **undefined behaviour** (UB), this is only true if the generated program is **well-defined**, i.e. guaranteed (according to the language semantics) to compute a deterministic result. Program generators such as Csmith and YARPGen incorporate careful mechanisms to ensure that generated programs are well-defined by construction. This differential testing setup is illustrated in Figure 1a: notice that the **generator** component produces a well-defined program.

As randomly-generated programs tend to be too large and complex for human developers to understand, an **automated test-case reduction** tool is an essential component of a randomised compiler testing setup. Reducing a program that triggers a miscompilation involves systematically attempting to simplify the program subject to an **interestingness test** that must check two conditions:

1. the program remains well-defined;
2. the program continues to trigger a mismatch with respect to the compilers under test.

An interestingness test based on these conditions is illustrated in Figure 2a. **Condition 2** is clearly essential: a mismatch is what indicates that a miscompilation has occurred. But **Condition 1** is also essential: without it, test-case reduction may yield a small program that leads to a result mismatch between compilers because it triggers UB, and **not** due to a genuine miscompilation.

A standard approach for ensuring **Condition 1** is to invoke one or more external UB-detection tools. This reliance on UB-detection tools is acceptable for mainstream languages such as C and
C++, for which mature tools (e.g. AddressSanitizer [Serebryany et al. 2012]) are available. However, such tools do not exist for more niche or emerging languages, and might take many person years or decades to build. One such language is the OpenGL Shading Language (GLSL), which features a range of UBs but no UB-detection tools. Another is the WebGPU shading language (WGSL), part of the new WebGPU standard for in-browser graphics rendering [W3C 2023b]. According to the WGSL language specification [W3C 2023a], the language has relatively few UBs. However—for reasons we elaborate on in §2.2—current implementations of WGSL generate code in downstream target languages in a naive fashion that may trigger UBs in those target languages. This means that WGSL as currently implemented features a number of UBs. It would clearly be a waste to build tools for detecting these temporary UBs, as they will disappear when WGSL compilers mature. Still, it is desirable to deploy randomised compiler testing early, to quickly find miscompilation bugs in WGSL compilers, and the presence of temporary UBs makes this difficult.

The problem. The problem we address is: How can we apply differential testing and test-case reduction to languages that feature UB (or whose current implementations feature UB) in the absence of UB-detection tools, to yield minimised UB-free programs that trigger miscompilations?

Our solution: reconditioning. Our idea for working around the absence of UB-detection tools is very simple. Usually, the program generator component of a differential compiler testing setup contains logic to ensure that a program is well-defined by construction (as shown in Figure 1a). We propose extracting this logic into its own tool: a source-to-source translator that takes in an arbitrary program that might exhibit UB, and emits a program that definitely does not exhibit UB. We call this tool a reconditioner, and it leads to the revised differential testing workflow of Figure 1b.

This change has little observable impact on program generation: well-defined programs are used for differential testing either way. (In §3 we explain why we nevertheless apply reconditioning during differential testing, rather than having the generator produce well-defined programs directly.) However, the extraction of UB-avoidance logic into a reconditioner allows a different take on test-case reduction. Instead of relying on external tools to detect UB (Figure 2a), the interestingness test can invoke the reconditioner to eliminate any UB in the candidate reduced program before it is used to check for a mismatch between compilers (Figure 2b). The reconditioned program is UB-free by construction, so there is no need for external UB-detection tools. This makes the approach ideally suited for languages (like GLSL and WGSL) where such tools do not exist.

The test-case reducer yields a small program that, upon reconditioning, triggers a miscompilation. The reconditioned program can be provided as a reproducing test case in a bug report.

At first sight it may appear that building a reconditioner is as hard as building a UB-detection tool. However, a reconditioner merely needs to rewrite its input program so that potential UBs are eliminated. This is a much easier task than detecting the presence of actual UBs that will be triggered when the program runs. As an example, consider integer division by zero—a common UB. A reconditioner can reliably and trivially avoid this UB by replacing every expression of the form $e_1/e_2$ with a conditional expression of the form $(e_2 == 0 ? e_1 : e_1/e_2)$. In contrast, dynamically detecting actual divisions-by-zero would require more sophisticated runtime instrumentation, which would be particularly hard to put into practice for languages that target unconventional processors such as GPUs.

Contributions. We make the following contributions. (1) We introduce the simple idea of reconditioning as a way of avoiding the need for UB-detection tools during compiler testing. (2) We show that reconditioning is practical by building reconditioning-based compiler testing tools, GLSLsmith and WGSLsmith, for two real-world programming languages, GLSL and WGSL, bringing differential testing to these languages for the first time. The engineering effort required to build the reconditioning steps for these tools was not high, and we argue that it is far lower than the effort that
would have been required to build full-blown UB-detection tools. (3) We present a novel method for reconditioning programs that use floating-point arithmetic to avoid roundoff error. (4) We present a large testing campaign and experimental evaluation showing that GLSLsmith and WGSLsmith are effective at finding bugs in WGSL an GLSL compilers (leading to the detection of 24 GLSL and 33 WGSL compiler bugs, 18 and 13 of which have been fixed already), and that reconditioning is an essential part of the success of these tools: when reconditioning is disabled, either during program generation or during test-case reduction, differential compiler testing frequently leads to false alarms due to programs that trigger UB.

**Paper structure.** After providing necessary background (§2) we give a more detailed overview of our reconditioning idea (§3). We then describe how we have put reconditioning into practice for GLSL and WGSL, including our novel method for handling floating-point operations (§4), and present our reconditioning-based compiler testing tools, GLSLsmith and WGSLsmith (§5). We present results from an uncontrolled bug-finding campaign using these tools, and controlled experiments assessing the extent to which reconditioning avoids UB (§6). After a discussion of related work (§7) we summarise our contribution and discuss ideas for future work (§8).

## 2 BACKGROUND

For ease of presentation, we regard the input on which a program will be executed as being part of the program. We also restrict attention throughout to single-threaded programs. Even though GPUs exhibit massive parallelism, correct compilation of the individual threads that execute a GPU program is vital for overall correctness.

We use *undefined behaviour* (UB) to refer to any behaviour that prevents the program from producing a deterministic, implementation-independent result. This includes “catch fire” UB in C-family languages (e.g. division by zero), unspecified behaviour (e.g. evaluation order for function arguments in many languages), and implementation-defined behaviour (e.g. floating-point roundoff in graphics shader programs). We say that a program is *well-defined* if it does not trigger UB, according to this broad definition, when executed.

### 2.1 GLSL and its Undefined Behaviours

The OpenGL Shading Language (GLSL) [Kessenich 2019; Simpson and Kessenich 2019] is a language for expressing graphics and compute workloads to run on GPU devices, and is associated with the OpenGL [Segal and Akeley 2019] and OpenGL ES [Leech 2019] APIs. GLSL programs, called shaders, can be broadly divided into graphics shaders, used for rendering images, and compute shaders, which perform GPU computations on data buffers in a manner similar to kernels in CUDA [Nvidia 2021] and OpenCL [Khronos Group 2023b].

**Undefined behaviour in GLSL.** Through a careful study of the GLSL language specification, we have categorised all the types of UB that the language features. We summarise these (excluding concurrency-related UBs), noting key differences compared with UB in C.

**Arithmetic:** GLSL features several arithmetic UBs with counterparts in C, e.g. integer division by zero, division of INT_MIN by -1, modulo operations where either argument is negative, and over-shifting. Unlike in C, signed integer overflow is well-defined (having 2s-complement semantics), and the abs function is well-defined for all values (abs(INT_MIN) is defined as INT_MIN).

**Built-ins:** Many GLSL-specific built-in operations have associated UB, e.g. the clamp(a, b, c) function, which clamps a into the range [b, c], yields an undefined result if b > c.

**Floating-point:** Floating-point arithmetic is based on the IEEE-754 standard [IEEE 1985], but unlike in C, GLSL implementations have a lot of freedom to deviate from this standard. For example: GLSL does not allow the floating-point rounding mode to be controlled nor queried; whether denormalised
values are represented or flushed to zero is implementation-defined; and the language specification states that “implementations are permitted to perform such optimisations that effectively modify the order or number of operations used to evaluate an expression, even if those optimisations may produce slightly different results relative to unoptimized code” [Kessenich 2019, pages 97 and 103]. This means that the results of inexact floating-point operations, for which the real-valued result of an operation is not an exact floating-point number, may vary across platforms.

**Uninitialised and out-of-bounds accesses:** Accessing uninitialised variables leads to UB (unlike in C, global variables are not default-initialised). Undefined behaviour is also triggered when arrays, vectors and matrices are accessed out-of-bounds.

**Order of evaluation:** Though evaluation order for function input parameters is defined in GLSL (left-to-right), GLSL features output function parameters. The order in which these are written, and the evaluation order of most operators and of array and structure initialisation expressions, is undefined. Care must be taken to avoid UB if such constructs feature side-effecting expressions.

**Infinite loops:** GPU programs are expected to terminate, to avoid the displays of devices from freezing up. Thus infinite or very long-running loops constitute a form of UB in GLSL: the OS watchdog detects when a GPU workload is hogging resources and kills the GPU process, leading to unpredictable results [Sorensen and Donaldson 2016].

**Lack of UB-detection tools for GLSL.** The glslang reference front-end [Khronos Group 2023a] checks whether a given GLSL program is syntactically correct and well-typed, but does not give insight into whether dynamic UB might be triggered. To our knowledge, no UB-detection tools exist for GLSL, making it a prime target language for reconditioning, which avoids the need for UB-detection tools during test-case reduction.

**UB-detection tools for C do not help.** Although GLSL has C-like syntax, it is neither a superset nor a subset of C: it is a distinct language with many syntactic and semantic differences. This means that the rich set of UB-detection tools for C cannot be used to detect UBs in GLSL.

### 2.2 WGSL and its Undefined Behaviours

The WebGPU Shading Language (WGSL) [W3C 2023a] is a recent graphics shading language designed to work with WebGPU [W3C 2023b], a new API for web-based graphics rendering. WGSL is similar in essence to various other graphics shading languages, including GLSL (see §2.1) and Microsoft’s High Level Shading Language [Microsoft 2019], featuring both graphics and compute shaders. However, it has an entirely new syntax and its own semantic peculiarities. As with GLSL, WGSL does not include dynamic memory allocation, and array sizes are always known.

WebGPU is a JavaScript API that exposes various graphics- and compute-related functionality. Instead of requiring GPU makers to support WebGPU natively in their device drivers, the intention is that browser developers will implement WebGPU on top of lower-level native graphics APIs, such as OpenGL ES [Leech 2019] or Vulkan [Group 2019] on Android, Vulkan on Linux, Direct3D [Microsoft 2021] on Windows, and Metal [Apple 2023] on iOS and OSX. Consequently, a WebGPU implementation must feature a compiler that ingests WGSL and emits code in the relevant shading language for the native graphics API: GLSL for OpenGL, SPIR-V [Kessenich et al. 2022] for Vulkan, HLSL for Direct3D and the Metal Shading Language [Apple 2022] for Metal. The generated code can then be compiled by the GPU driver of the client platform.

Two main WGSL compilers are being developed at present: tint from Google, used in their Dawn implementation of WebGPU for Chromium [Google 2023b], and naga from Mozilla, used in their wgpu implementation of WebGPU for Firefox [Rust Graphics Mages 2023].

**Fundamental undefined behaviour in WGSL.** The WGSL specification takes care to give fully-defined semantics to most operations in the language. However, there are three behaviours
that are not well-defined: out-of-bounds array accesses, infinite loops and floating-point roundoff errors; these lead to UB for similar reasons as in GLSL (see §2.1).

Unlike in GLSL, uninitialised variables have a well-defined default value in WGSL (e.g., 0 and false for integers and booleans, respectively).

Temporary undefined behaviour in WGSL. The WGSL specification provides clear semantics for various arithmetic operators that have UB edge cases in many other languages. For example, it mandates 2s complement semantics for signed arithmetic, and specifies that division-by-zero yields the value of the numerator. However, at present neither of the two WGSL compilers, tint and naga, generate code that respects these semantics. Instead, they naively compile WGSL arithmetic operations into corresponding operations in the downstream shading languages that they target. Because these target languages do feature arithmetic UBs (e.g., division-by-zero is undefined in all downstream languages), this means that WGSL as currently implemented by tint and naga does feature various arithmetic UBs. We refer to these kinds of UBs as temporary UBs. Our experimental evaluation (see §6) is performed with respect to versions of tint and naga that suffer from temporary UB. Rectifying this situation is on the roadmap for both tint and naga, but in the meantime it is desirable to be able to apply compiler testing techniques to these tools, to allow early detection of unrelated bugs. Thus it is important to have a means of working around this temporary UB.

Lack of UB-detection tools for WGSL. The tint and naga compiler front-ends can be used to check whether a WGSL program is syntactically valid and well typed, but no UB-detection tools for WGSL exist. In terms of a long-term investment, it would clearly be a waste of time to build UB-detection tools for the temporary UBs discussed above. As we explain in §3 and §4, reconditioning provides a solution that avoids the need to build such tools.

2.3 Test-case Reduction and UB-detection Tools

Test-case reducers are usually variations on the widely-used delta debugging algorithm [Zeller and Hildebrandt 2002], and are parameterised by an interestingness test [C-Reduce Project 2023], provided by the user of the test-case reduction tool, which determines whether a test case triggers the bug of interest. The reducer repeatedly tries smaller or simpler test cases, using the interestingness test to determine whether they trigger the bug. When a simpler test case is deemed interesting it is recorded as the best test case seen so far, and the reducer proceeds to attempt to simplify it further.

The burden of UB-detection tools. When reducing a C/C++ miscompilation using the C-Reduce [Regehr et al. 2012] tool, the recommendation is to write an interestingness test that uses several program analysis tools to check for potential UB [C-Reduce Project 2023]. This leads to an interestingness test of the form illustrated in Figure 2a. The analyses that are typically used when deploying C-Reduce in practice include: compiling the program with pedantic warnings enabled, rejecting the program if specific warnings (e.g. related to uninitialised memory) are issued; interpreting the program using Frama-C [Cuoq et al. 2012] with various safety checks enabled; and running the program after adding compile-time instrumentation using AddressSanitizer [Serebryany et al. 2012] to detect buffer overflows. We estimate that this suite of external UB-detection tools has taken several person decades to construct, and this time has only been invested because C and C++ are among the most widely-used programming languages in the world.

Such analysis tools are unlikely to be available for less widely-used (yet still important) languages. As discussed in §2, UB-detection tools are not available for the GLSL and WGSL language that we study in this paper. Furthermore, there are good reasons for wishing to apply compiler testing to WGSL implementations as soon as possible, but the temporary UB exhibited by current WGSL compilers—for which building UB-detection tools would be a poor long-term investment—make this challenging without an alternative solution.
3 RECONDITIONING: THE IDEA

We now elaborate on the overview of our reconditioning approach presented in §1.

A program generator such as Csmith [Yang et al. 2011] is designed with a built-in “box of tricks” for avoiding UB. This leads to generated programs that are UB-free by construction, as shown in Figure 1a. When the time comes to reduce a miscompilation bug, the test-case reducer starts with a well-defined program, provided by the generator thanks to its box of tricks. Thereafter the reducer must take care to ensure that the simpler programs it considers remain well-defined (or, rather, they should be discarded as uninteresting if they trigger UB). This has traditionally required the use of external UB-detection tools, as illustrated by the interestingness test illustrated in Figure 2a. As explained in §2.3, this is a barrier to reliable automated reduction of miscompilation bugs in languages where UB-detection tools are not available.

The key idea behind reconditioning is to extract the generator’s box of tricks into a stand-alone reconditioner component that turns a program with potential UB into one that is definitely well defined. This reconditioner can then be used during test-case reduction to avoid UB without the need for external UB-detection tools, via the interestingness test illustrated in Figure 2b.

Reconditioning as a just-in-time transformation before cross-checking. The use of reconditioning changes the compiler testing and test-case reduction workflows slightly, so that (a) the generator yields a non-reconditioned program that might trigger UB, (b) the reducer attempts to simplify a non-reconditioned program that might trigger UB, but (c) reconditioning is always applied to a program before it is used to cross-check a pair of compilers, so that a compiler is always presented with a reconditioned program that does not trigger UB. Point (a) is illustrated by Figure 1b: the generated program is reconditioned before cross-checking occurs. Point (b) is illustrated by Figure 2b: the reducer provides a program that might exhibit UB to the interestingness test, but the interestingness test reconditions the program before cross-checking it against the compilers under test. If a bug has been found by a program \( Q = \text{recondition}(P) \) (the reconditioned version of a program \( P \)), then reducing the non-reconditioned program \( P \), but reconditioning just-in-time as part of the interestingness test, ensures that the shader initially compiled and executed during reduction is exactly the same program that found the bug. Applying test-case reduction to \( Q \) and reconditioning during the interesting test, would lead to \( \text{recondition}(Q) = \text{recondition}(\text{recondition}(P)) \) being considered, which might not trigger the miscompilation of interest.

The reconditioned reduced test case should be used to file a bug report. With reconditioning, test-case reduction no longer yields a minimised program that triggers a miscompilation bug. Instead, it yields a minimised program that triggers a miscompilation bug after it has been reconditioned. The reconditioned version of the minimised program should thus be provided when the miscompilation bug is reported to developers, as the non-reconditioned version might trigger UB.

Writing a reconditioner is easier than writing a UB-detector. A reconditioner has the freedom to change the test program to work around possible UB. We give several examples of this in §4. For the GLSL and WGSL languages we have studied, the required changes are very straightforward. For example, uninitialised variable accesses can be avoided via a trivial pass that modifies every variable declaration that does not have an initialiser so that the variable is initialised to some default value. In contrast, writing a UB-detection tool to accurately identify uninitialised memory accesses—such as the MemorySanitizer tool for C/C++ [Stepanov and Serebryany 2015]—is a big undertaking.

We cannot accurately measure the difference in effort required to build a reconditioner for GLSL or WGSL compared with the effort required to build detection tools for all of the UBs we recondition against; this would require going and building those tools, which would be self-defeating. We argue throughout §4 why the effort required to implement reconditioning for each category of UB is substantially lower than the effort that would be required to build an associated detection tool.
Suitability of languages as targets for reconditioning. Reconditioning is intended to help with compiler testing for languages that feature UB, but for which mature UB-detection tools do not exist, rather than for languages such as Java (which avoids UB by design), or C/C++ (which is well served by UB-detection tools).

In the remainder of the paper we show that reconditioning works well for GLSL and WGSL, which are both complex languages with many fundamental UBs, in the case of GLSL (§2.1), or temporary UBs with respect to current implementations, in the case of WGSL (§2.2). GLSL and WGSL share a lot in common with other graphics programming languages such as SPIR-V [Kessenich et al. 2022] (used by the Vulkan and OpenCL programming models) and HLSL [Microsoft 2019] (the Direct3D shading language). We expect reconditioning to also work well for these important languages.

Graphics languages typically feature limited use of pointers and dynamic allocation. Leaving aside the fact that C/C++ are well-served by numerous UB-detection tools, reconditioning full-blown C/C++ programs might require very intrusive changes (e.g. adding machinery to drag around information about pointer targets), or sophisticated analyses (defeating the aim of reconditioning). Reconditioning could certainly be applied to sizeable fragments of these languages, for which necessary pointer analysis is easy. All compiler testing tools we are aware of are restricted to language fragments to some degree.

Furthermore, reconditioning and the use of UB-detection tools do not have to be mutually-exclusive. For some languages it may be the case that detection tools are available for various UBs, and reconditioning can be put in place to handle others. For example, we are not aware of scalable off-the-shelf tools for detecting when floating-point roundoff error occurs in C/C++ programs. The reconditioning approach for floating-point that we present in §4.3, which modifies a program to eliminate roundoff error for particular floating-point operators, could be leveraged to aid in testing aggressive floating-point optimisations in C/C++ compilers, with external UB detection tools used to handle UBs unrelated to floating-point.

Applications of reconditioning beyond UB. Recall from §2.2 that we use reconditioning to work around the fact that current WGSL implementations feature temporary UB. A related potential application of reconditioning is as a means of working around known compiler bugs. If a known bug is triggered by a particular source code idiom, a reconditioning step could be temporarily introduced to rewrite this idiom away, making it more likely that randomised testing will reveal other bugs, and preventing test-case reduction from “slipping” [Chen et al. 2013] to the known bug.

4 RECONDITIONING FOR GLSL AND WGSL

We now provide details of reconditioning steps for avoiding all the kinds of UB exhibited by the GLSL and WGSL languages, as summarised in §2.1 and §2.2, including the temporary UBs exhibited by current implementations of WGSL. We group these reconditioning steps into three categories: (1) reconditioning of arithmetic and built-in operators, which are very similar to the measures the Csmith program generator [Yang et al. 2011] takes to avoid UB when generating programs (§4.1); (2) reconditioning steps we have specifically designed for handling GLSL and WGSL, but that are conceptually very straightforward (§4.2); (3) a more sophisticated reconditioning step that avoids roundoff error for a number of floating-point arithmetic operators (§4.3). The fact that these reconditioning steps are very simple is key to our proposal: it means the engineering overhead associated with building a reconditioner is low; we estimate much lower than the overhead that would be required to build associated UB detectors.

In what follows, we provide illustrative examples for GLSL; the details for WGSL are similar.
4.1 Reconditioning for Arithmetic and Built-in Operators (inspired by Csmith)

Like Csmith, our reconditioners for GLSL and WGSL avoid arithmetic UB by rewriting potentially-dangerous arithmetic operations and built-in function calls with calls to special wrapper functions. In the case of WGSL, this suffices to take care of the temporary UBs discussed in §2.2, and the use of wrapper functions can be gradually reduced as compilers for WGSL mature.

As an example, a GLSL scalar or vector integer division expression \(e_1 / e_2\) is rewritten as a call to \(\text{SAFE\_DIV}(e_1, e_2)\), implementations of which are shown in Figure 3 for integer and 3D integer vector types. A wrapper must be designed to generate some well-defined result in the case where the desired operation is unsuitable, but it does not matter which well-defined result.

We have written wrapper functions for all the GLSL operators and built-in functions that have associated UB, and for relevant WGSL operators and built-in functions that exhibit temporary UB. The reconditioner adds the definitions of all required wrapper functions at the start of the program.

The difference between the way Csmith and our tools use arithmetic wrappers is that Csmith emits wrappers when a program is generated, while the reconditioners of GLSLsmith and WGSLsmith add wrappers as a program transformation step. This allows arithmetic wrappers to eliminate UBs in programs that arise both from program generation and during test-case reduction.

Dynamically detecting arithmetic UBs would involve building tooling similar to the UndefinedBehaviorSanitizer tool for C/C++ [LLVM 2023], which uses runtime instrumentation to dynamically check for occurrences of dangerous operations such as division by zero. It should be clear that building a tool such as UndefinedBehaviorSanitizer from scratch would require a much larger engineering effort than defining suitable wrapper functions and building a transformation pass that replaces operators with calls to wrapper functions.

A minor drawback of inserting wrapper functions is that they form part of the final, reconditioned test case that is used to report a miscompilation bug. However, because our wrapper functions are simple, this has not impeded the effective reporting of bugs in practice (see §6.1). We study the size overhead of reconditioning in general—much of which comes from wrapper functions—in §6.2.

4.2 Other Straightforward Reconditioning Steps

We devised the following reconditioning steps in response to various GLSL and WGSL UBs. It should be easy to adapt these steps to work for languages with similar UBs.

**Index bounding.** To ensure that all array, vector and matrix indexing expressions are in bounds, each indexing expression \(e\) is replaced with an expression that constrains \(e\) to ensure that it falls within bounds. In the case of GLSL this involves changing \(e\) to \(\text{SAFE\_ABS}(e) \% N\), where \(N\) is the known length of the array or vector. The \(\text{SAFE\_ABS}\) wrapper is necessary because the \% operator is only well-defined when both its arguments are positive, and because GLSL’s regular abs built-in returns a negative value when its argument is INT_MIN, which \(\text{SAFE\_ABS}\) avoids. Indexing expressions are reconditioned in WGSL in a similar manner.
Without reconditioning, dynamically detecting out-of-bounds accesses could be achieved via a compile-time bounds-checking instrumentation using shadow memory, such as that implemented by AddressSanitizer for C/C++ [Serebryany et al. 2012]. While the more restricted use of pointers in GLSL and WGSL might make it easier to build such a tool for these languages compared with for C/C++, it would clearly be a much larger undertaking than writing a simple pass that constrains index expressions in the manner proposed above.

**Initialisation enforcement.** Accessing uninitialised data leads to UB in GLSL (§2.1), but not in WGSL (§2.2). Reconditioning to enforce initialisation is trivial: all data for which initialisers are lacking are set to 1 (integer), 1.0 (floating-point) or true (boolean). It might appear that the choice of initialiser could lead to knock-on UBs, e.g. if a variable \( x \) is initialised to 1, and then the expression \( x - 1 \) is used as the second argument to the \(/\) operator, but this cannot occur since all relevant arithmetic operators are reconditioned via wrapper functions (see §4.1).

Without reconditioning, detecting accesses to uninitialised memory would require sophisticated dynamic analysis, such as that provided by the MemorySanitizer tool [Stepanov and Serebryany 2015]; prior work adapting this kind of analysis to support test-case reduction for OpenCL kernels proved to be a major undertaking [Pflanzer et al. 2016]. Clearly implementing a pass that adds a default initialiser expression to every uninitialised variable is a much smaller undertaking than building a dynamic analysis for uninitialized memory from scratch.

**Loop limiters.** Recall from §2.1 and §2.2 that extremely long-running or infinite loops lead to UB in GLSL and WGSL. The loops that GLSLsmith and WGSLsmith generate have a high chance of being non-terminating, since their exit conditions are arbitrary generated expressions. Even if these generation tools took steps to ensure termination of generated loops, it is very likely that this guarantee would be spoiled during test-case reduction due to the reducer removing parts of the bodies of loops that are needed to ensure termination.

Our GLSL and WGSL reconditioners rein in loop execution using per-loop limiters. A loop’s limiter is a zero-initialised counter variable that is incremented at the start of each loop iteration and immediately tested against a constant upper bound; the loop breaks if this upper bound is reached. Loop limiter logic is inserted at the start of each loop body to ensure that \texttt{continue} statements in the loop cannot bypass the limiter.

A possible issue with the use of loop limiters is that they may suppress optimisations such as loop unrolling, by making it hard to statically determine the number of times that a loop will execute.
Controlling evaluation order. Evaluation order is well-defined in WGSL, but can lead to UB in GLSL (see §2.1). The reconditioner must guard against side-effecting operations occurring in undefined orders leading to UB, and output (out and inout) function parameters committing their results to call-site l-values in undefined orders. It would be easy but overly restrictive to completely eliminate the use of side-effecting expressions in contexts where evaluation order is undefined. Instead, the reconditioner exploits the fact that GLSL does not feature pointers and aliasing to perform a precise conflict analysis. The analysis works by examining the arguments of an operator left-to-right and considers three scenarios for a variable \( v \): write after write: \( v \) is written more than once, all but the first modifying expression are extracted into temporaries; write after read: \( v \) is written to after being read, all modifying expressions are extracted into temporaries; read after write: \( v \) is read after being written, all reading expressions are extracted into temporaries. This analysis operates on a per call site basis; inter-procedural analysis is not required.

Figure 4 shows a \texttt{main} function before and after this reconditioning, where \texttt{main} calls another function \texttt{f} whose first two arguments are out parameters. Notice that the reconditioned \texttt{main} still features a number of side-effecting arguments to expressions; i.e. reconditioning is not too restrictive. As discussed in §6.1, we have found bugs in GLSL compilers that depend on side-effecting expressions, so the effort to avoid being too restrictive has been worthwhile.

We are not aware of sanitiser tools for other languages that directly detect evaluation ordering issues, though the CompCert interpreter has a mode in which evaluation order is randomised, which can be useful for identifying when a C program is sensitive to evaluation order [Leroy 2023]. While requiring a more intricate rewriting than the other reconditioning steps we have presented, our method for controlling evaluation order is still fairly straightforward, and probably easier to implement compared with adapting some existing GLSL compiler to use a random evaluation order.

4.3 Reconditioning to Avoid Floating-point Roundoff Error

We now explain how GLSL and WGSL shaders that feature floating-point operations are reconditioned to avoid roundoff error. We use “floating-point” to refer to 32-bit floating-point numbers, but the approach we present can be applied to other floating-point types.

Overview. We give the intuition for our approach by explaining how a program that only uses floating-point addition (and no other floating-point operators) could be reconditioned to avoid roundoff error. Let \(+_F\) and \(+_R\) denote floating-point and real addition, respectively. There are many pairs of floating-point numbers \((x, y)\) for which \(x +_R y\) is also a floating-point number. In such cases, the IEEE-784 standard [IEEE 1985] enforces that \(x +_F y = x +_R y\)—i.e., floating-point addition admits no possibility of roundoff error.

Suppose we can find a non-empty set of floating-point numbers \( S \) such that for any \( x, y \in S \) it is possible to determine reliably, using only floating-point arithmetic, whether \( x +_F y \in S \). Then we can recondition a program as follows:

- Change every floating-point program input value \( I \notin S \) to some value \( I' \in S \), and every floating-point literal \( L \notin S \) appearing in the program to some literal \( L' \in S \);
- Replace every floating-point addition expression \( e_1 + e_2 \) with \texttt{MAKE_IN_RANGE}(\( e_1 + e_2 \)), where \texttt{MAKE_IN_RANGE}(\( x \)) returns \( x \) if \( x \in S \), and some \texttt{default} element of \( S \) otherwise.

Implementation as a reconditioning step. Our reconditioners for GLSL and WGSL implement the above idea for the \(+, -, *\) floating-point operations, taking the set \( S \) to be a set of contiguous integer values that can be represented precisely in floating-point from, excluding the value 0:

\[
S = \{x \in \mathbb{Z} | -2^{24} + 1 < x < 2^{24} - 1 \} \setminus \{0\}.
\]
float MAKE_IN_RANGE (float x) {
    return (abs (x) < 0.1 || abs (x) >= 16777216.0) ? 10.0 /* A default in-range value */ : x;
}

Fig. 5. Wrapper function to bring a floating-point value back into the well-defined range

The fact that every number in this integer subset \( S \) can be represented in floating-point follows from basic properties of the representation. This is almost the largest contiguous range of integer values that can be precisely represented in floating-point: the values \(-2^{24}\) and \(2^{24}\) also have a precise floating-point representation; we discuss below why these values and 0 are deliberately omitted.

For any integers \( x, y \in S \), and any operator \( \circ \in \{+, -, \times\} \), it is easy to show that whenever \( z = x \circ y \not\in S \) then either: \( z = 0 \), \( z \leq -2^{24} \), or \( z \geq 2^{24} \). That is, computation can only leave \( S \) by hitting zero or an integer whose magnitude is \( 2^{24} \) or greater. Since the integers \(-2^{24}\) and \(2^{24}\) also have a precise floating-point representation, floating-point comparisons can precisely determine whether \( z \in S \) despite the fact that the integer \( z \) might not be representable in floating-point. It is for this reason that \(-2^{24}\) and \(2^{24}\) are excluded from \( S \): their absence from \( S \) but the fact that they have a precise floating-point representation, makes them suitable for detecting departure from \( S \).

The MAKE_IN_RANGE(\( x \)) wrapper is shown in Figure 5. The check \( \text{abs}(x) < 0.1 \) is used to exclude 0 from the set \( S \) (there is nothing special about the use of 0.1 here; any positive floating point number less than 1.0 would work). We exclude 0 because it has two floating-point representations: positive and negative. Legitimate implementation-defined behaviour related to the sign of 0 can yield different results across platforms if a shader makes a control flow decision that compares a floating-point expression with zero. As an experiment we tried including 0 in the set \( S \), and found that we indeed got false alarm miscompilation bug reports when fuzzing using GLSLsmith.

Instead of defining \( S \) in terms of multiples of 1, we could have used multiples of \( 2^i \) for any \(-126 \leq i \leq 103\) (the justification for this follows from details of the floating-point representation). We chose to use multiples of 1 because then every member of \( S \) can be precisely represented as an integer, allowing us to support casting operations between integer and floating point types, as well as the floating-point increment and decrement operators.

Our approach extends to floating-point vectors, and to a variety of built-in functions that are based on addition, subtraction and multiplication (such as the fused multiply-add builtin, fma); the reconditioners of §5 support such operations.

Limitations. Our floating-point reconditioning method supports a limited set of operators, and does not cater for e.g. floating-point division or numerous GLSL and WGSL floating-point built-ins. By restricting to integers it avoids certain interesting parts of the floating-point range, e.g. values very close to zero. These limitations might limit bug-finding ability, but the implementation-defined floating-point semantics of GPU programming languages (see §2.1) make generating well-defined programs that use such features—whether via reconditioning or otherwise—fundamentally difficult.

5 THE GLSLSMITH AND WGSLSMITH COMPILER TESTING TOOLS
We now provide a brief overview of GLSLSmith (§5.1) and WGSLSmith (§5.2), explaining how we have integrated these tools with a number of off-the-shelf test-case reducers (§5.3).

5.1 Overview of GLSLSmith
GLSLSmith is a program generator for GLSL, written in Java. When invoked, GLSLSmith generates a ShaderTrap script. ShaderTrap [Google 2023c] is a language and tool from Google that supports running GLSL shaders in a self-contained manner. A ShaderTrap script comprises a series of input
and output buffer declarations, commands to fill buffers with specific input values, one or more shaders to be executed, and commands to assert properties about output buffers after shader execution. ShaderTrap takes care of issuing the OpenGL API calls required for buffer creation, marshalling of data between CPU and GPU, as well as shader compilation and execution. The ShaderTrap file that GLSLsmith generates contains a single, randomly-generated compute shader designed to be executed by one thread. The shader operates on a number of input and output buffers, the sizes and types of which are generated at random.

GLSLsmith generates a shader as an abstract syntax tree (AST), using a set of recursive functions that carry around a program context object. We have designed the generator to produce a syntactically- and type-correct shader in one pass, without the need for backtracking. The AST is then pretty-printed into the ShaderTrap script. GLSLsmith supports declarations and expressions over scalars and vectors of integer and boolean types in full, as well as all built-in functions over these types. The complete set of compound control-flow statements is supported: if/else and switch statements, while, for and do-while loops, and break statements inside loops and switch constructs, and continue statements in loops can be generated. Floating-point variables and operations are generated in a limited fashion as discussed in §4.3.

Effort required to implement reconditioning in GLSLsmith. The GLSLsmith reconditioner leverages an existing parser for GLSL from the GraphicsFuzz project [GraphicsFuzz project authors 2023], is in turn based on ANTLR [Parr 2023]. At time of writing, the GLSLsmith code base is around 10k lines of Java, of which around 1.8k are devoted to implementing reconditioning. We estimate that the engineering time devoted specifically to reconditioning issues was around 1 person-month.

5.2 Overview of WGSLsmith

WGSLsmith is a program generator for WGSL, written in Rust. WGSLsmith can be invoked to generate a WGSL shader program, along with a JSON file containing data used to initialise input buffers used by the shader. It also includes a harness that can be used to run arbitrary WGSL compute shaders. Given a WGSL shader, the harness will invoke the necessary WebGPU calls to create input and output buffers, set up an execution pipeline and run the shaders, finally reading back data from the output buffers. Generated shaders can contain input and output buffers of random sizes and layouts.

Shaders are executed using the two main WebGPU implementations: Dawn [Google 2023b] and wgpu [Rust Graphics Mages 2023]. It is possible to select the specific back-end and physical device to use when executing a shader, and a shader can be executed against multiple such configurations for differential testing, comparing the values of the output buffers.

WGSLsmith generates shaders in a similar manner to GLSLsmith, using a single pass approach that produces syntactically-correct and well-typed shaders. It supports a wide range of language features, including scalar and vector expressions, user-defined types (structs) and functions. Supported control-flow constructs include: if/else and switch statements, loop, while and for loops, break statements inside loops and switch constructs, continue statements in loops and fallthrough statements in switch cases. Limited support for float-point is implemented similarly to GLSLsmith, and WGSLsmith additionally has basic support for pointers.

Effort required to implement reconditioning in WGSLsmith. The WGSLsmith uses a Rust parsing library, pest [pest project authors 2023], to parse WGSL programs. At time of writing, the WGSLsmith code base is around 11.2k lines of Rust, of which around 1.8k are devoted to implementing reconditioning. As for GLSLsmith, we estimate that 1 person-month of engineering effort was devoted to implementing reconditioning.
5.3 Integration with Off-the-shelf Reducers

Our reconditioning approach has allowed us to integrate GLSLsmith and WGSLsmith with a number of off-the-shelf test-case reducers, without requiring these reducers to have any in-built knowledge about UB in the WGSL and GLSL languages.

In principle, our tools can be made to work with any test-case reducer that operates on text files and uses an interestingness test to decide whether an attempted reduction operator should be deemed successful. In practice, we have integrated our tools with: C-Reduce, a specialised reducer for C/C++ programs [Regehr et al. 2012], which has a “not C” mode that been shown to work remarkably well for programs written in other languages that feature C-like syntax, such as brace-delimited blocks [Regehr 2012]; Perses [Sun et al. 2018], a grammar-based reducer that accepts a description of the grammar of the input format of interest and performs hierarchical delta debugging [Misherghi and Su 2006] with respect to this grammar; and Picire [Picire Project 2012], a state-of-the-art implementation of line-based delta debugging.

Our experience is that all these reducers work well when reconditioning is used, yielding small, easy to understand test programs. We have found Perses performs best with respect to both time taken for reduction and size of fully-reduced test cases. We hence use Perses for test-case reduction in our experiments (§6).

6 EXPERIMENTAL EVALUATION

6.1 Uncontrolled Bug-finding

We now discuss our experience using GLSLsmith and WGSLsmith to find bugs in GLSL and WGSL compilers via differential testing, demonstrating that the tools are effective at bug-finding. Reconditioning has been integrated into these tools from the start, and test-case reduction with reconditioning has been used in the process of triaging all of the bugs that we have reported. This provides evidence that a reconditioning-based solution can be effective for finding and reducing bug-triggering test cases without running into problems of UB.

Implementations under test. Throughout the development of GLSLsmith and WGSLsmith we have used the tools to target the OpenGL and WebGPU implementations summarised in Table 1 (with associated compilers for GLSL and WGSL). In the case of WebGPU, the Dawn-* platforms all use the tint compiler to convert WGSL into a downstream shading languages, while the wgpu-* platforms all use naga for this purpose. In all cases, the versions of tint and naga that we test exhibit temporary undefined behaviour as discussed in §2.2.

In the case of GLSLsmith we target the Vulkan platforms using ANGLE [Google 2023a], which implements OpenGL on top of Vulkan. This range of implementations covers discrete (NVIDIA) and integrated (Intel) GPUs, software renderers (LLVMpipe and SwiftShader), and both open source (non-NVIDIA) and proprietary (NVIDIA) drivers. During testing, each program was cross-checked against every OpenGL implementation, as it was possible to run them all on a single machine.

For WGSLsmith we test the Dawn [Google 2023b] and wgpu [Rust Graphics Mages 2023] implementations of WebGPU from Google and Mozilla, respectively, mainly generating code to target their Direct3D and Vulkan back-ends. In this case, we cross-checked results for all four Windows-based configurations during testing: Dawn-D3D12, Dawn-Vulkan, wgpu-D3D12 and wgpu-Vulkan in Table 1. We had limited access to an Apple machine, so performed a small amount of end-to-end testing of the Metal back-ends of Dawn and wgpu, cross-checking the Dawn-Metal and wgpu-Metal configurations of Table 1. We were also able to use the Metal shader validator (available on Windows) to more extensively check that the Metal shading language code emitted by Dawn and wgpu is valid (even though we could not actually run the generated code on Windows).
### Table 1. The OpenGL and WebGPU implementations we have tested

<table>
<thead>
<tr>
<th>Short name</th>
<th>Version(s)</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>OpenGL-NVIDIA</td>
<td>v460.80–v470.57</td>
<td>NVIDIA OpenGL driver for GeForce GTX 1050Ti GPU</td>
</tr>
<tr>
<td>OpenGL-LLVMpipe</td>
<td>21.1.1–21.1.7</td>
<td>Mesa3D OpenGL software renderer</td>
</tr>
<tr>
<td>Vulkan-Swiftshader</td>
<td>git revision 3bd2273b</td>
<td>Google’s Vulkan software renderer</td>
</tr>
<tr>
<td>Vulkan-Intel MESA</td>
<td>Mesa3d 21.1.1–21.1.7</td>
<td>Mesa3D Intel Vulkan driver for i7-8750H integrated GPU</td>
</tr>
<tr>
<td>Vulkan-NVIDIA</td>
<td>v460.80–v470.57</td>
<td>NVIDIA Vulkan driver for GeForce GTX 1050Ti GPU</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Short name</th>
<th>Version(s)</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dawn-D3D12</td>
<td>git revision 2b4df7889</td>
<td>Dawn with Direct3D12 back-end on Windows</td>
</tr>
<tr>
<td>Dawn-Vulkan</td>
<td>git revision 2b4df7889</td>
<td>Dawn with Vulkan back-end on Windows</td>
</tr>
<tr>
<td>Dawn-Metal</td>
<td>git revision 2b4df7889</td>
<td>Dawn with Metal back-end on macOS</td>
</tr>
<tr>
<td>wgpu-D3D12</td>
<td>git revision f4c01052</td>
<td>wgpu with Direct3D12 back-end on Windows</td>
</tr>
<tr>
<td>wgpu-Vulkan</td>
<td>git revision f4c01052</td>
<td>wgpu with Vulkan back-end on Windows</td>
</tr>
<tr>
<td>wgpu-Metal</td>
<td>git revision f4c01052</td>
<td>wgpu with Metal back-end on macOS</td>
</tr>
</tbody>
</table>

### Testing approach

Throughout their development, we applied GLSLsmith and WGSLsmith to the OpenGL and WebGPU implementations of Table 1. This uncontrolled bug-finding involved bursts of activity where we would allow differential testing to run overnight or for several days using up-to-date builds of the implementations under test, after which we would reduce a selection of programs that triggered mismatches or crashes, identify a set of reduced programs that we were confident triggered distinct bugs, and report these bugs. In the process we made numerous bug-fixes and enhancements to GLSLsmith and WGSLsmith. We conducted additional bug-finding in response to improvements in our tools, or to bugs in the implementations under test being fixed.

### Summary of bugs found

Using GLSLsmith we have found 24 distinct bugs, of which we have reported 19 (we held off reporting all bugs at once to avoid overwhelming compiler developers), of which 18 have been fixed. Using WGSLsmith we have found 33 distinct bugs, of which we have reported 27, of which 13 have been fixed. Based on a combination of manually analysing reduced bug-triggering test cases and feedback from developers to whom we reported these bugs, we are confident that they are all distinct. Table 2 and Table 3 categorise the bugs that we have discovered by target platform according to whether they expose a compiler crash (which for WGSL includes cases where the compiler generates syntactically incorrect code) or miscompilation. Reconditioning has been implemented in GLSLsmith and WGSLsmith from the start, so undefined behaviour was avoided in all the miscompilation bugs that we reported, providing evidence that the approach works well in practice. We performed a small amount of further simplification on automatically-reduced programs before reporting them. This typically involved (a) removing arithmetic wrappers introduced by reconditioning that we could tell were not necessary; (b) performing simplifications that were beyond the scope of the Perses test-case reducer; and (c) renaming variables and functions to make reduced test cases more readable. These changes tended to lead to the test case attached to a bug report being around 5–10 lines shorter than the test case arising directly from automated reduction. As discussed further in §7, it might be possible to avoid the need for (a) by leveraging recent work on detecting and eliminating redundant arithmetic wrappers in compiler testing tools [Even-Mendoza et al. 2020, 2022].

### Example bugs

As illustrative examples, we discuss two bugs found by GLSLsmith—a miscompilation bug, and a crash bug that depends on GLSLsmith’s support for floating-point (§4.3)—and a miscompilation bug found by WGSLsmith.
Table 2. Summary of bugs found using GLSLsmith

<table>
<thead>
<tr>
<th>Compiler</th>
<th>Crash</th>
<th>Miscompilation</th>
</tr>
</thead>
<tbody>
<tr>
<td>OpenGL-NVIDIA</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>OpenGL-LLVMpipe</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>Vulkan-Swiftshader</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Vulkan-Intel</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Vulkan-NVIDIA</td>
<td>0</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 3. Summary of bugs found using WGSLsmith

<table>
<thead>
<tr>
<th>Compiler</th>
<th>Crash</th>
<th>Miscompilation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dawn-D3D12</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Dawn-Vulkan</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Dawn-Metal</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>wgpu-D3D12</td>
<td>10</td>
<td>6</td>
</tr>
<tr>
<td>wgpu-Vulkan</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>wgpu-Metal</td>
<td>5</td>
<td>3</td>
</tr>
</tbody>
</table>

void main() { // Pre: t0 == 0, t1 == 5
    t0 += t1;
    switch(t1 ^= t0) {
        case 0u: t2 = 1u; break;
        case 5u: t2 = 2u; break;
    }
}

float f(float A) {
    return A >= 16777216.0 ? 2.0f : 1.0f;
}

void main() {
    float t1 = dot(1.0 , f(1.0 + 1.0));
}

 LLVMpipe miscompilation found using GLSLsmith (Figure 6) [Freedesktop.org 2021]: The shader’s input/output buffer includes integer variables $t0$, $t1$ and $t2$, with $t0$ initialised to 0 and $t1$ to 5. The side-effecting switch condition should evaluate to 0, and the 0u switch case should be executed. LLVMpipe instead executed the 5u case, due to erroneously performing the side-effect in the switch condition twice. A Mesa developer confirmed this bug, commenting: “This bug (double evaluation of switch expression) affects all Mesa drivers. It’s amazing that it survived for so long (looks like it existed at least since 2011)”. The bug was promptly fixed.

NVIDIA floating-point crash found by GLSLsmith (Figure 7), reported privately to NVIDIA: The shader was reduced from a larger example featuring floating-point operations enabled by our support for floating-point (see §4.3). However, it causes the NVIDIA OpenGL driver to crash with the message “OpenGL does not allow swizzles on scalar expressions”. NVIDIA have fixed this bug in response to our report.

Miscompilation in naga’s SPIR-V back-end found by WGSLsmith [Rust Graphics Mages 2022]: Recall from §2.2 that all variables in WGSL are initialised to default values if no initialiser expression is provided. As a result, WGSLsmith is free to omit explicit initialiser expressions. This led to the discovery of a miscompilation bug in the SPIR-V back-end of naga, where a default-initialised global variable in WGSL was compiled into a global variable with no initialiser in SPIR-V. This is an UB in SPIR-V and led to the generated shader computing an unexpected result. The bug was fixed in response to our report.

6.2 Controlled Experiments

Our main claim is that reconditioning allows the combination of program generation, differential testing and test-case reduction to be used to find small UB-free test programs without the need for UB detection tools. To investigate whether reconditioning is really necessary in order to avoid UB, and to investigate the overhead of using reconditioning on reduced test cases, we present controlled experiments to answer the following research questions:

RQ1: To what extent is reconditioning essential for achieving UB-free reduced programs that trigger miscompilation bugs?
**RQ2:** What impact does reconditioning have on the size of reduced test cases that trigger miscompilation bugs, and on the performance of test-case reduction?

**RQ3:** What kinds of UB prove problematic when reconditioning is disabled, and which reconditioning steps are applied in fully-reduced test cases that trigger miscompilation bugs?

**Experimental methodology.** For each of GLSLsmith and WGSLSmith, we used the generation tool to generate 10,000 programs without reconditioning. We call this set Unreconditioned. We then reconditioned each program in Unreconditioned to obtain a set of 10,000 reconditioned programs. We call this set Reconditioned. We cross-checked each program in Unreconditioned and each program in Reconditioned with respect to a representative pair of compilers, $C_1$ and $C_2$ (we discuss the specific compilers used in our experiments below), noting whether:

- **Crash:** at least one of $C_1$ or $C_2$ failed to compile the program;
- **Timeout:** the process of compiling and executing the program exceeded a given time limit for at least one of $C_1$ or $C_2$;
- **Mismatch:** both $C_1$ and $C_2$ successfully compiled the program, but the resulting binaries yielded different results—a sign of a possible miscompilation, or of UB being triggered;
- **Match:** both $C_1$ and $C_2$ successfully compiled the program, and the resulting binaries yielded identical execution results.

From the subset of programs in Unreconditioned flagged as “mismatch” we selected 50 programs at random (or all programs, if there were fewer than 50), and applied test-case reduction to these programs without reconditioning, reducing them with respect to the condition that they are still flagged as “mismatch”. Call the resulting set of reduced test cases NoReconditioning.

For the subset of programs in Reconditioned flagged as “mismatch” we similarly selected 50 programs at random (or all programs, if there were fewer than 50). However, for each of these programs we conducted two separate test-case reduction runs: (1) a test-case reduction run on the (already) reconditioned program without applying reconditioning as part of the interestingness test; and (2) a test-case reduction run on the unreconditioned version of the program with reconditioning as part of the interestingness test, applying reconditioning to the resulting fully-reduced test case. Call the set of reduced test cases arising from reductions of the form (1) InitialReconditioning, and the set of reduced test cases arising from reductions of the form (2) FullReconditioning.

To recap, this led to three sets of reduced test cases:

- **NoReconditioning:** this represents the case where no attention is paid to undefined behaviour whatsoever, neither during program generation nor test-case reduction;
- **InitialReconditioning:** this represents the case where generated programs are well-defined, but where no attempt is made to prevent UB being introduced during test-case reduction;
- **FullReconditioning:** this is the approach we propose in this paper, where reconditioning is consistently used to guard against UB.

We then carefully manually examined each program in these three sets to determine which ones exhibited UB. Manual analysis was done by the authors of GLSLsmith and WGSLSmith, who have become experts in spotting UB in the process of building these tools, and involved working through the execution of each reduced test case, stopping as soon as a UB was observed. It is possible that mistakes were made during this manual analysis, but due to the small sizes of reduced shaders we are confident that such mistakes would be infrequent. Also, due to the lack of any automated tool support for UB detection in GLSL and WGSLS, there was no alternative to a careful manual analysis.

---

1An exception to this is that, throughout this experiment, we always enabled reconditioning of loops using loop limiters (see §4.2). Without loop limiters, we found that GLSL shaders executing unbounded loop would lead to machine crashes and freezes, rendering our experiments infeasible, and that both naga and tint would reject shaders exhibiting loops that could be detected syntactically as being infinite if executed, leading to a low rate of usable shaders.
Finally, we noted size data (lines of code, and number of bytes) for the programs that we
determined manually as being UB-free.

By construction, no programs in FullReconditioning should feature UB. To answer RQ1, we
(a) check whether this is indeed the case, and (b) measure the extent to which programs in
NoReconditioning and InitialReconditioning exhibit UB. This provides insight into the extent
to which disabling reconditioning leads to useless test programs that trigger UB.

To answer RQ2, we compare the median size of UB-free programs (which should be all pro-
grams) in FullReconditioning with the median size of UB-free programs in NoReconditioning and
InitialReconditioning. To assess performance, we compare the median wall clock time taken for
these test-case reduction runs, and the median number of interestingness test invocations.

The manual analysis of UB in reduced test, described above, combined with an inspection of the
reconditioning steps that are applied to test cases that trigger miscompilations, help to answer RQ3.

We performed this controlled experiment twice for each of GLSL and WGSL, using two pairs of
GLSL compilers and two pairs of WGSL compilers, discussed below. We selected compilers that
exhibited some known miscompilations identified via our uncontrolled bug-finding campaign (see
§6.1), and selected two pairs per tool to ensure a degree of diversity, whilst being constrained by
the machines that were available to us for experimentation. Each experimental run took around
2–4 days of dedicated machine time, depending on the compilers under test.

**Experimental setup for GLSLsmith.** As the first pair of GLSL compilers, we selected the
two OpenGL drivers used during our bug-finding campaign (see OpenGL-NVIDIA and OpenGL-
LLVMPipe in Table 1), using NVIDIA driver version 470.57 and LLVMPipe version 21.1.6. We refer
to experiments using this configuration as GLSL1. As the second pair of GLSL compilers, we used
OpenGL-LLVMPipe version 21.1.7 (which is patched to avoid a critical miscompilation bug in
version 21.1.6) and Vulkan-Swiftshader, git revision 3bd2273b. We refer to experiments using this
configuration as GLSL2. Experiments were run on a machine running Ubuntu 22.04 equipped with
an Intel i7-8750H CPU and an NVIDIA 1050Ti GPU. GLSLsmith was configured with a timeout of 1
minute per shader execution. We used Perses for test-case reduction.

**Experimental setup for WGSLsmith.** As the first pair of WGSL compilers, we compared Dawn-
Vulkan against wgpu-D3D12 (see Table 1), which we refer to as WGSL1. As the second pair of
WGSL compilers, we compared Dawn-D3D12 against wgpu-Vulkan, which we refer to as WGSL2.
In both cases we used Dawn git revision 2b4df7889 and wgpu git revision f4c01052. Experiments
were run on a Windows 11 machine, with the WGSLsmith tools running in a Ubuntu 20.04 virtual
machine and shaders executed natively on the host. The machine was equipped with an AMD
Ryzen 3900X CPU and an NVIDIA 3070 GPU. WGSLsmith was configured with a timeout of 30s
per execution. We used Perses for test-case reduction.

**A note on timeouts.** The timeouts used for experiments with GLSLsmith and WGSLsmith are
different and were chosen based on practical experience using the tools “in the wild” (see §6.1). It is
reasonable for them to be different because (a) the tools are used to test entirely different software
stacks, and (b) we do not perform a comparison between GLSLsmith and WGSLsmith.

**Results for RQ1.** For each pair of GLSL and WGSL compilers (four pairs of compilers in total),
Table 4 shows the number of crashes, timeouts, mismatches and matches obtained for the 10,000
test programs in Unreconditioned and Reconditioned. For GLSL1, the mismatch rate is high even
when reconditioning is enabled, and much higher still when reconditioning is disabled. Due to the
size and complexity of the unreduced test cases in these sets it is not feasible to determine the root
causes of all these mismatches without performing test-case reduction. Our investigation below
into reduced shaders revealed that the mismatches exhibited when reconditioning was enabled are
due to the LLVMpipe miscompilation bug discussed in §6.1 triggering very frequently, while the
Table 4. The rate of crashes, mismatches and matches for the test sets used in our controlled experiments

<table>
<thead>
<tr>
<th>Program set</th>
<th>GLSLsmith</th>
<th>GLSL</th>
<th>GLSL</th>
<th>WGSLsmith</th>
<th>WGSL</th>
<th>WGSL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GLSL1</td>
<td>GLSL2</td>
<td>GLSL2</td>
<td>WGSL1</td>
<td>WGSL2</td>
<td>WGSL2</td>
</tr>
<tr>
<td></td>
<td>Unreconditioned</td>
<td>Reconditioned</td>
<td>Unreconditioned</td>
<td>Reconditioned</td>
<td>Unreconditioned</td>
<td>Reconditioned</td>
</tr>
<tr>
<td># Crash</td>
<td>111</td>
<td>44</td>
<td>535</td>
<td>240</td>
<td></td>
<td></td>
</tr>
<tr>
<td># Timeout</td>
<td>1</td>
<td>3</td>
<td>52</td>
<td>154</td>
<td></td>
<td></td>
</tr>
<tr>
<td># Mismatch</td>
<td>2,349</td>
<td>909</td>
<td>3,022</td>
<td>56</td>
<td></td>
<td></td>
</tr>
<tr>
<td># Match</td>
<td>7,539</td>
<td>9,044</td>
<td>6,391</td>
<td>9,550</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>9,321</td>
<td>7,692</td>
<td>511</td>
<td>765</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>127</td>
<td>268</td>
<td>220</td>
<td>299</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>31</td>
<td>2,407</td>
<td>76</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>546</td>
<td>2,009</td>
<td>6,862</td>
<td>8,860</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

mismatches exhibited without reconditioning arise partly due to this bug and partly due to UB being triggered. For GLSL2, which uses a version of LLVMpipe in which the miscompilation bug of §6.1 is fixed, the ratio of mismatches between Unreconditioned and Reconditioned is even higher, which we attribute in part due to this “low hanging” miscompilation no longer being present. For both configurations, we examined crashes that occur with vs. without reconditioning to see whether disabling reconditioning led to any new crashes. In the case of GLSL2 we identified SwiftShader crash that occurs only when reconditioning is disabled, suggesting that the instrumentation introduced during reconditioning may sometimes mask bugs; this is in line with the findings of recent work on the effect of UB-avoidance mechanisms [Even-Mendoza et al. 2020, 2022].

Turning to the WGSL compilers, for WGSL1 the majority of generated programs are rejected by the Direct3D FXC compiler after being compiled to HLSL by naga, leading to a very high rate of crashes. This is due both to bugs in Naga and numerous bugs and quirks in FXC, which is now largely unmaintained (yet cannot be bypassed). The crash rate is higher when reconditioning is disabled, but it leads to a low number of mismatches overall, and slightly more mismatches when reconditioning is enabled. For WGSL2, the crash rate is much lower because tint triggers FXC issues less frequently than naga, and we see a massive difference in the mismatch rate between Unreconditioned and Reconditioned. Our investigation below into reduced test cases suggests that this difference is largely due to UB. Disabling reconditioning did not lead to the discovery of any additional crash bugs in the WGSL compilers under test.

We now consider the NoReconditioning, InitialReconditioning and FullReconditioning sets of reduced programs, discuss the extent to which they feature UB. The results are summarised in Table 5. For WGSL1 the sizes of these sets is below 50, due to the limited number of result mismatches that were available (stemming from the very high rate of crashes). The results confirm that, as expected, none of the reduced programs in FullReconditioning feature UB. When reconditioning is completely disabled (NoReconditioning), the rate of UB is 74% or higher across all configurations. This shows that paying no attention to UB whatsoever leads to very unreliable differential testing results. When reconditioning is enabled during generation but disabled during reduction (InitialReconditioning), the results show that the rate of UB is less severe but still problematic: between 22% (GLSL1) and 48% (GLSL2). The main take-away from the experiment is clear: reconditioning completely avoids the problem of UB, allowing UB during program generation and/or reduction means that the results of miscompilation testing can no longer be trusted.

Results for RQ2. Table 6 shows data for median sizes (in bytes and lines of code) of reduced test cases that do not trigger UB, together with the median time (in seconds) and number of
Table 5. The extent to which reduced test cases exhibit UB when recondition is not applied at all, applied only during program generation, and applied consistently

<table>
<thead>
<tr>
<th>GLSLsmith Program set</th>
<th>GLSL₁</th>
<th>GLSL₂</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td># programs</td>
<td># with UB</td>
</tr>
<tr>
<td>NoReconditioning</td>
<td>50</td>
<td>37</td>
</tr>
<tr>
<td>InitialReconditioning</td>
<td>50</td>
<td>11</td>
</tr>
<tr>
<td>FullReconditioning</td>
<td>50</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>WGSLsmith Program set</th>
<th>WGSL₁</th>
<th>WGSL₂</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td># programs</td>
<td># with UB</td>
</tr>
<tr>
<td>NoReconditioning</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>InitialReconditioning</td>
<td>24</td>
<td>7</td>
</tr>
<tr>
<td>FullReconditioning</td>
<td>17</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 6. Median size and performance results across reductions with vs. without reconditioning

<table>
<thead>
<tr>
<th>GLSLsmith</th>
<th>GLSL₁</th>
<th>GLSL₂</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Size (b)</td>
<td>Size (LOC)</td>
</tr>
<tr>
<td>With recon.</td>
<td>314</td>
<td>19</td>
</tr>
<tr>
<td>No recon.</td>
<td>225</td>
<td>15</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>WGSLsmith</th>
<th>WGSL₁</th>
<th>WGSL₂</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Size (b)</td>
<td>Size (LOC)</td>
</tr>
<tr>
<td>With recon.</td>
<td>974</td>
<td>46</td>
</tr>
<tr>
<td>No recon.</td>
<td>858</td>
<td>43</td>
</tr>
</tbody>
</table>

interestingness test (i.t.) calls associated with the reductions. Data are presented separately for reductions performed with reconditioning enabled (FullReconditioning), vs. reconditioning disabled (NoReconditioning and InitialReconditioning).

As expected, reconditioning leads to larger reduced test cases on average. However, the average number of lines remains in the tens, and the average size in bytes rarely exceeds 1Kb. Regarding time taken for reduction, the results of Table 6 show that, on average, reducing with reconditioning enabled is faster than reducing without reconditioning, involving a correspondingly smaller number of calls to the interestingness test. This makes sense because when reconditioning is used, reduction is applied to an unconditioned test case, with reconditioning being applied as part of the interestingness test. In contrast, most of the reductions that did not use reconditioning are for test cases that come from the InitialReconditioning set. Recall that for these test cases, reconditioning was applied at program generation time, and the reconditioned test programs were reduced with reconditioning disabled. As a result, the reducer was typically faced with larger test cases, due to the size blow-up associated with reconditioning, leading to a longer reduction process.

Results for RQ3. Recall that manual analysis was used to determine which reduced shaders in InitialReconditioning and FullReconditioning featured UB. For each compiler configuration, Table 7 records the number of times each category of UB was identified as the source of UB in a reduced shader. For some shaders there may be multiple sources of UB; the numbers reflect the first UB that was spotted during manual analysis. The ‘-’ entries are for UB categories that are not relevant to the shading language in question. Non-termination is not present as a UB category because, as discussed above, loop limiters were still used to avoid non-terminating loops even when all other reconditioning steps were disabled. The results show that while particular UBs dominate (uninitialised memory accesses for GLSL and floating-point roundoff errors for WGSL), all categories of UB show up in at least one reduced test case.
<table>
<thead>
<tr>
<th>Category of UB</th>
<th>GLSL</th>
<th>GLSL</th>
<th>GLSL total</th>
<th>WGSL</th>
<th>WGSL</th>
<th>WGSL total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Out-of-bounds access</td>
<td>0</td>
<td>7</td>
<td>7</td>
<td>4</td>
<td>15</td>
<td>19</td>
</tr>
<tr>
<td>Built-in functions</td>
<td>10</td>
<td>3</td>
<td>13</td>
<td>2</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Division</td>
<td>6</td>
<td>3</td>
<td>9</td>
<td>0</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Modulo</td>
<td>3</td>
<td>14</td>
<td>17</td>
<td>1</td>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td>Shift</td>
<td>1</td>
<td>15</td>
<td>16</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Floating-point roundoff</td>
<td>7</td>
<td>0</td>
<td>7</td>
<td>3</td>
<td>21</td>
<td>24</td>
</tr>
<tr>
<td>Uninitialised memory</td>
<td>20</td>
<td>23</td>
<td>43</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Operation order</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Signed integer overflow</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>2</td>
<td>6</td>
<td>8</td>
</tr>
</tbody>
</table>

Turning to shaders in FullReconditioning, we investigated the reconditioning transformations that they feature, noting that many reduced shaders feature multiple such transformations. For the 100 GLSL shaders reduced across the GLSL₁ and GLSL₂ experiments, the remaining reconditioning transformations (with number of occurrences shown in parentheses) were: arithmetic/built-in wrappers (124), index bounding (85), initialisation enforcement (18), controlling evaluation order (1), and loop limiters (19). For the 67 WGSL shaders reduced across the WGSL₁ and WGSL₂ experiments, the remaining reconditioning transformations (with occurrences) were: arithmetic/built-in wrappers (42), index bounding (19), and loop limiters (4). This shows that reconditioning to avoid UB associated with arithmetic/built-in operators is critical, but that all reconditioning transformations of §4 appear in fully reduced bug-triggering shaders, except for transformations to avoid floating-point roundoff error. However, the large number of floating-point related UBs for WGSL in Table 7 show that this reconditioning step is essential to avoid spurious roundoff-related mismatches.

7 RELATED WORK

Compiler testing. A recent survey provides a comprehensive overview of the state-of-the-art in compiler testing [Chen et al. 2020]. The use of WGSLsmith as one of a variety of techniques used to harden implementations of WebGPU is discussed in an industry experience report [Donaldson et al. 2023]. Differential testing [McKeeman 1998] has been applied widely to compilers and compiler-like tools, via the influential Csmith program generator [Yang et al. 2011] and follow-on tools such as CLsmith [Lidbury et al. 2015], Verismith [Herklotz and Wickerson 2020], YARPGen [Livinskii et al. 2020]. Common to most such approaches is that they generate test programs that are free from UB by construction. GLSLsmith and WGSLsmith borrow much from the design of Csmith, but differ fundamentally because generated programs may exhibit UB before they are reconditioned; enforcement of UB-freedom is handled by a stand-alone reconditioning step that can be applied to both initially-generated programs and candidate programs considered during test-case reduction.

A line of work on extending the reach of compiler testing by relaxing methods for UB-avoidance involves using dynamic analysis to identify and remove safe arithmetic wrappers (such as those discussed in §4.1) that turn out not to be necessary in practice [Even-Mendoza et al. 2020, 2022]. It would be possible to integrate this with reconditioning by, in the reconditioning step (a) using standard reconditioning to add wrapper functions everywhere they might be needed, then (b) using dynamic analysis to identify and remove redundant wrappers. This could also be applied to identify and remove redundant uses of loop limiters (see §4.2).
A separate family of compiler testing techniques is based on metamorphic testing [Chen et al. 1998]. This includes the *equivalence modulo inputs* approach, which finds compiler bugs by identifying mismatches in programs that are equivalent by construction thanks to pruning of dead code [Le et al. 2014, 2015], or careful semantics-preserving mutation of live code [Sun et al. 2016].

**Graphics shader compiler testing.** The GLFuzz [Donaldson et al. 2017] and spirv-fuzz [Donaldson et al. 2021] tools have been used to find bugs in GLSL and SPIR-V compilers via the aforementioned metamorphic testing approaches. Both tools feature a different form of test-case reduction compared with differential testing approaches. Instead of reducing a single program that exhibits a difference between compilers, they start with two programs—an original program and a transformed program—and attempt to reduce the *transformations* that differentiate these programs. The end result is a pair of equivalent programs that differ minimally, rather than a single reduced program. The reduction capabilities of these methods are thus not directly comparable with GLSLsmith. A head-to-head bug-finding comparison between GLFuzz and GLSLsmith is also not possible because GLSLsmith works on compute shaders while GLFuzz works on graphics shaders.

**Floating-point support in compiler testing.** Our method for supporting floating-point operators is related to a method for testing compilers using arithmetic expressions [Nagai et al. 2014]. In this method, the idea is to generate arithmetic expressions with expected results that are known at generation-time. Like our approach, this uses the idea of restricting attention to subsets of floating-point numbers on which roundoff will not occur. The major difference is that our reconditioning step must support floating-point expressions in programs with arbitrary control flow, including loops. Thus our approach requires allowing computations to leave the special range and then be pulled back in by the `MAKE_IN_RANGE` function discussed in §4.3.

## 8 CONCLUSIONS

We have proposed *program reconditioning*, which avoids the need for using external program analysis tools to detect undefined behaviour when reducing miscompilation bugs, by transforming the program under test to get rid of undefined behaviour. Our GLSLsmith and WGSLsmith case studies show that reconditioning works well for two practical languages.

An avenue for future work is to investigate reconditioning as a way to handle undefined behaviour in languages that make use of challenging language features such as pointers. As discussed in §7, it would be interesting to combine reconditioning with recent methods for relaxing UB-avoidance mechanisms [Even-Mendoza et al. 2020, 2022], to counter the problem that these measures may suppress compiler optimisations. It would also be interesting to enhance GLSLsmith and WGSLsmith with recent approaches to accelerating and diversifying compiler testing [Chen et al. 2019, 2021].

Despite their major syntactic differences, the GLSL and WGSL languages have a lot in common, and as discussed in §4, many reconditioning steps required for these languages were similar. An interesting direction for future work could be to define an intermediate representation (IR) suitable for representing programs in a range of related languages, and performing recondition on the IR. This would avoid the need to build and maintain multiple reconditioners. As with any IR, there would likely be a trade-off, since a non-trivial amount of effort would be required to design an IR that could accommodate important differences between languages that it aims to generalise.
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DATA AVAILABILITY

The GLSLsmith and WGSLsmith are both available as open source [Lecoeur 2023; Mohsin 2023]. We have made available an artifact capturing the versions of these tools at time of publication [Lecoeur et al. 2023]. The artifact includes a README file with instructions on how to use the tools, including to examine their reconditioning capabilities and reproduce selected bugs from §6.1, and also includes data sets related to the controlled experiments of §6.2.
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