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Abstract. We present a formalism for the automatic verification of sigiprotocols based on
multi-agent systems semantics. We give the syntax and s&waifia temporal-epistemic security-
specialised logic and provide a lazy-intruder model forghstocol rules that we argue to be partic-
ularly suitable for verification purposes. We exemplify teehnique by finding a (known) bug in
the traditional NSPK protocol.

1. Introduction

In protocol analysis it is significantly important to be abdecapture the concepts of what information a
participanthasthroughout an exchange, what a participant can and catethice and whether or not
particular sequences of moves exist resulting in the systachinga particular state. Indeed, in some
specialised areas of security (such as all the ones rootdteiBAN proposal [3]), knowledge of the
participants is explicitly and symbolically represent€&f.course, the area of Artificial Intelligence has
a long and successful tradition in the development of fortmalls for the representation of knowledge,
including the formalisation of the temporal evolution ofats’ epistemic states [8] as well as further
refinements for security [10, 9]. Crucially, recent devetgmts in the verification of some of these logics
by means of symbolic model checking techniques [20, 18, d8]yell as the implementation of these
tools in prototype systems [16, 6, 13] have provided the aithaa set of tools to attempt the analysis of
security protocols by means of efficient and automatic tieghes.

*Address for correspondence: Institute of Computer ScigP8 ul. Ordona 21, 01-237 Warsaw, Poland
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In our own work in this area we have successfully verified byanseof our own specialised model
checkers [14, 15] the correctness of the dining cryptogeaphotocol [5] and the TESLA protocol [15]
in terms of appropriate specifications expressed as temiguisiemic formulas. However in doing so
we have also found that our analysis cannot be extended tavithanany complex security protocols.
In particular if we were to consider a protocol in which theruder is allowed to operate in line with the
full Dolev-Yao model [7] we would quickly have to consider amber of states/transitions higher than
what any model checker could ever handle. For example, astapyof any security protocol a principal
could theoretically compose and send an unbounded numineesgages to all other principals, thereby
causing the state space to diverge.

This limitation is not related to the knowledge-based apphowe pursued but applies just as well
to more traditional model checking approaches. Indeedlewhbdel checking approaches in security
are typically concerned with checking reachability praigsronly [11, 12] (and not temporal/epistemic
specifications) the same considerations apply here too.oOthe most promising approaches to tackle
this problem is the lazy intruder model developed by Basiddietsheim and Vigan6 in [4] and (to the
best of our understanding) used together with a planningetatecker [2] as a part of the IST Project
AVISPA [1].

Here, in the representation of the runs that may take platieeisystem, messages may be routed to
the channebnly whenboth the sender and the receiver are in a state in which theqmigoermits this
message to be sent and received. In this way the model chissgkamenting this semantics does not
have to consider transitions clearly not leading to praott&onination. Furthermore, in the construction
of a run many details are abstracted and left to the modekesainifying mechanisms to instantiate.

In this paper we set out to define a semantics for temporal pisteenic logic based on ideas similar
to the ones cited above. We aim to introduce a lazy intrudetalhantegrate it with a temporal/epistemic
logic and pair this with a highly-efficient bounded model ckiag algorithm. While our approach is
directly inspired by the lazy-intruder work cited aboveert are also considerable differences result-
ing from our objective to work on a fully-fledged specificatimnguage involving temporal/epistemic
operators as opposed to simply checking reachability tésta

The scheme of the rest of the paper is as follows: in Sectiond23awe give a semantics to our
approach. In Section 4 we define the logic and satisfactiothiblanguage. Section 5 covers the basic
bounded model checking set up in the present case. In Sécti@exemplify the analysis in the case of
a particular authentication protocol (NSPK). In Section&’skiow how our formalisation would produce
an attack to NSPK.

2. Semantics

Since our intention is to bring together model checking witbtocol analysis to check explicitly what
epistemic properties participants have (i.e., what inftiam they possess) we work on an extension of
the framework of interpreted systems [8]. Interpretedeyst are a transition-based semantics where
(global) states represent explicitly a snapshot of all comemts (oragent3 in the system. Transitions
between states represent the result of global joint acpen®rmed simultaneously (in a locked seman-
tics) by all agents at a given global states. The agentstssttions to perform following a given local
protocol mapping sets of actions for each given local stateur adaptation of the formalism, the agents
and the intruder are the principals in the protocol, thdiioas are simply communication actions of send
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and receive (of a given message) and the protocols are ixpficesentations of the steps of the security
protocol under analysis

As discussed in the previous section the key idea of thiscambris to employ a symbolic, trace-
based semantics for the analysis of security protocols. $&ghe term “symbolic” to mean a compact,
variable-based representation; for instance, a symboiipeitational trace is a sequence in which some
elements are variables or terms, and therefore represetnbétsaces. In contrast to this we employ the
term “constant trace” to refer simply to a ground instanca gfmbolic trace, i.e., a sequence of concrete
computational states. Given the importance in this appradainification during model checking, the
distinction between variables and ground terms is one tieamyploy throughout the paper for a variety
of concepts. More details on this are offered below.

We begin by assuming a finite set of agentsponcipals, Ag including a special agent called the
intruder. € Ag. Note that the principals aiground elements andiniquelycorrespond to real entities,
not to be confused with the roles they play; so, for instaifcan intruder is impersonating a principal
we only need to use one principal, the intruder, in our model.each principai € Ag we associate
a number of security specialised concepts: an ordered detgsif nonces/\/if and old (in the sense
of “used” or “seen”) set of nonce&/?, a set of keysC; known to the agent, an indeX; indicating
how many parallel sessiorisare running, and an addre8s (in the sense of origin/destination for the
messages). Of key importance in the following is that in diegoan element of any of these sets we
may use constant or variable terms denoting respectivelgriicplar element of the set or a variable
representingany element of the set. For clarity we use a lowercase letteretmteé constant terms
and uppercase letters to denote variable terms. For irstapaepresents a constant nonce related to
the constant principat, n 4 represents a constant nonce related to a variable abeNt, represents a
variable nonce related to a constant agenand, N4 represents a variable nonce related to a variable
agentA. Similarly for keys, k, is a constant key for a constant principal K, is a variable key for
the constant principat, and K 4 is a variable key for the variable ageAt Ultimately we build traces
of global states in which each global state is a tuple of Istatles for the principals. The local states
contain all the information the principals have been exgdsei.e., the messages they have witnessed
and sent; in epistemic logic terminology we say we assuniegaecall.

Each message is represented by a tuple specifying origstindéon, and content. We formally
proceed as follows.

Definition 2.1. (Messages)
A messagensg is defined by the following grammar:

msg =i |I|n|N|k| K| (msg) | (msg)x | msg-msg,

wherei € Ag (I € Ag) is a constant (respectively, variable) principak N/ UN° (N € NTUN?)is
a constant (respectively, variable) nonce, &nd X (K € K) is a constant (respectively, variable) key.
The symbol denotes the concatenation between messages.

Messages represent thententthat is being exchanged. We uksitersto represent the content, the
sender, and the receiver of a message. Due to possible iomagicns by Intruder we use tlagldress of
a participant not the participant himseih the fields of sender/receiver.

!Note the different use of the term “protocol” in interpredtems semantics and as in “security protocol”.
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Definition 2.2. (Letters)
A letteris a tuplelt = ((Q,, @, ), msg) where@; is the sender’'s address,,. is the receiver’s address,
andmsg is the content of the lettét. We call (@, @,.) theheaderof 1t = ((Q,, @,.), msg).

The above defines a constant letter. Like for any other comqoim the framework we may need to
use variable letters as well. To do this and retain the stracof the letter we simply use variables
appropriately in any of letter's terms. For instari¢@ 4, @;), n 4) represents a (variable) letter referring
to a message from a variable sendeto a constant principal in which the content is a variable nonce
that depends on the value of the sender.

We are now ready to give definitions for the global states gfséesn. The global states are tuples of
local states, which represent the states of a computationipals may be in.

Definition 2.3. (Local states)

A local state for an agerite Ag is a 6-tuplel; = (Agi,/\/f,Nif, K;,id;,1t;) where
e Ag, C Agis a set of agents known 0
e N7 is an ordered set of nonces that have been seen by agent

o /\/Z.f is an ordered set of fresh nonces available to agent

KC; is a set of keys known to ageint

1d; is the number of sessions either completed or currentlyingnin whichi has participated,

It; C (lt,id) " is a sequence of pairs of letters and sessions identifiethdéoprotocols sessions
the agent has actively participated in. Each nonc#/fris present irit;.

We will use L; to denote a set of the possible local states for ageandG C II7_, L; for the set of
all possible global states. We will also exploit the operdtorst such thatF'irst (A) returns the first
element of a non-empty ordered $étand modifies\/ by removing this element.

Definition 2.4. A global stateg = (I1,...,[,) is a n-tuple of local states for all agents under consid-
eration. An initial global state is a tupl = (I1,...,l,), wherel; = (Agi,ﬁ,./\/if,lCi,O, €), for all
i = 1,...n with the assumption th)”_, N/ = 0 (i.e., the sets of fresh nonces are disjoint).

We assume each agehperforms send/receive actiont:t; according to gorotocol i.e., a function

L; — 24 from local states to actiondct; (¢ € Act; is the empty action). We assume all agents
perform their actions synchronously at a given global statewe have transitions of the forfhi C

G x Acty x - -+ x Act,, x G, where we assume agents non-deterministically choosetiam at any step
from the set of actions offered to them by the protocol. Weeny, ¢') € T if (g, (a1,...,a,),9) €T

for some(ay,...,a,). The states, the actions, and the transitions as above defimanching time
semantics. Apathm = (go, 91,...,9;) is a sequence of global states such {lsatg; 1) € T for each

0 <i < j. Forapathr = (go,91,-..), we taker (k) = gx. By II(g) we denote the set of all the paths
starting atg € G. A global statey is calledreachablefrom ¢° if there is a pathr = (go, g1, ...) Such
thatgy = ¢ andg; = ¢ for somei > 0.
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3. Lazy D-Y Interpreted Systems

The previous section is quite liberal in terms of what trasesallow in a system. In this section we
introduce constraints in the executions to model a pagicsiét of assumptions known as Dolev-Yao
(D-Y, for short) [7] assumptions. Specifically we assumepaltticipants have perfect recall and that the
intruder has complete control of the channel, i.e., it calofresend/route messages on the communica-
tion channel. We also assume that encryption is perfectenerypted messages may only be decrypted
with the correct key and encryption/decryption of messag@sstantaneous.

We now formalise the assumptions above by restricting thesipte transitions, thereby defining
Lazy Dolev-Yao Interpreted SystemisiYISfor short). While LDYIS model the whole class of D-Y
protocols, each particular security protocol will definedfic rules specifying the sequence of messages
to be sent/received. We use the term “lazy” in the sense &g below).

To specify any protocol we givstate transformer rulesThese are rules that specify preconditions
and postconditions on global states for a particular stehamrotocol. For efficiency reasons (further
discussed in the next section), a state transformer rulévé&1dgn a compact form specifyingetsof
possible transitions in a protocol. Given this, variablpecifying particular components in the local
states will generally appear in these rules. Following they” approach in LDYIS for any rule to be
triggered we need both the sender and the receiver to be apfirepriate local state corresponding to a
particular protocol step. In this way a considerable nundiemelevant transitions (i.e., messages that
would be discarded by the receiver) is saved thereby inicrgdke efficiency of the model checking
method applied. More precisely our state transformer rategefined as follows.

Definition 3.1. (State transformer rules)

For each step of a protocol under analysis, we consider state transforules G L G’ of the form
(pre(t), post(t)), whereG, G’ are sets of global stategre(t) are preconditions ofv, andpost(t) are
postconditions oid:’.

The preconditions are constraints that must be satisfigtiédransition to be enabled; the postconditions
specify updates to the local states occurring as a resuieatfriggering of the transition. Given that we
use alazy semantigs-e(t) always specifiematched moves between Sender and Regeigegrthe sender
only sends messages to receivers who are ready to executertbsponding step in the protocol.

In the preconditions we often writee L 4 to denote that the componenis an element of each of
the local states for the variable agehtSimilarly, in the postconditions we writé/, = L 4 o ¢ to denote
the update of the set of local states for the variable agdmy means of a component Typically c is a
letter, a nonce, a key, or a session identifier and the tebeangdate is intended to be carried out on the
relevant subcomponent of the local states; we do not wrisegtkplicitly to simplify the reading of the
rules.

We further assume that after every move (send/receive)ngh@ntaneous decoding of all messages
sent is executed (provided a key is in possession of thedetrand/or principals). Clearly, it is pos-
sible to generate state transformer rules in an automatyc loud this requires a syntactical analysis of
the protocol steps. We describe here the main idea of theitlgoand present a detailed case study
analysis of NSPK, based on this algorithm, in Section 6. Baheprotocol the state transformer rules
can be generated automatically according to the followiticiples. An “honest send” rule represents a
message being sent fromto B. A “fake send” rule corresponds to a message sent by thedmitito B.

An " -forward” rule corresponds to the forwarding by the intnudea message, previously intercepted,
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to another principal. For the above, bearing in mind the sgitechosen assumes synchronous moves,
we obtain the following transitions. We give further degaif this in Section 6.

e Honest-send-d — B

— Preconditions:
If i = 1, thenA has not yet sent a message of step Bto
If ¢ > 2, thenA has received a message frdsrof stepi—1 and has not yet replied 8.
— Postconditions:
The local states oft and. (B if A = () are updated according to the message sem.blf
B =, thenidg :=idg + 1. If i = 1, thenids := id4 + 1.
e Fake-send-i{A) — B

— Preconditions:

A message of stepis composable by and acceptable by, i.e., B has sent a message of
stepi—1 (if ¢ > 2) to . and has not received a reply.

— Postconditions:
The local states of and B are updated according to the message sent bfyi = 1, then
idp :=idp + 1.
e -forward (stepi: A — B)

— Preconditions:

A message of stepsent byA was intercepted byand not yet received bi3.
— Postconditions:

The local state oB is updated according to the message intercepted by

The rules given in Section 7 can be produced automaticallg bgmpiler. However in the example
discussed in Section 7 the specific rules are computed bydiamdy from the D-Y assumptions and the
protocol description.

Definition 3.2. (Lazy D-Y Interpreted Systems)
Given a security protocaP and a set of propositional variabléd/. An LDYIS Mp for P, or simply a
model (for P), is a(n + 4)-tuple Mp = (G, ¢°, P, ~1,...,~n, V), where:

e ¢° € I, L, is the initial global state of the system,

e G is the set of global states reachable frgtn

P =U,ec P(g), whereP(g) C I1(g) is the set of all paths starting gicompliant with the Lazy
D-Y conditions above,

e ~; C G x G is an epistemic relation for agentdefined byg ~; ¢ iff l;(g) = li(¢’), where
l; : G — L; returns the local state of agengiven a global state,

V : G x PV — {true, false} is an interpretation for the propositional variabie¥'.
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The structure above satisfies also the following conditions

e Agents have perfect recall: following receipt of a messagents add the message to their local
state by pairing it with an appropriate session identifier.

e Every message sent by a principal is intercepted by thedatrwvho records it in its local state.

e Upon receipt of messages all principals and intruders iniatelgt decode all messages and sub-
messages providing they have the key to do so.

We do not give the conditions above formally as they are ratitaitive and will be presented in the
example below. It is clear that giving the conditions is rexthnically difficult although it is rather
cumbersome.

Intuitively Mp will be used to interpret a logic defined in the next sectiotsoMote the relations
~; are epistemic accessibility relations between states tasbd to interpret an epistemic language as
defined in the next section.

4. Temporal Logic of Knowledge

In this section we introduce a logical language to be intggal on the semantics of the previous section.
The language we use is a standard combination of epistemgic &md branching time temporal logic.
Extensions are possible and worth considering but not pdriere.

Definition 4.1. (Logical Language)
The logical languagé€ is defined by the following BNF expression:

¢ := sends;(msg) | receives;(msg) | has;(k) | has;(n)|—¢|d A ¢|Kip| EXp|E(pU¢)| EG,

wheresends;(msg), receives;(msg), has;(k), has;(n) € PV, msg is a messagey € K; is a key,
n € NP isanoncej € {1,...,n}, andPV a set of propositional variables.

The language above includes specialised propositioniat$atf the obvious meaning, negation, conjunc-
tion, branching time operator&(X, EU, EG) and epistemic operator¥(). K;¢ = —K;—¢ whereK;¢

is read as “Agent knows thatp”. We use the duakK; as the model checking technique presented below
is based on bounded model checking. We intergreh LDYISs as follows.

Definition 4.2. (Satisfaction)
Let M be a modelg = (I3, ...,1l,) a global state, and, v formulas inL. The satisfaction relatiop-,
denoting truth of a formula in the mod&l? at the global state, is defined inductively as follows:

e g = sends;(msg) iff (((Q;,Q;),msg),id) is an element of the sequenktgin the local staté;
in g, for some addres8; and session numbe,

e g = receives;(msg) iff (((Q;,Q;), msg),id) is an element of the sequenkgin the local state
l; in g, for some addres8; and session numbe,

2M is omitted when understood.
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g = hasi(n) iff n e N?, g = has;(k) iff k € K;,

gE¢iffnotg =¢, gE¢AYiff gl=¢andg =1,

gEKipiff 3¢’ € G)g~ig andg' = ¢, gk EX¢iff (3n € P(g)) st.n(1) = o,
gl= BGoiff (3 € Pg)) s.t. (Vk > 0) n(k) = ¢,

e g = E(oU) iff (Im € P(g)) (Ik > 0) s.t.w(k) =y and(V0 < j < k) w(j) E ¢.

Note that the special propositions are interpreted acegrti their intuitive meaning on their respective
logical states and temporal and epistemic operators atarcasd.

5. Bounded Model Checking forl

In this section we adapt an algorithm for bounded model dngofBMC) for £. BMC works by trans-
lating both the model and the formula to be checked into @itipmal formulas. The satisfaction of their
conjunction is then checked by an efficient SAT-solver. BM@articularly efficient when the analysis
involves looking for faults in protocols whose runs are &rahd key properties are expressed as formulas
in the existential form.

BMC was originally introduced for verification of the exiat&al fragment of the logicCTL [19],
and then extended to ECTLK [18]. BMC is based on the obsenvdtiat some properties of a system
can be checked over a part of its model only. We present the deinitions of BMC forZ, but refer
the reader to the literature cited above for more detailsrdier to restrict the semantics to a part of the
model we defin&-models, where the paths Bfare replaced by their prefixes of lendth

Model checking over models can be reduced to model checkirgiemodels. The main idea of
BMC for L is that we can checlo over M;. by checking the satisfiability of the propositional formula
[M, o) == [M‘Pvgo]k A [¢]m, , Where the first conjunct represents (a part of) the modetuoonsidera-
tion and the second a number of constraints that must béisdtan M}, for ¢ to be satisfied. Once this
translation is defined, checking satisfiability of &fiormula can be done by means of a SAT-checker.

We provide here some details of the translation. We begih thi¢ encoding of the transitions in
the system under consideration. We assubpeC {0, 1}*, wherek; = [logy(|L;|)] and we take
ki1 + ...+ k, = m. Moreover, letlx; be an<-ordered set of the indices of the bits of the local states
of each participant of the global states, i.efz; = {1,...,ki},..., Iz, = {m —k, + 1,...,m}.

Then, each global state= (I3, ...,l,) can be represented by = (w[1],...,w[m]) (which we shall
call aglobal state variablg where eachu[i] fori = 1,...,m is a propositional variable. A sequence
wo,j, - - -, wy,; Of global state variables is called theth symbolick-path. The propositional formula

[M*"’go]k, representing thé-paths in thes-model, is defined as follows:
. Fr(p) k—1
[M#9) =T (woo) A\ /\ Tlwig,wisry),
j=1 i=0
wherew o andw; ; for 0 <i < kandl < j < fi(¢) are global state variables, aiigw; j, w;11,;) is a

formula encoding the transition relatidn [M ‘f’vgo] « encodes the initial statg’ by wg o and constrains
the f1. ()3 symbolick-paths to be valid-paths in)j,.

3The functionf;, determines the number &fpaths sufficient for checking afi formula, see [18] for more details.
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The next step of the algorithm consists in encodingy a propositional formula. Leb, v be global
state variables. We use the following propositional formsup(w) encodes a propositignof £, H (w, v)
represents logical equivalence between global state exgod.e., representing the same global state),
HK;(w,v) represents logical equivalence betweédancal state encodings (i.e., representing the same
i-local state),L;, ;(I) encodes a backward loop connecting thth state to thd-th state in thej-th
symbolick—pathj, for 0 < [ < k. The translation ofy at statew,, ,, into the propositional formula

im.nl s as follows:
b —p(wmn) forp € PV,

[ la]ggm \/fk(‘F’ < o(wo,i) A \/J 0([a]l[g7i] A HKl(wm,nawj,i))),
Xl i= VI (H (w0, w0:) A o]} 7)),

[EGQ][mn] \/fk(%’) <H(wm7n,w07i) A (Vf:ole () A /\J ol ][JZ>,
B@UA™ = VI (Hlwma o) AV (B A AZIE).

Given the translations above, we can now cheabver M}, by checking the satisfiability of the propo-
sitional formula[M‘Pvgo]k A [l Wherelply, = [@]LO’O}. The translation above is shown in [18]
to be correct and complete. Given thats a propositional temporal epistemic language in which the

propositions’ interpretation depends on the global statdyg these results apply 6 as well.

6. Needham Schroeder Public-Key Protocol (NSPK)

The approach above is general and provides an abstractvi@inéor the analysis of protocols. We now
instantiate the framework by a case study analysis of NSPBy&troducing specific NSPK rules. The
NSPK protocol is defined by the following three steps:

1A — B: {A,NA}KB
2 B— A: {NAaNB}KA
3 A— B: {NB}KB

In the first stepA (Initiator) sends taB (Responder) his identityt and a fresh nonc& 4, both encrypted
with B’s public key Kg. B responds ta4 with the nonceN4 and a fresh noncé/g, both encrypted
with A’s public key K 4. In the third stepA sends back t@ the nonceNg encrypted withB’s public
key K.

Recall that we assume Intrudeto have full control of the channel. It can stop all messages,
can route messages on the network with any header and withantgnt that it is able to produce by
composing, decrypting, and encrypting messages with kega/k to it.

Session identifiers are local to the participants. Whernistaa new session (or receiving the first
message of a new session) each participant increases$imsigentifier by one and records the message
sent together with the header and the new session numben &\{eticipant sends (or receives) another
message, we record it in its local state together with theléreand the corresponding session number.
When Intruder intercepts a message sent in the first steg @irtitocol, this is recorded with the original
session identifier. At any other step the intruder checksibisry to use the correct session identifier.

We start by describing the transition rules representirggnding a message B, as in step of the
protocol. We define two rules for each step plus one rule, lwisi@applied to all the steps. For stépve
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have: one rule for an honest send fretrto B, one rule for a fake send froniA) to B (impersonation
of A by the intruder), and one rule for arforward to B (forward message from the intruder to B).

By Ny = First (J\/’j:) we mean that for each principal € {a,b} playing the role ofA we have
N, = First (/\/}f). In all the rules below we assume that# B.

Definition 6.1. (RuleT;: honest-send-1-4 — B))

Preconditions{((Q4,@pg), (A, Na)kp),Ida) & La,

Postconditions: IfA # ¢, thenL’y = L o (((Q4,@p), (A, Na)ky),Ida+1) o {Na} o {Ids+1},

L) =1L, o (((Q4,Qp),(A, Na)ky,),Ida +1)if B #,and

L) = L,o (04, p), (A, Na)iy), Id, +1) o {Na} o {Id, + 1} if B =1, whereN = First ().
If A=y, thenL’A =Ljo (((@A, @B), (A, NA)kB)aIdA+1) o {NA} o {IdA+1},

LIB =Lpgo (((@A, @B), (A, NA)k‘B)) IdB—I—l) o {NA} o {IdB+1}, whereN 4 € {Fi’l“st (Mf>} UMO.

By L 4 o ¢ we denote the update d@f4 defined byc. The result of the update consists in the following
change of the local state of: (((Q4,@Qp), (A, Na)k,),Ida + 1) is added to the sequenésg in the
local state of4, the nonce{N,} is added to the set of old nonces 4f(i.e., to A'$), and the session
number ofA is increased byt for ¢ = Id4 + 1. Similar considerations apply tb, o ¢. Since this is a
symbolic rule, in order for it to be executed it requires waifion of all the variables present. Notice that
Lp does not change because the letter semt liyintercepted by the intruder (99 changes) and only
later possibly forwarded té (this is later described by the ruldorwards in Definition 6.7).

Note also the rule above covers several cases includingending ta, as well a$, . sending taz,
anda, b sending ta. Notice that if B # «, the session humber ofdloes not change because it represents
only the number of sessions initiated or participated intlfgat intercepting messages).

The next rule encodes a fake send frgm)to B in stepl.

Definition 6.2. (RuleT;: fake-send-1-¢((A) — B))

Preconditions{((Q,, @g), (A, N,)k,),ldB) & Lp,

PostconditionsZ; = Lp o (((Q,,Qp), (A, Na)k,), Idp+1) o {Na} o {Idp+1},

L, =L, o ((Q,Qg),(A,N,)kg),Id,+1) o {N,} o {Id, +1}, whereN, € {First <J\/’/>} U N,
N4 = N, andA # ..

The above models a situation in which Intruder, impersogati, sends a message . In doing so

it uses any noncéV,, either freshly generated or old. The message is directlyatted to B, thereby
updating B’s local state. Notice that the intrudes initiating the session witl3, so the session number
changes for him as well as f@. The next rule is for an honest send frdsto A in step2.

Definition 6.3. (RuleT3: honest-send-2-B — A))

Preconditions: IfB # ¢, then(((Q4,@p), (A", Na)k,), IdB) € Lp,

(@B, @Q4), (Na,NB)ky,, ) 1dp) & Lp.

If B=u, then(((@A,@B), (A, NA)kB),IdB) € Lp, (((@B, @A), (NAaNB)kA)ade) ¢ Lp.
Postconditions: I3 # ¢, thenL; = Lp o (((@p,@4), (N4, NB)s,,), Idp) o {NB},

Ly = L, o (@5, @4), (Na, Np)k,,), Ida), whereNp = Pirst (A}).
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If B= Ly thenLjB = LB o (((@B,@A), (NAaNB)kA)ade) e} {NB},
L/A =Ljo0 (((@B7@A)7(NA7NB)kA)7IdA) o {NB},WhereNB S {F’i?“St <N£)} UNE or

{Na, Ny, € Ly, andLiy = Ly o {Np}if N = First (V).

This rule is split into two parts, each governing whether ar B represents Intruder. WheB # ¢ the
rule describes two possibilities, i.&3, replying to an honest send frov or to a fake send from(A).

In both cases only. g and L, change as the message is intercepted by Intruder and oetyplassibly
forwarded toA. If B replies to an honest send, thdh= A, otherwiseA = . and A’ could be the name
of any participant Intruder is impersonating. The condi$i¢((Q4,@p), (A", Na)k,),Idp) € Lp and
(((@p,Q4),(Na, NB)k,,),Idp) ¢ Lp guarantee thaB has received the message frofraccording
to the first step of the protocol and has not yet sent a reply. td/hen B = . the rule describes the case
whereB is replying to an honest send from The next rule is for a fake send frorfiB) to A in step2.

Definition 6.4. (RuleT}: fake-send-2-((B) — A))

Preconditions{((Q4,@,), (A, Na)k,),Id,) € L,, (Q4,Q,), (A, Na)ky),Ida) € La,
(((@L’ @A)’ (NA’NL)kA)’IdL) € L, and(((@b, @A)’ (NA’NL)kA)’IdA) Q La,
PostconditionsZ/y = L4 o (((Q,,@Q4),(Na, Np)k,),Ida) o {Np},

Li =L,o (((@L’ @A)’ (NA’ NL)kA)’ Idb) o {Nb}v

whereNp = N,, (N, € {Flirst (Mf)} UN?andN4 € N?) or {Na, N, }, € L,.

The above rule codes the situation where Intruder, impetsunB, sends a message ta To do so
it replays the noncéV4 generated before byt and any nonceV,. Alternatively, . can send any other
messagg N4, N, }r, known to him (without knowing the encrypted nonces). Thetmale is for an
honest send from to B in step3.

Definition 6.5. (RuleT5: honest-send-3-4 — B))

Preconditions: A # ¢, then(((Qp,Q4), (Na, NB)i,),Ida) € La,

(@4, @p), (NB)ky ), Ida) & La.

If A=, then(((@B,@A), (NA,NB)kA),IdA) € Ly, (((@A, @B), (NB)kB)afdA) Q L4,
(((@B’@A)’ (NA’NB)kA)’IdB) € Lp.

Postconditions: IfA # «, thenL/y = L4 o (((Q4,@Qp), (NB)kp ); 1da),

Li =L, o (((@A, @B), (NB)kB/),IdA)- If A=, thenL;l =Lyo (((@A, @B), (NB)kB)a IdA),
LIB =Lpgo (((@A, @B), (NB)kB), IdB), whereNg € NX

Similarly to Definition 6.1 (but note that the correspondprg-/post-conditions and messages are differ-
ent) this rule is split into two parts, depending on whethef . or A = .. In the first case, two possibil-
ities are covered: in the firsH is replying to an honest send fral, in the second to a fake send from
t(B). Then, onlyL 4 and L, are changed as the message is intercepted by Intruder anthtanl possi-
bly forwarded toB. If A replies to an honest send, th&1 = B, otherwiseB = . and B’ could be the
name of any participant Intruder impersonates. The canditi((Qp, Q4), (Na, NB)i,),Ida) € La,
(((Q4,Q@p), (NB)ky),Ida) ¢ La guarantee thatl has received the message frdnaccording to
step2 and has not yet sent a reply & WhenA = . the rule describes the case whetds replying

to an honest send from. The last condition in the preconditions says tiahas sent the message
(Na,NB), instep 2.
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The next rule is for a fake send fror4)to B in step3.

Definition 6.6. (RuleTj: fake-send-3-((A) — B))

Preconditions{((Qp,Q,), (Na,NB)k,),1d,) € L,, (((Qp,Q,),(Na,NB)k,),ldB) € Lp,
(((@Lv Qp), (NB)k'B)7 Idp) & L, and(((@w Qp), (NB)kB)vjdb) ¢ L.

PostconditionsL; = Lp o (((Q,,Qp), (Np)k,),Idp), L, = L, o (((Q,,Qp), (NB)ky), Id,).

In the above rule the intruder impersonatidgsends a message 9 consisting of a noncéVg en-
crypted with the keykp. This message must be composable by Intruder, Ng. has to be in the set
{First Mf } UN?. Moreover, the messadéz);,, must be acceptable by; so N must have pre-
viously been sent fron® to A and the reply has not yet been receivedyThe above is represented by

the following condition:(((Qp,Q,), (Na, NB)k,),Idg) € Lp. To avoid to represent repeated sending
of the same messages by Intruder, the last condition is mipodged.

Definition 6.7. (.-forwards (steps 1-3))
Step 1: Preconditiong(Q4,@Qp), (A, Na) K, Id1) € L, ((Q4,Qp), (A, Na)ky,Id2) € Lp,
PostconditionsL; = Lp o ((Q4,@Qp), (A, Na)kp,Ildp +1)o{Idp +1} o {Na}

Step 2: Preconditiong(Q4, Qp), (A, Na)kp,Id1) € La; ((Qp,Q4), (Na, NB)k ,,Id1) & Lua;
((@Ba@A)) (NA)NB)KA)IdQ) S LL-
PostconditionsZ/y = L o ((Qp,@4), (Na, Np)k,,Id1) o {Ng}.

Step 3: Preconditions(Qp, @4), (Na, NB)Kk,,1d1) € La; ((Q4,Qp), (NB)ky,Id1) & Lp;

((@A’ @B)’ (NB)KB’IdQ) € LL'
PostconditionsZ); = L o (@, @p), (Ng)ky, Id1).

To conclude the encoding of the D-Y intruder we use the ahdeeward rules to represent Intruder
forwarding messages it has previously intercepted. At etep, the precondition specifies the local
states of Sender and Intruder at which a forward can take plsotice that in the above rules, nonces
do not need to have the indexes that unify, id4, = n, and A = b is a valid unification.

7. An Attack on NSPK found with BMC

We now use the rules of the previous section to show how aquelj known attack on NSPK may
efficiently be found when the system runs are explored by meathe BMC method of Section 5. We
consider3 agents 2 participantse andb communicating in the presence of an intruderWe begin our
run at an initial global statg” = (17,1,,17), wherel} = ({a,b, L},@,./\/'jf,{k‘a,k‘b,k‘“k;l},o,e), for

j € {a,b,.}. We assume to begin the run withinitiating an NSPK exchange withbelieving. is an
honest participant.

1.1honest —send—1—a — . Definition 6.1 applies, wherd = a, B =, andN4 = n,. The result-
ing updates are computet}: = l,0((Q,, @,), (a,nq)k,, 1)o{ng to{1}, 1, =1,0((Q4, Q,), (a,ng)k,,1)0
{nq} o {1}, wheren, € N/*, n, = First (/\/{) ¢ performs the corresponding decoding moves, it ex-
tracts the nonces, it decomposes the messages, etc. (asyriawn below).. can now use the message
it has received to start a (fresh) second parallel sessitniv(ihis is called “impersonating” by some
authors) .
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2.1 fake — send — 1 — 1(a) — b. Definition 6.2 applies, wherd = a, B = b, andN, = n,. As a
result,b thinksa’s address i€,. The following updates are computed:

=1y o (9, @), (a,70)k,,1) 0 {na} o {1},

I, =1,0(Q,Q),(a,nq)k,,2) o {2}.

As a result of this messagaesponds ta.

2.2 honest — send — 2 — b — (a) - by means of Definition 6.3 applies, whede=., B=b, N4 =n,,
NB:TZ[), IdB - 11 a.ndA/:CL. l;, — lbo((@ba @L)a (naa nb)k‘a) 1)O{nb}1 lz - lLO((@ba @L)a (naa nb)k‘a) 2)’
wheren;, = First </\/bf)

The intruder can now simply replay the message received rmshow his credentials t@.

1.2 honest — send — 2 — 1 — a - Definition 6.4 applies, wher8 =, A = a, N, = ng, Ny = ng,
Idg =1,andA’ = a.ll, = 1,0 ((Q,,Q,), (g, np)k,, 1) o {np}, I, =1, 0 ((Q,, Qp), (ng, 1)k, 2)-

¢ has successfully impersonatedh its run witha.

Then,a concludes the exchange by:

1.3 honest — send — 3 — a — « - Definition 6.5 applies, wherd = a, B = +, Ng = ny, B’ = 1,
Al =a,andlds = 1.1, =150 ((Qq,Q,), (np),, 1), I, =1, 0 ((Qa, Q,), (np)k,, 1).
Intruder. is now in the position to authenticate himselftby replaying the message.

2.3 fake — send — 3 — 1(a) — b - Definition 6.6 applies, wher®@ = b and Ngp = n;. [ =
lpo ((@Lv@b) (nb)kb7 ) l/ =10 ((@Lv@b) (nb)kb72)
The above two interleaved sessions define the following i@t g L4 g 214 g2 22 g3 12

1.3 2.3
g4 — g5 — J6-

We now aim to show that the run above does not satisfy aniwéuspecification in the logi€. We can
represent one of the correctness criteria in the authéiaticprotocol by using the following condition:
if b completes an execution started dysing nonceu,, thenb anda know thatn,, is a secret shared by
a andb only. In particularn; is unknown to the intruder; note that, by Dolev-Yao assumptions,b
are aware an intruder is operating on the channel. This tondian be expressed by the formyla=
AG((hasq(np)ANhasy(ng) Asendsq((np)k, ) Areceivesy((ny)r, ) = (Ky(—has,(ny)) ANKq(—has,(ny))).
Clearly the specification above is not satisfied in the mobfefact it is easy to see that the run we
have produced before satisfies the negation of the formueeab
EF(hasq(np) A hasy(ng) A sendsq((ny)x,) A receivesy((ny)g,) A (Kp(has,(np)) V Kq(has,(np))).

7.1. A translation for BMC

In this section we exemplify how a bounded model checkerémgnting the lazy approach above would
have found the counterexample. We model executions foralfenring parameters) - the number of
sessions)V - the number of participants including the intrud€notice thatl, ..., N—1 are the constant
principals whileN denotes)). We show a general encoding of global states, the initetestand the
rule 77 only. Next, forM = 2 and N = 3, we show the encoding af and some of its constituents
propositional variables. To begin with we represent a Istatke of a participantby the following vector

of vectors of propositional variables’ = (wl,wQ,wg,w4,w5,w6) in which the components are the
encodings of the following parameters:

e wi encodes the agents knownit(f length N [log, (N)1),
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e wi encodes the nonces seenilfpf length2M [log, (2M N)1),

e w} encodes the fresh noncesidbf length M [log, (N M)1),

e w’ encodes the keys known tqof length2 N [log, (2N)]),

e wi encodes the number of sessions runi kyf length [log, (M)]1),

e wi encodes the sequence(tf, id) (of length3M x Lp), whereLp = 2[logy(N)]+[logs(2M N+
N)|+ [logy(2MN)] + [logy(2N) ] + [logy(M)].
In the following we assume that for each agéraddress;, noncen;, key k;, and session numbed;
we have a corresponding Boolean representation (encoding®;], [n;], [k:], and[id;]. This is totally
unproblematic and can be done in similar fashion by meanofean variables.

Letw = (w'?,...,w"") be a global state variable, wharé® = (w}°, ..., w;") represents alocal
state for agent. For a vector of propositional variables = (wy,...,wy,) by (i1,...,i,)(w), where
m < nandi; € {0,1}, we mean the formuld\"", b(i;, w;) A /\;’L=m+l —w; with b(1,w;) = w; and
b(0,w;) = —~w;. The initial state statg® = (17,...,1%) is encoded by o(w) = Y, Ilo(wivo), where
Iy (wi’o) — (1] [N A OO Al . (2] (w§) Akt o] ) ) A (0w A
(0)wg -0 By [2] - [y] we mean the concatenation of the binary encodingsaridy.

The encoding of (w, w’) is equal to\/Z T (w, w")], where[T; (w, w')] is the propositional encod-
ing of the ruleT;.

To generate the Boolean translation representing all theemio an execution we need to encode into
propositional logic each rul&; from the previous section. The propositional encoding mmloersome,
although, of course, the aim of the method is for these to Inepcbed automatically. This is in line
with intermediate representations for SAT-based modetlihg inputs (often in the tens of thousands
of variables).

We report below an encoding of the postconditiong pfor the case wherel # . (the rest can be
worked out similarly) simply to show that this can be obtdireven by hand, albeit laboriously. The
postcondition fofl; is equal to:

VI (Vg (@ = o [(9005). G (eet Pt (). deet) + D) (uf =uo Pt (u)
(w§ = [dec(w?) + 1]) A /\16{174}(111;"' =w))) A (wf¥ = wd o [ (Q;,@;), (i, (dec(First (w§)), ), dec(ws) +

D) A /\le{1727475}(w2N =w]) A /\le{z‘,N}(“’/l )) \ (w = wg o [((Q;, Qp), (7, (dec( Fzrst( ))kN),
dec(wf) + 1)]) A (wf = w} o First (w§)) A wg) + )A/\l€{14}(wl = wj)) A (wg" = wi
[((@Q;,Qp), (4, (dec(First (wd)) v ), dec(wi)) )] A (WY = wl o First (wd)) A (W = dec(wl) + 1))
Nieq, 4}(w1N =w)") ANigg, N}(w = '), ‘
wherew}, o [(It,id)] denoteav} extended with the encoding ¢, id), i.e.,[lt], [id]; dec(w}) denotes the
value encoded by, wj o First (wj) denotesw, extended with the encoding of the first nonceugf
and at the same time removing that nonce from the encodin@ndw’ = w encodes the equivalence
of the corresponding propositions ofandw’.

Encoding for agents ids, nonces and keys can be easily eltaiim fact assume that fa¥ = 3
(a=1,b=2,.=3),andM = 2, we consider the followingfa] = [@,] = (0, 1), [b] = [@] = (1,0),
[ = @] = (1,1), [na] = (0,0,1), [7G] = (0,1,0), [m] = (0,1,1), [#f] = (1,0,0), [n] = (1, 1,0),
[ni] (171 1)1 [k ] (0 0, 1) [kf ] (17170) [kb] - (07170) [k_l] (1707 1)1 [kb] = (17070)1
(k1] = (0,1,1), asid; is a number, we take simply its binary encoding.

> o
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With the above we can encode k-models exactly in the same malg@inded model checker would
do.
To encode the formulas to be checkeddet (w®, w®, w*) be a global state variable. The encoding of
the propositional variablesas, (ny), hasy(ng), andhas,(ny) is as follows:

hasq(np)(w) = (mw§y A ws o Awg5) V (—ws 4 Aws 5 Awsg),
hasy(ng)(w) = (_'wg,l A _‘wg,Q N wg,:«;) V (mw§ 4 A —wh 5 Awgg),
has,(np)(w) = (—wh 1 Aws o Awh 3) V (mws 4 A wh 5 Awhg).

The encoding ofends,((ns)k,) andreceivesy((ny)y,) is similar.
To encode the formulay = EF((hasq(ny) A hasy(ng)) A (Kp(has,(ny)) V Kq(has,(ny))) we need3
symbolic paths ags(p) = 3. Letwy, wa, wg be three symbolic paths.

[EF(hasa(nb)/\hasb(na))/\sendsa((nb)kb)/\receivesb((nb)kb)/\(Kb(hasL(nb))\/Ka(hasb(nb)))]g’o =

Vi, (H (0,0, w0,5) AN V—g(hasa(ne)(wj;) A hasy(na)(w;i) A sendsq((ny), ) (w;i) A
receivesy((np)k, ) (w;,i) N \/fn:1<Igo (wo,m) /\\/gzo(hasL(nb)(wmm) N HEKy(wj, wmm))) vV
V(L0 (wom) A Vg (has, () (wnm) A H K (w5, wn,m) ) )

The translations exemplified above could be fed to a SATesdlvereby returning satisfaction for the
conjunction of the specification formula considered on @ 1sin shown.

8. Conclusions

In this paper we have made three contributions. Firstly, exetiaken inspiration from the ideas of the
lazy-intruder model [4] to define LDYIS, a MAS based semanfar security protocols. Secondly, we
have formalised a general approach to transition rulesgdaérate LDYIS runs on which a temporal-
epistemic logic can be interpreted. Thirdly, we have prepos semantics (LDYIS) that is immediately
ready to be model checked by means of any SAT-based methodssibounded model checking. The
formalism presented in this paper differs from the one peaidn the Avispa project in that it uses MAS
inspired semantics and a fully-fledged temporal/epistdariguage to check protocol specifications (as
opposed to reachability only). Technically, the approadmardly resemble each another as the seman-
tics is rather different. We find the expressive power of terafepistemic specifications appropriate
for security protocols, particularly to express anonymithe approach presented in this paper can also
be seen as an attempt to limit the state explosion in the ea&tiibin of security protocols. We are cur-
rently working on an implementation of this technique toleste it experimentally; however, formal
considerations point to efficiency savings over non-lagyreaches such as [17].
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