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Abstract—The combination of service-oriented applications,
with their run-time service binding, and mobile ad hoc networks,
with their transient communication topologies, brings a new level
of complex dynamism to the structure and behavior of software
systems. This complexity challenges our ability to understand the
dependence relationships among system components when per-
forming analyses such as fault localization and impact analysis.
Current methods of dynamic dependence discovery, developed for
use in fixed networks, assume that dependencies change slowly.
Moreover, they require relatively long monitoring periods as
well as substantial memory and communication resources, which
are impractical in the mobile ad hoc network environment. We
describe a new method, designed specifically for this environment,
that allows the engineer to trade accuracy against cost, yielding
dynamic snapshots of dependence relationships. We evaluate our
method in terms of the accuracy of the discovered dependencies.

I. INTRODUCTION

Understanding the dependencies among the components of

a distributed system is critical to making good operational

and maintenance decisions. For example, fault localization

and change impact analysis are tasks enabled by accurate and

timely data on component dependencies. The importance of

dependence information increases with the complexity of the

system, both in terms of the number of interacting components

required to carry out a given computation and the nature of

the environment in which the system operates.

In service-based systems, such as those based on the Web

Services Architecture, computations are structured as a set of

services that respond to requests, where a request typically

originates at a user-facing client. The computation fulfilling

each request results in a cascade of further requests across

some subset of the services. Obtaining dependence information

in such a system is made difficult by the inherent loose cou-

pling of services, as many dependencies are unknown at design

time, and only established at run time through a dynamic

service binding mechanism (so-called “service discovery”).

The consequence is that the dependencies among run-time

instances of services cannot be specified before execution, but

instead must be discovered during or after execution.

Existing dependence discovery methods focus on statically

structured systems operated in fixed networks [1], [2], [3], [4],

[5], [7], [8], [10], [13], [14]. A critical assumption made by

these methods is that the dependence data, although changing,

is relatively stable over time. The significance of the stability

assumption is that the methods can make use of statistical tech-

niques based on data collected over long execution periods.

Furthermore, by operating in the context of a fixed-network

environment, the methods can assume no practical limits

on the storage, computational, and communication resources

needed to support those statistical techniques.

The context for our work is instead service-based systems

deployed on mobile ad hoc networks (MANETs). Mobility and

ad hoc networking bring increased dynamicity to service de-

pendencies, beyond those caused by the basic service-binding

regime. Moreover, the MANET environment is characterized

by limitations on the resources available for dependence

discovery. Existing methods based on the stability assumption

cannot adequately cope with such high levels of dynamicity

nor stringent resource constraints.

We have formulated a relatively simple method for use in

the MANET environment. Our intuition is that dependence

discovery should capture snapshots of dependence data rele-

vant to each service request of concern, rather than determine

statistical averages for long-term, system-wide dependencies

as a whole. Furthermore, the method must be lightweight in its

resource usage, which to our thinking means that dependence

data should be collected locally, aggregated locally, and drawn

to some central location only when and if needed.

Our approach is based on the use of monitors deployed onto

the mobile hosts. The monitors collect dependence data by

observing the message traffic between services and extracting

relevant information. The data collected by the monitors

provide only a local view of the dependence information.

When a more global picture of the dependence relationships

among the services is required (e.g., to carry out some par-

ticular analysis), the monitors are contacted by a discovery

element charged with integrating the data. Importantly, only

the monitors relevant to a particular analysis question typically

need to be contacted, and therefore communication can be

reduced. Moreover, the monitors can aggregate the data they

collect, and can impose limits on the amount of data they store.

We introduce our dependence discovery method and eval-

uate its sensitivity to a distinguishing aspect of the MANET

environment, namely time-dependent behavior. The evaluation

is carried out through a series of simulation-based experiments

under various scenarios that represent a range of service

connectivities and critical parameter settings.
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II. BACKGROUND AND RELATED WORK

Existing dependence discovery methods can be generally

classified as to whether they operate at the network level or

at the (application) service level. Network-level discovery [1],

[2], [3], [4], [8], [10] focuses on coarse-grained dependencies

between network hosts, which are usually described in terms

of IP addresses and port numbers. They can be augmented

with additional information, such as port mappings [7] or a

classification of client applications [13]. On the other hand,

service-level discovery [5], [6] focuses on the detection of fine-

grained relationships between services. Services are hosted in

application containers, such as JavaEE and .NET, and typically

associated with application identifiers, such as URLs.
Our method, although informed by the network level, oper-

ates at the service level in the sense that we wish to discover

service dependencies that can be used for fault localization

and impact analysis in service-based software systems. It is

important to point out that we do not assume the availability

of prior information, such as a port mapping, application

categories, or even a specification of the services, nor do we

require changes in existing software components to support

discovery as found in other methods [4], [6].
Many of the service-level discovery methods apply statis-

tical techniques to traffic traces. These techniques correlate

network packets or service-level messages and identify co-

occurrences of messages across different services. While the

particular statistical techniques may differ (e.g., correlation

based on a time window [1], [2], [3], delay distribution [7],

time difference of messages [5], or timing and frequency of

packet flows [8]), all of the methods share the same limitation:

they require a long period of time to collect statistically

stable data and, therefore, are inappropriate in highly dynamic

environments such as MANETs.
Alternatives to statistical approaches do exist. For exam-

ple, in Macroscope [13] a subset of packets and network

connections is sampled and analyzed to identify relationships

between network flow data and applications. Lu et al. [10]

collect system log data and correlate the events in the logs

using data-mining techniques. Magpie [4] instead correlates

the events based on input from (human) network operators.

These methods, however, require the transfer of large amounts

of trace data from the collection points to a central analysis el-

ement, which is prohibitive in resource-constrained MANETs.

In contrast, our method transfers dependence information se-

lectively and on demand, contacting only the monitors that are

potentially relevant to the events of interest (e.g., the possible

receivers of a failed service request). In addition, the monitors

actively summarize and aggregate dependence information

before that information is transferred (e.g., they may transfer

only the number of messages exchanged between two services,

rather than sending the content of those messages).

III. DEPENDENCE DISCOVERY AND REPRESENTATION

In this section we present our dependence discovery method.

We begin by enumerating several assumptions we make in the

design. We then describe the two types of dependencies in

which we are interested, how we discover the dependencies,

represent the dependencies, and construct the representation.

A. Design Assumptions

In order to employ our method, three basic prerequisites

must be met. First, to obtain complete dependence information,

the monitors should be deployed on the mobile hosts that are

either the source or the target of service messages; interme-

diate hosts in the network used only to store and forward

network-level messages are not involved in data collection.

Second, the monitors need access to synchronized clocks to

allow consistent time-stamping of the collected dependence

data. Clock synchronization in MANETs is a well-researched

topic, with techniques available to achieve precision of tens

or even single microseconds [15]. The shortest period we

use for time-stamping data is 6 milliseconds, well within this

precision. Third, the monitors must be able to observe service

messages and obtain information from those messages, such

as client and service identifiers. On the other hand, there

is no need for the monitors to have access to the payload

of messages. This kind of general information is typically

available and visible, since it is used by the underlying service

infrastructure to manage service interactions.

B. Service Dependencies

In service-based systems, a dependence is a relation between

services defined by the message flow induced by a client

request. (As an edge case, a dependence is also the relation

between a client and a service. Without loss of generality,

we mainly focus here on relations among services.) When a

dependence relation exists between two services Si and Sj ,

one service is considered the source and the other the target.
In general, sources issue requests on targets, thus defining a

directionality to the dependence.

We are concerned with two types of dependencies over

a given set of services: inter-dependencies and intra-
dependencies. An inter-dependence is the basic dependence

relation that exists between the requester of a service and

the receiver of that request. Figure 1 illustrates a set of

inter-dependencies in a hypothetical system, where the arrows

indicate the directionality of the dependencies, from sources

to targets. For instance, service S3 is directly dependent upon

services S9, S11 and S20, and indirectly dependent upon

services S10, S12, S15, S21, S22, S23, and S25. Each inter-

dependence in which a particular service is engaged can be

classified as either incoming or outgoing. Service S9 has

incoming inter-dependencies with S2 and S3 and outgoing

inter-dependencies with S10 and S12.

Figure 1 highlights the services involved in a particular

conversation originating at client C3. In service-based systems,

a conversation is the set of messages exchanged during the pro-

cessing of a client request. Service S3 uses services S9 and S20

to satisfy C3’s request, while the other dependent services in

the figure, such as S11, are used in other conversations.

An intra-dependence is a more complex relation between

services that relates an incoming inter-dependence to an out-
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Fig. 1: Inter-dependencies of a hypothetical system. The
services include front-end client services and back-end
processing services. A single conversation originating at
client C3 is highlighted.

Fig. 2: Intra-dependencies (dashed lines) of service S9.

going inter-dependence. Intra-dependencies thus reflect greater

insight into the nature of service dependencies than do the

basic inter-dependencies. This is illustrated in Figure 2, which

shows the dependencies among S2, S3, S9, S10, and S12

resulting from the four given inter-dependencies (solid arrows)

and the three given intra-dependencies (dashed arrows). It is

instructive to compare the information gained from Figure 2

to that available in Figure 1. We can see that S2 is (indirectly)

dependent upon S10 and S12, while S3 is only (indirectly)

dependent upon S12. This is not evident from Figure 1.

C. Discovering and Storing Dependencies

Dependencies arise from the flow of messages among ser-

vices. To discover dependencies, we must therefore track these

flows. Because we aim to be minimally intrusive, we restrict

ourselves to observing the message traffic (i.e., messages that

contain service requests and responses) as it occurs. Our

method makes use of monitors to observe messages and record

information about the flows. A convenient place to deploy a

monitor is within a service’s container. The monitor is then

easily aware of the associated service’s identity, as well as

being provided a context in which to execute.
The main advantage of using monitors is that they allow

dependencies to be discovered instantaneously and precisely,

with minimal delays between dependence occurrence, de-

tection, and the availability of the dependence information.

Moreover, we can do so without having to modify the services

themselves. Monitors can also minimize data storage and com-

munication requirements, since they can actively aggregate and

summarize the information. Thus, our approach can be thought

of as a process for collecting evidence of dependencies, which

is in sharp contrast to methods that require storage and transfer

of large amounts of data for later statistical analysis.

Inter-Dependence Discovery. Pairs of source and target

services that induce inter-dependencies can be identified from

the flow of messages exchanged between the services. In

a service-based system, services are uniquely identified by

application-specific identifiers, such as the URIs of the Web

Services framework. Although the specific type of information

provided within messages differs with the service platform and

standard used, request messages always contain identifiers for

the requested services.

Since a monitor is aware of the identity of the service

with which it shares a container, it can record outgoing inter-

dependencies simply by extracting the identifiers of target

services from any outgoing request messages originating at the

service. The target service identifier is an essential field present

in all request messages, such as plain HTTP or SOAP requests.

The inter-dependencies are therefore easily and immediately

discoverable in all existing service invocation protocols such

as SOAP and REST, and even from plain HTTP requests.

Intra-Dependence Discovery. Intra-dependence discovery

requires knowledge of both outgoing as well as incom-

ing inter-dependencies. However, discovering incoming inter-

dependencies is a bit involved, as it requires request messages

to contain the unique identifier of the requesting service. This

is satisfied by most service standards (e.g., the WS-Addressing

standard provides the fields wsa:To and wsa:From). With

source and target identifiers present in messages, monitors can

detect all incoming and outgoing inter-dependencies.

To expose the correspondence between the incoming and

outgoing inter-dependencies of a service, we rely on the pres-

ence of conversation identifiers within messages. Of course,

conversation identifiers must be implemented at the application

level by service developers. Fortunately, this is a relatively rou-

tine task, as there are several existing standards for doing so,

including WS-Addressing, WS-SecureConversation, and WS-

Coordination. Discovering an intra-dependence then reduces

to having a monitor relate incoming and outgoing messages

using the conversation identifiers appearing in both.

Storing Dependencies at Hosts. Monitors store the history of

the dependencies they have seen for some bounded period of

time, divided into time slots. The dependence data are stored

with a sliding expiration window such that only a limited

history is captured, using a data structure representing time

slots. Entries for each time slot maintain Boolean data about

whether or not a given dependence occurred within that time

slot. Each dependence is associated with a set of those time

slots, such that when the monitor detects the occurrence of

a dependence, it signifies this by setting a 1-bit flag in the

corresponding time slot. It also records identifying information

about the source and target of the dependence. Of course,
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the size of the time slot affects the precision of the data

maintained. For example, a slot size of 0.1 seconds will

provide up to 10 times more data compared to a slot size

of 1 second, but will require 10 times more space to store

those data. Beyond the slot size, the size of the whole history

can be controlled through the pruning of expired time slots.

The length that each time slot represents can be configured

according to a desired level of resolution. When combined

with the time period and the size of each dependence entry,

the data storage required at each monitor is determined. We

estimate the required bytes of storage space S per monitor as:

S =
Th

Ts
× (Ninter +Nintra)

8
+(BinterNinter+BintraNintra)

where Th is the length in seconds of the time period, Ts is

the length in seconds of a time slot, Ninter and Nintra are

the average number of inter-dependencies (both incoming and

outgoing) and intra-dependencies recorded by an monitor dur-

ing the time period, and Binter and Bintra are the maximum

sizes of the identifiers of inter- and intra-dependencies.

The aggregation of observed service interactions into de-

pendencies can cause the monitors to “forget” some of the

details necessary to reconstruct accurate dependence informa-

tion. This is the case when internal behaviors of a service

that are not visible to the monitor can generate seemingly

identical interactions in aggregate. As an example, consider

the incoming inter-dependence of S2 on S9, and the outgoing

inter-dependencies on S10 and S12, shown in Figure 2. The

incoming inter-dependence could in fact be the result of aggre-

gating two separate conversations between S2 and S9, where

the first resulted in a message to S10 and the second resulted

in a message to S12. The aggregated dependence information

held by the monitor will not, in our current approach, record

the true dependencies regarding these individual conversations.

D. Dependence Graph

A dependence graph (DG) is a directed acyclic graph

constructed from nodes representing services and edges rep-

resenting direct inter-dependencies. The direction of an edge

represents the direction of the inter-dependence, from source

to target. Each node can be annotated with intra-dependence

information, conceptually adding directed edges between the

incoming and outgoing inter-dependencies of the service.

The DG maintains information concerning a specific time
window, reflecting only the dependence information collected

by (or perhaps available from) monitors during that period.

The time window is a property of the interaction between

the application and network behaviors, and the information

accessible to monitors. The size of the time window has many

effects on the results of analysis. For example, a small time

window serves to reduce the size of the DG, but some critical

service interactions might be missed. A large time window

provides a more complete record of dependencies, but might

include stale or irrelevant interactions (e.g., those belonging

to conversations other than the conversation of interest).

Fig. 3: Architecture of dependence discovery.

Conceptually, a DG could be used to represent the full set

of dependencies of an entire application system. In practice,

many analysis techniques only require a subgraph of the full

dependence graph related to a specific node or subset of nodes.

For example, a failure impact analysis might examine only the

nodes that can reach (i.e., are dependent upon) a given node,

and a fault localization analysis might examine only the nodes

that are reachable from a given node.

E. Dependence Graph Construction

The distributed monitors used in our method provide in-

formation to a centralized dependence discovery element, as

illustrated in Figure 3. The intent of this architecture is to

minimize resource utilization, while still providing timely data.

The monitors perform continuous dependence discovery and

maintain aggregated dependence data.

The discovery element is a logical entity that can be

deployed on any host of the network, or even in multiple

instances on some or all the hosts. At the same time, the

discovery element can be accessed locally or remotely by a

network manager. Most importantly, the discovery element can

be used as a component of an automated network analysis task,

such as fault localization. Consider, for example, a monitor

that detects a symptom of a system failure in the form of

an exception or a response timeout. In order to identify the

likely root cause of the observed failure, the fault localization

component would contact (one of) the discovery element(s) in

order to obtain the DG associated with the client that initiated

the failed conversation. This DG would serve as an input to

the fault analysis carried out by the network manager.

The discovery element will construct a DG on demand,

querying the relevant monitors to harvest their local depen-

dence data for the time window of interest. The harvesting

algorithm is designed to incrementally construct the DG—

typically a subgraph of the full dependence graph—by visiting

only the monitors considered relevant based on the data seen

to that point. In this way, the amount of data transmitted over

the network can be significantly reduced compared to existing

methods. Of course, the most common case of DG construc-

tion is for a particular client, revealing the services upon which

that client depends directly or indirectly. Conceptually, then,

the data are harvested by a breadth-first walk of the monitors,

where the walk is rooted at the monitor associated with the

client of interest. For certain analyses, we may additionally
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limit the dependence discovery to a specific conversation,

something particularly useful in fault localization.

IV. EVALUATION

In our method, dependence graphs are constructed on de-

mand by a discovery element. The graphs are rooted at a given

client, beginning at a given time instant, and for some time

window. The data provided to the discovery element include

both relevant and irrelevant information, since any given

monitor will provide data about all interactions traversing its

associated service during the time window. These interactions

involve not just those of the given conversation of interest, but

also those of others.

Under such circumstances it would be difficult for a depen-

dence discovery method to provide a perfect result. Moreover,

the method by design loses information (e.g., monitors retain

only aggregate data, not individual messages) and is sensitive

to the dynamics of the operational environment. Thus, the

evaluation questions of interest center mainly on the accuracy

of the resulting dependence graph. In particular, we examine

the impact of time window size on the accuracy of the

dependence graph. We also compare our method to other

methods. Additional results are reported elsewhere [11].

A. Methodology

The evaluation is carried out on a simulation framework for

service-based systems hosted on MANETs. The framework

consists of a simulation engine built on top of the discrete-

event network simulator NS-3 extended with higher-level

abstractions for simulating service entities and their interac-

tions [11]. Our experiments focus on a particular hypothetical

conversation C. A good result for our method would be that

it can discover as many dependencies of C as possible, while

not including the dependencies of other conversations. We use

two metrics to characterize the quality of our results, namely

the ratio of true positives (TP) and the ratio of false positives

(FP), defined as follows:

TP ratio =
|D(C)

⋂
GT (C)|

|GT (C)| FP ratio =
|D(C)−GT (C)|

|D(C)|

where D(C) are the discovered dependencies, GT (C) are

the ground-truth dependencies, true positives are in their

intersection, and false positives are in the set difference.

The network-level behaviors in the simulation are based on

the log distance model with path-loss exponent 3 for wireless

signal propagation, reproducing a network operated in urban

areas [9]. The network consists of 50 mobile hosts deployed

in a 75x75 meter area, and uses the Optimized Link State

Routing Protocol (OLSR) for routing. In the experiments, we

set the node mobility speed to 10 m/s. Other mobility speeds

result in similar outcomes, as we report elsewhere [11].

The service-level parameters used in our simulations are

derived from standard values found in Web Services im-

plementations. We generate a system of 50 clients and 30

services, with the services arranged into five “front end” (client

facing) and 25 “back end” services (see Figure 1). Each service

exposes two methods to be used by other services and clients.

We use “low”, “medium”, and “high” connectivity scenar-

ios. The average number of services involved in a conversation

is 2.03, 3.21, and 7.9 in each connectivity configuration,

respectively. The impact of having more services involved in

a conversation (due to a higher connectivity) is that the time

to complete the conversation increases.

We collect our results from 30 minutes of simulated ex-

ecution time after excluding 30 seconds of warm up. Each

combination of parameters in our experiments results in thou-

sands of conversations occurring during the simulated 30-

minute execution. For instance, the low, medium, and high

connectivities result in 7165, 8139, and 8440 conversations,

respectively. The results given below are averages over the data

collected from these conversations, where each conversation is

then a statistical sample subject to the random variables.

B. Impact of Time Window Size and Service Connectivity

We first look at the impact of time window size and connec-

tivity degree on the accuracy of the results. We hypothesize

that as the time window size grows, so too should the TP

ratio, since more dependencies will be captured. However,

increasing the time window size should also increase the FP

ratio, since there is a greater chance that messages belonging

to other conversations are included in the dependence graph.

For a given time window size, we expect the TP ratio to

be negatively correlated with the connectivity degree, since a

higher connectivity increases the conversation length, which

in turn increases the chances that some dependencies are

missed. Similarly, we expect the FP ratio to be higher in

densely connected service configurations, since dependencies

in other conversations are more likely to overlap those of the

conversation of interest.

We calculate the TP and FP ratios for both inter- and intra-

dependence discovery separately. Figure 4 depicts the results,

where each data point is the ratio averaged over all conver-

sations. The variances of the ratios are small, and therefore

omitted from the figures. For example, the largest 95-percentile

confidence intervals for TP and FP ratios in the medium

connectivity scenario are 0.006 and 0.0053, respectively.

As shown in Figure 4a, increasing the time window size

increases the TP ratio, both for inter- and intra-dependencies.

However, increasing the time window size also increases the

FP ratio, as shown in Figure 4b. The same figures also

confirm our hypotheses about the impact of the connectivity

degree: the TP ratio decreases and the FP ratio increases as

the service topology becomes denser. Notice, too, that intra-

dependence discovery has a significantly lower FP ratio than

inter-dependence discovery. This is due to the fact that it can

precisely correlate incoming and outgoing inter-dependencies,

something to which inter-dependence discovery is blind (recall

Figure 2). To directly display the trade-off between the TP

and FP ratios under various time window sizes, we plot them

against each other in Figure 4c, where each point represents

the given time window size.
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(a) (b) (c)
Fig. 4: Accuracy of inter- and intra-dependence discovery methods for different time window sizes given as (a) TP
ratios, (b) FP ratios, and (c) a trade off between TP and FP ratios.

C. Comparison with Existing Methods

We now compare the accuracy of our dependence discovery

method to that of existing methods. We make this comparison

by implementing two alternative methods to represent the two

major classes of existing approaches: those that perform dis-

covery at the network level and those at the service level. The

service-level alternative discovers a global system dependence

graph by observing all the service messages exchanged over

the whole execution period and, from this, builds dependence

graphs for the individual client conversations. The network-

level alternative works similarly, but only observes the flow

of messages by inspecting the information contained in the

headers of packets exchanged over the relevant IP addresses

and ports. It then builds dependence graphs using external

information provided to it about the deployment of clients and

services on hosts.

We use the medium connectivity scenario in our compari-

son, where the average number of ground-truth dependencies

is 3.21. We use a 60s time window size, which is large enough

to capture all such dependencies (see Figure 4). The com-

parison then reduces to one based on the false dependencies

appearing in the discovered dependence graphs.

The results are reported in Figure 5, where a vertical line

is used to separate the results for our method on the left from

the results for the alternative methods on the right. We give

the FP ratio, as well as a count of the false dependencies

appearing in the dependence graph. Both are computed as

the average over the total number of conversations (8139)

occurring in the 30-minute execution period. As we discuss

in Section II, the existing service- and network-level methods

are designed for use in fixed networks and for relatively

stable service configurations. Therefore, since both of these

alternative methods build dependence graphs from long-term

observations, they do not adequately filter out stale depen-

dencies caused by the dynamics of the scenarios, resulting in

higher FP ratios than our discovery method. Moreover, the

network-level method includes even more false positives than

the service-level methods because it builds dependence graphs

from coarser-grained information. Furthermore, although the

FP ratio for our inter-dependence discovery is similar to

that of the alternative methods, the actual number of false

dependencies is significantly lower.

Fig. 5: Comparison of methods in medium connectivity
scenario. Results for existing methods are to right of
dashed line.

V. CONCLUSION

We have presented a run-time method to discover the

dependencies among services operated in the highly dynamic

and resource-constrained environment of MANETs. Unlike

existing approaches, the method does not require stable de-

pendence relationships, nor large amounts of evidence data

collected over long periods. Through a set of simulation-

based experiments, we have evaluated the accuracy of the

method in terms of operational factors characteristic of both

service-based systems and MANETs. The method exhibits

good behavior when subjected to the stress of a changing

underlying network topology. Although not reported here, its

data storage and data transfer requirements scale well with the

number and connectivity of the services involved [11].

Dependence information is not particularly useful in and

of itself, but instead serves as a building block for important

analysis capabilities. We are currently developing such anal-

yses, including those for probabilistic fault localization [12]

and cross-layer performance anomaly diagnosis.
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