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Abstract— Ad-hoc networks are an emerging technology with Efficient mechanisms must, therefore, be in place to update
immense potential. Providing support for large-scale service and this information as peers move. The goal of this paper is to
application deployment in these networks, however is crucial 5qqress the fundamental design issues of a service infrastruc-
to make them a viable alternative. The lack of infrastructure, ture for ad-h work d id h . luti
coupled with the time-varying characteristics of ad-hoc networks, urg orad- 09 networ S an _prOVI ca comp_r_e ensive solution
brings about new challenges to the design and deployment Which takes into consideration node mobility and resource
of applications on a large-scale. This paper addresses theseconstraints.
challenges and presents PeerNet, a unified, overlay-based ser- The major contributions of this paper afeerNet a novel
vice architecture to support large-scale service and application neer to-neer service architecture that allows for service and

deployment in MANETSs. We discuss the main functionalities of L .
PeerNet, describe the algorithms for resource registration and application deployment in MANETs anRILOT, a power-

discovery, and present PILOT, a novel power-aware, location- aware, location-driven traffic forwarding algorithm to support
driven traffic forwarding algorithm to enable node interaction.  peer interaction.

We conclude the paper by comparing PILOT to LAR and AODV The proposed architecture is scalable and robust and does
for a network of mobile nodes. not impose any location restrictions on the resources. The basic
tenet of PeerNet revolves around the conceptogsvirtual
residenceand mobility profile Physically, a zone represents
Advances in wireless technology along with demands fe{ geographical area in a hierarchically structured network.
greater user mobility have provided a major impetus towardSonceptually however, a zone represents a “reference point”
development of an emerging class of self-organizing, rapidfgr a node to bootstrap resource discovery and peer interaction.
deployable network architectures referred to as ad-hoc ndthe zones are organized as a virtual DHT (Distributed Hash
works. Ad-hoc networks, which have proven useful in militaryrable)-based structure that enables resource location through
applications, are expected to play an important role in futudistriouted indexing. The novelty of this approach is that no
commercial settings where mobile access to a wired netwasfecific table content is managed by the nodes. The proposed
is either ineffective or impossible. approach uses a virtual structure that is tightly coupled to
Despite the advantages provided by ad-hoc networks, hotite physical structure of the network to locate nodes where
ever, the large-scale deployment of services and applicatiorsource information is stored.
over these networks has been lagging. This is mostly due toThe virtual residenceof a node is the physical area where
the lack of an efficient and scalable architecture to support tiige node is most likely to be located. This is used as a
basic functionalities necessary to enable a computing modelongregationpoint by nodes to contact other nodes. In the
Several challenges must be addressed in order to develgse when a node moves away from its virtual residence, it
an effective service architecture to support the deployment lefaves behind its mobility information with a selected set of
applications in a scalable manner. These challenges are relatedjhboringoroxynodes. This mobility information constitutes
to the development of several capabilities necessary to suppibrt mobility profile of the node; it consists primarily of the
a service architecture for ad-hoc networks. These capabilitiegspected direction and speed of travel and is used by other
include: Resource registration, Resource discovery, Mobil®des to predict the current location of the mobile node. The
Node location and Traffic forwarding. main advantage of this approach is that each node can choose
Accommodating the mobility of nodes in the networkio provide itsown mobility prediction model, which it deems
clearly requires mechanisms and information which go beyortd be most appropriate to its current activity, rather than using
the information required for a typical service architecture ia network-wide mobility model which may not be applicable
wired networks. In addition to the resource interface, nodés specific itineraries and situations.
must also register their location information and their mobility The second contribution of this paper is an algorithm
information in order to facilitate interaction with other peerdor information dissemination. This algorithm, called PILOT
“anytime, anywhere”. This information, however, changeforwards traffic in a location-directed manner. To limit flooding
dynamically, as the peers move from one location to anothém. the network, PILOT uses the knowledge about the location
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of the source and the direction of the destination to forward CAN [11] (Content Addressable Network) provides a dis-
traffic in a truncated cone-shaped manner towards the désbuted, Internet-scale hash table. The network is divided into
tination. The intermediary node to forward traffic is chosemones according to a virtual co-ordinate system, where each
by using a priority-based scheme that imposes a priority arde is responsible for a virtual zone. Given (key,value) pairs,
the neighboring nodes in a way, such that nodes which a@AN maps the key to a poiri? in the co-ordinate system using
more in line with the direction of the destination have highes uniform hash function. The corresponding (key,value) pair is
probability to forward the message. This reduces the delayored at the node that owns the zone contaidingVe differ
that traffic suffers on its way towards the destination. Thisom CAN by having more nodes in a zone to hold object
priority is also closely tied to the residual energy-level oinformation. Also, a zone is not split when a new node arrives
the intermediary node to maximize network lifetime. Consideand the overhead is avoided. Mobility is also incorporated by
the case of two nodes, similar with respect to their positiamsing themobility profile management base

from the source and the destination; the node with higher The Landmark routing hierarchy [12] provides a set of
energy will have the higher probability to forward the messagfigorithms for routing in large, dynamic networks. Nodes in
towards the destination. this hierarchy have a permanent node ID andaadmark
The rest of this paper is organized as follows: Section Yddress that is used for routing. TlaRedmarkaddress consists
details the related work in this area while Section Il detalléf a list of the IDs of nodes a|ong the path from this node to
the network characteristics used in PeerNet, Section IV detadSNe” knownlandmarknode. Location service is provided in
the different components of PeerNet and the algorithms usefe |andmark hierarchy by mapping node IDs to addresses. A
This section also includes a description of PILOT (Section Myode X chooses its address server by hashing its node id. The
C), the message forwarding protocol used in PeerNet. Sectighde whose value matches or is closest to the hash value is
V details the simulations and the ensuing results while SeCti@ﬁosen asX'’s address server. Our scheme is similar to the
VI concludes the paper and identifies areas of future work.jandmark scheme in terms of using the address server for a
resource, but we do not rely on any one specific node to hold

_ _ o this information. We elect a group of nodes from withinane
Service discovery for ad-hoc networks is still a very newy maintain this information.

larea_of resza&gh. There : avi beerkl) somg pr(?toco(;sfforLs:'ilvic%he Grid Location Service (GLS) [13] provides distributed
ocation and discovery that have been developed for fbcation information service in mobile ad-hoc networks. GLS

namt_—:‘Iy: S_erwce Location Protocol (SLP) [1] _and Slmpl%ombined with geographic forwarding can be used to achieve
Service Discovery Protocol (.SSD.P) [2]. SLP relies on agen}auting in the network. A nodeX “recruits” a node that is
to search for and locate services in the networkuser agent “closest” to its own ID in the ID space to act as its location

is used on behalf of users to search for services, whsterace server. PeerNet differs from GLS and the Landmark scheme

agentadvertises services on beha_lf of a server and finallyk%, using a group of nodes (that are selected from within a
directory agentcollects the advertisements sent out by thgone) to act as the object location server. The information is

Stored in a manner such that only a fraction of the fragments

! bte necessary tee-constructit. This increases the robustness
used on the reserved local multicast addiz38.255.255.250 of PeerNet, since the information is still available, even after

along with theSSDP portwhil_e searching for services. Both the departure or failure of some nodes in the zone.
SLP and SSDP cannot be directly used for MANETS due to .
[14], [15], [16] use the concept of home regions. Each node

their reliance on an existing network structure. _ ) . .

Ad-hoc routing protocols, in general can be classified int mgpped_to an area (using a ha§h function) in the.network
three categories: pro-active [3], re-active [4], [5] and hybri(!l at Is dgygnated as its home region. The home region holds
; &he location information about the mobile nodes which map
5q1this location. A node updates its location information by

ending updates to its home region. In our scheme, a node

Il. RELATED WORK

to search for and locate services in the network. HTTP UDP

networks that rely on the position of a node in space rather th
on the topology of the network. These protocols rely on th S . .
fact that the nodes in the network know their location (using €S not keep updating itértual home rather it Ieave_s a trai
service similar to GPS [8]). This is used to optimize the routinE’;ehlnd that can be used by other nodes to locate it.

protocol by sending the routing information in a direction Ekta [17] integrates distributed hash tables into MANETSs
that is closer to the destination rather than broadcasting ignd provides an architecture for constructing distributed appli-
Examples of location-based routing protocols are: LAR [9] ang@tions and services. PeerNet differs by not using Pastry [18]
DREAM [10]. We differ from DREAM and LAR by not flood- as the DHT. The DHT is constructed in a manner that allows
ing the network with location updates; rather, messages atelo take advantage of the location information provided.
forwarded by intermediary nodes on a piece-meal basis (whdtgerNet also takes node mobility into consideration.

the position of the destination is re-calculated and hence the[19], [20] provide basis for resource discovery in MANETS.
direction of forwarding is changed to suit the direction of th®©ur main contribution when compared to these works is the
destination). This leads to our message forwarding algorithuse of a DHT-based system for providing resource discovery
being scalable when compared to DREAM and LAR. in MANETS.



I1l. NETWORK CHARACTERISTICS Registering thdong-term scheduldas the added advantage
) ) » that a node does not need to re-register every time it moves to
Consider an ad-hoc network covering a specific geograpi-ne\y virtual residence. In the case when node does deviates

ical area, denoted by. VYe perceive this area to be divided o, jts scheduleit sends a correction to the zone it registered
into zones such thatt = |J; Z;, where Z; is a zone. A it to reflect the change in its schedule.

zone, Z; can for example, be defined based on geographical A mopjle nodeA, upon departure from its virtual residence
proximity to facilitate communication between the nodes. fsayes behind information that is used by other nodes to prob-
zone is characterized by its geographical co-ordinates, whigfjjistically determine the location of to initiate interaction
constitutes the unique identifier of the zone. with A. This scheme includes building theobility profile

A zone is responsible for hosting a specific set of SerViC%anagement basend consists of a set gfoxynodes that are
that are required to support interaction between peers. Thgg8ponsible for holding!’s mobility information. The mobility
services include: Registry Service: Responsible for registerifigformation is stored in the form of a vector that contains the
information about the resources that map to the zone agdpected direction and speed dfand is called themobility
Location Service: Used by nodes in the zone to acquire thgjfofile of 4. Nodes which wish to contact node can predict

geographical co-ordinates. These services are provided {y new location of4 based on itsmobility profile and the
mobile nodes within a zone that are selected based on th@irapsed time since this information was provided.

mobility and power information.

The zones in the network form a virtual DHT-based dis-
tributed information base that holds resource informatiodt. Resource Registration
Each resource in the network is characterized byn&ue A peer A, that manages a collection of resources must
resource id. The virtual DHT maps the resource ids into zonesgister its resources with the network in order for other nodes
in the network, where resource information is stored. This ia the network to locate its resources. A peer registers its
achieved byhashingthe resource id (using a system-wide hashesources with the network by first hashing tesource id
function) to get ehash valughat maps to the physicalandy to obtain ahash value This hash value maps to the Cartesian
co-ordinates of a point that falls within a zone in the networlco-ordinate of a point®) within a zone £) in the network.
For example, let the resource id bg and the hash function A sends a message along withvigual residence (VR)ong-
be H; H(R;) = [z;,y;]. The set of nodes within the zoneterm schedule (LTS)esource id and other attributes related to
containing [z;,y;] assume the responsibility of maintainingthe resource t&. The set of mobile nodes withi@ register
information about the resourck;. These nodes also resolvethis information. Algorithm 1 details the process by which a
the request for information aboui; into the virtual residence mobile node,A registers information relevant to resourBe,
of the mobile node that owns the resource. with the network in PeerNetH is the hash function). Node

The novelty of this approach is that no specific DHT-routing! uses the traffic forwarding algorithm described in Section
table is managed by the nodes. The virtual DHT-structure i§¥-C to contact the zone where the resource is to be registered.
tightly coupled to the physical structure of the network. While
bootstrapping, a node only needs to know the hash functiédgorithm 1 Resource Registration
that is used. To ensure that there are i spos in the
network due to the hashing afs, the hash function is chosen
to be auniformhash function [21].

In case there are no nodes in the zone to hold resource
information, the node wishing to register the resource, calcu-

IV. SYSTEM ARCHITECTURE AND SERVICES

Input: R;, H

Output: Result
RESOURCEREGISTERR;, H)

Q) CalculateH (R;) = [zi,yi]

lates a second hash value (using a second hash function) that ) Let. [zi,yi] be th_e Cgrtgsmn co-
. i S ordinates of a point within a zone,

corresponds to the Cartesian co-ordinates of another point in 7

the network. The node again tries to register the resource in 3) Use directional routing to send a

this new zone. This process continues until the node has either
registered its resource, or it has triednumber of times £
being a system parameter) and failed. This leads to our scheme
being x-fault tolerant. Each hash functiof() in the set tried
by the node must be amiform hash function.

Thevirtual residenceof a node refers to the current physical
location within a zone where the node is most likely to be

. o . : (5)

located. A user provides this information to the network while
registering, thus facilitating location of the user. A node is
uniquely characterized by itglentifier and its virtual resi- .
dence During resource registration, a node registergiitsial B- Resource Discovery
residencealong with itslong-term schedulehat consists of a  Resource discovery uses a procedure similar to resource
list of virtual residenceghat it is likely to inhabit over time. registration. A peetd, wishing to locate the resource(s) of

message taZ containing [V R(A),
LTS(A), R;, other relevant at-
tributes of resource, if necessary]
(4) Nodes inZ register the information
about the resource associated with
R;
return




interest in the network, first calculates thash valueby nodes, similar with respect to their position frathand D;
hashing the resource id. This hash value maps to the Cartedia® node with higher energy will have the higher probability to
co-ordinate of a point®) within a zone £) in the network. forward the message towards The probability of forwarding

A sends a request to the co-responding zone for informati@given by the formula in equation 1.

about the resource. The mobile nodes responsible for holding
the resource information reply with a list of peers thamnthis
resource. Nodel can then choose to select a particular peer
and this decision may be made based upon factors like past
history, distance to the currerirtual residenceof the peer
(can be inferred from théong-term schedulef the peer) and

the stability of the peer. Once nodedecides on a particular
peer, it can use the knowledge about th& of the peer and

the traffic forwarding algorithm described in Section IV-C to
interact with the desired peer. Algorithm 2 details the process
by which a nodeA, discovers information about a resource
R; in PeerNet.

Fig. 1. Directional Routing

Algorithm 2 Resource Discovery

Input: R;, H
Output: Result

RESOURCEDISCOVERR;, H) Fo = wiwdn[R+ wz x (0 = an)fac +waxrn) (1)

1) CalculateH (R;) = [zi,yi] where: a. = angle of the truncated cone,, = angle of

(2 Let [z;,y;] be the Cartesian co- deviation of intermediary nodel) with S, d,, = distance of
ordinates of a point within a zone, intermediary node fron§, R = transmission range &, 7(n)
7z = residual power at the intermediary node;, w, andws

3) Use directional routing to send a are weights such thaty;, + wy + w3 < 1; P, =0, d >
query toZ containingRz; R or a, > a.. Notice that the value oP, is highest for a

(4) Nodes inZ reply with a list of nodeN (as illustrated in Fig. 1) whosey = 0 anddy = R.
peers thabwn the resource associ- To calculateP,,, an intermediary node needs to calculate
ated withR; An intermediary node only needs to know its relative position

) return with respect to the source and hence, does not require the use

of GPS [8]. Using a local co-ordinate system such as the one
in [22], the intermediate node can calculate its relative position

to S.
C. PILOT: A Power-Aware, Location Driven Traffic Forward-  consider the scenario whefisends a message 19 using
ing Algorithm this approach. The nodes that receive the message sent by

This section gives a brief description of the traffic forwardsS calculate their probabilities and based on this information,
ing algorithm used in PeerNet. Consider the scenario wherthey either listen or forward the message. Upon hearing
sourceS attempts to route traffic to a destinatidhand D is a message, an eligible node uses the above probability to
not present in its virtual residence. Using tmebility profile decide if it should forward the message. Furthermore, upon
of D, S locatesD and routes traffic to it. hearing a transmission within the zone, the remaining eligible

To limit flooding in the network, PILOT uses the knowledgenodes drop the message. As the message progresses toward
about the location of the sourc&)(and the direction of the its destination, the highest probability node responsible for
destination D) to forward traffic in a truncated cone-shapedorwarding the message calculates a new cone and re-iterates
manner towards the destination (shown in Fig. 1). Nodes the process. This algorithm is shown aspseudo coden
zone 1 have the highest priority to forward the traffic, while@lgorithm 3.
the nodes in zone 2 have a lower priority. If no nodes are
currently available in zone 1, the transmission area is expanded
to include zone 2, after a timeout. This strategy imposes aThis section explains in detail the simulation environment
priority on the neighboring nodes in a way, such that nodassed and the ensuing results.
which are more in line with the direction of the destination The protocol was implemented in the Glomosim network
have higher probability to forward the message. This reducesnulator [23] on Linux and was tested by providing different
the delay that traffic suffers on its way towards the destinationetwork scenarios. The tests compared the performance of
This priority is also closely tied to the energy-level of thé?ILOT to LAR [9] and AODV [5]. We chose to compare
intermediary node to maximize network lifetime. Consider twehis protocol to LAR and AODV because, LAR is also an

V. SIMULATION AND RESULTS



Algorithm 3 Forwarding Messages . ‘ ‘ ‘ ‘ ooy ——

FORWARD-MSG(a,,, d,,, 7(n)) T T
(1) CalculateP,, usinga,,, d,,, 7(n) o
(2) success False g X
(3) While (!success) i P’//
(4) Generate a random numherin :

[0,1]
(5) ifo < P < P,
(6) Forward Msg
(7 success Frue ol — — - — — J
(8) else Number of Nodes
(9) Wait for the next time slot Fig. 2. Throughput vs Node Density
(10) if Msg-Sent by another node

before timeout ) )

(11) drop request may not be valid Iater_and hence {;\nother route discovery
(12) SUCCeSS Zrue must be performed. This overhead increases the latency to

(13) else send packets from the source to the destination. PILOT is
(14) continue primarily a forwarding protocol and hence it does not incur
the cost associated with forming and repairing routes. At 500
nodes (highly dense network), PILOT achieves its maximum
throughput. The denser the network becomes, the better PILOT
aﬁerforms due to the availability of more nodes that can forward

on-demand location-based routing protocol and AODV is i K ds the destinati
on-demand routing protocol of a different nature. the Eac et tO\(;var S t_ € est(;nat_mn.d N ; d
The mobility model used during the experiments was the The second experiment, depicted in Fig. 3 was performe

Random Tripmodel [24]. The most commonly used mobility.to measure the impact of the transmission range of the nodes

model for wireless networks is the Random Waypoint model! the network on the throughput. The number of nodes for

which is easy to simulate but does not produce realist‘@'s experiment was not varied and is segtii. The average
scenarios [25]. We use th&andom Tripmobility model speed of the r_10des was set 26 m/s and the transmission
because it is a generic mobility model that achieves realistign9e Was varied from 100 - 500m.

scenarios. For the comparative analysis with LAR and AODV,

the throughput was measured while varying the node density, wo | NI
transmission range and average speed of the nodes. e —

The number of nodes was varied from 100 to 500 and these ’/
nodes were placed in a network grid of si&H0x2800m. The
network simulated was thus varied from a sparsely populated
network to a densely populated network. The network grid
was further divided into zones of siz®0x400m. To observe
the effect of transmission range, the transmission range of the

AODV ——
*

Throughput (in bps)

nodes was varied from 100 to 500m. To observe the effect of 100 -

the average speed of the mobile nodes, the average speed was ‘ ‘ ‘ ‘

varied from10 m/s to 100 m/s in steps ofi0 m/s. ° g
Traffic generated was CBR traffic with two different sources Fig. 3. Throughput vs Transmission Range

and two different destinations, to ensure some congestion in
the network. Traffic statistics are collected at the destinationFrom Fig. 3, it can be seen that PILOT performs better than
by measuring the total time taken for packets to reach thODV, but not as well as LAR for the transmission ranges of
destination. The total number of packets sent from each sourmg0 and 200. Upon increasing the transmission rangaqQ),
was20. Each experiment was runtimes and results averaged.PILOT out-performs both LAR and AODV. This is because
The first experiment, depicted in Fig. 2 was preformed tof a lower overhead with respect to repairing routes and an
measure the impact of node density on the throughput. For tliigrease in transmission range, which leads to an increase in
experiment, the transmission range is not varied. The average number of available nodes that can forward the packet
speed of the nodes was setfom/s. and the number of nodestowards the destination.
in the network was varied from 100 - 500. The final experiment, depicted in Fig. 4 was performed to
From Fig. 2, we notice that PILOT performs better thameasure the impact of average speed on the throughput. In
both LAR and AODV. Due to node mobility, routes thatthis experiment, the transmission range and number of nodes
were discovered by LAR at the beginning of the simulatioare not varied. The number of nodes is se2i0. The average
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