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Abstract

One important aspect of lung cancer staging is the assessment of mediastinal lymph nodes in 3-D chest computed tomography (CT)
images. In the current clinical routine this is done manually by analyzing the 3-D CT image slice by slice to find nodes, evaluate
them quantitatively, and assign labels to them for describing the clinical and pathologic extent of metastases. In this paper we
present a method to automate the process of lymph node detection and labeling by creation of a mediastinal average image and a
novel lymph node atlas containing probability maps for mediastinal, aortic, and N1 nodes. Utilizing a fast deformable registration
approach to match the atlas with CT images of new patients, our method can maintain an acceptable runtime. In comparison
to previously published methods for mediastinal lymph node detection and labeling it also shows a good sensitivity and positive
predictive value.
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1. Introduction

With estimated 1.3 million cases per year, lung and bronchus
cancer is the leading cause of cancer death worldwide [1]. To
prognosticate and determine the suitability of cancer patients
for surgical resection or alternative ways of treatment, accu-
rate mediastinal staging needs to be performed. Before inva-
sive histological staging investigations such as transbronchial
needle aspiration can be performed, it is generally agreed that
a noninvasive (usually contrast enhanced) computed tomogra-
phy (CT) scan of the chest is acquired [2]. In the current clini-
cal routine, the localization, quantification, and characterization
of lung tumors needs to be performed manually by examining
all CT slices. To automate this time-consuming process and
support the physician as much as possible, various computer
assisted techniques have been proposed, in particular for pul-
monary nodule detection and analysis [3].

Since mediastinal lymph nodes are involved for about 30%
to 44% of diagnosed lung cancer patients [4], one important as-
pect of lung cancer staging is the determination of the zones and
stations (cf. Fig. 1), shapes, and sizes of these nodes. Carefully
analyzing enlarged lymph nodes, a first estimation of lung can-
cer spread can be made and target regions and margins for sur-
gical resection or other means of treatment can be defined [5].
However, it should be noted that even though the general guide-
lines specify lymph nodes to be pathological if their short axis
is greater or equal than one centimeter [6], a differentiation of
malignant from benign mediastinal lymph nodes by size alone
may not be reliable [7, 8]. Furthermore, the benefit of contrast

administration during CT has been challenged for lymph node
detection [9], in particular for mediastinal lymph nodes [10].

In contrast to the large amount of work done on the auto-
mated analysis of the lung such as detection, quantification,
and classification of pulmonary nodules, emphysema, and pul-
monary embolisms [3], little work on the automated analy-
sis of the mediastinum and mediastinal lymph nodes has been
published to date. The publications can be mainly catego-
rized into detection [12, 13, 14, 15, 16] and segmentation
[17, 18, 19, 20, 21, 22, 23, 24] of lymph nodes, labeling of
lymph node stations [25, 26], and computer assisted treatment
planning [27]. For the segmentation of lymph nodes, recently
also a commercial system has been announced [28].

Although the results of the proposed lymph node segmenta-
tion methods are promising, they all require manual interaction,
i.e. at least one mouse click in the center of each lymph node
to be segmented or its initial manual delineation, before e.g. a
mass-spring model [22] or deformable model [23] can be itera-
tively updated to fit the node. Automated detection techniques
aim to tackle this problem and attempt to find lymph nodes
without any user interaction. In [13], detection is achieved by
template matching in the Fourier space. This is done after a
manual definition of the lymph node intensity range that was
adjusted for each experimental dataset by means of a previously
obtained gold standard segmentation. This manual initializa-
tion is not required in [14], where three-dimensional minimum
directional difference filtering is applied to highlight voxels,
which are brighter than their surrounding voxels on a sphere
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Figure 1: The International Association for the Study of Lung
Cancer (IASLC) lymph node map. Image courtesy of Valerie
W. Rusch [11].

surface. As a lot of voxels need to be compared for this method,
it had a runtime of about two to three hours per CT dataset.

Most of the detection techniques still have a low positive pre-
dictive value, i.e. detect many other structures such as muscu-
lature and vasculature as false positive nodes [13, 14, 16]. To
reduce this number of false positives, a restriction of the search
space can be effective, i.e. a limitation to certain parts of the
CT image where the detection technique is searching for lymph
nodes. This was exemplarily shown for enlarged neck lymph
nodes in one head data set with a manually restricted search
map [15], where mass spring models are seeded into the search
map at equal distances and tried to be fit to lymph nodes. The
fitting quality can then be assessed according to a quality mea-
sure embedded into the model.

When we consider automated labeling of mediastinal, aortic,
and N1 lymph nodes inside the thorax according to Fig. 1, be-
fore the actual labeling process begins, anatomical key struc-
tures such as airways, aorta, pulmonary artery, and sternum
need to be detected to define the nodal stations [25, 26], which
itself can be time-consuming and error-prone. Using the air-
ways and the aorta as anatomical landmarks and machine learn-

ing to train the labeling process, the best achievable station la-
beling accuracy to date was 76% [25].

To improve the precision and accuracy of lymph node detec-
tion and labeling, we here propose to utilize deformable regis-
tration to generate an unbiased average mediastinal image from
a patient database and its corresponding mediastinal probabilis-
tic lymph node atlas from ground-truth lymph node segmenta-
tions of this database. This atlas can be used efficiently in me-
diastinal lymph node detection to restrict the search space for
possible lymph node candidates and in station labeling to accu-
rately assign stations to newly detected lymph nodes.

Atlases have been proposed to be utilized for several appli-
cations in various parts of the human body. Most frequently
they are used in brain imaging to support tasks like segmen-
tation [29] and functional mapping [30]. Also efforts of lung
atlas creation have been made to establish regional ranges of
normative values for lung structure and function [31].

Another emerging application field of atlases is the estima-
tion of target areas and volumes for the planning of radiation
therapy to head and neck, thoracic, pelvic and other lymph
nodes [32, 33, 34, 35, 36, 37, 38, 39, 40]. To create such an
atlas, first lymph node regions are labeled manually in one im-
age [35, 37] or a set of database images [32]. These labels are
then transferred into a target image after registration of the tar-
get and database images. For registration, various methods have
been used such as landmark-based [33], hybrid landmark-based
and nonlinear [34, 36], hybrid linear and nonlinear [38, 39], and
active contour based [40] techniques.

However, to date no fast and automatic method for the cre-
ation of a mediastinal lymph node atlas was developed, which
is able to handle the high inter-patient variability of lymph node
locations. At the same time it needs to be robust against cardiac
motion artifacts and contrast intensity differences apparent in
chest CT. Our work aims at filling this gap.

In summary, to deal with the above issues, we here present a
fast and automatic method utilizing deformable registration for
the creation of a probabilistic mediastinal lymph node atlas. We
successfully apply this atlas to improve the precision and accu-
racy of currently available techniques for the automated detec-
tion and labeling of mediastinal, aortic, and N1 lymph nodes
of almost any size in both contrast enhanced and non-contrast
chest CT.

2. Method

In the following, we detail all steps necessary to create the
probabilistic mediastinal lymph node atlas and its application
to lymph node detection and labeling. As both detection and la-
beling require a dense distribution of lymph nodes labeled in the
atlas, but the location and number of lymph nodes within nodal
zones is highly variable from patient to patient, we decided to
gather all available information in one single atlas. That is,
if we have a set of CT images from our database with manu-
ally delineated lymph nodes labeled according to their station
number [11], we transform all lymph node labels into the same
atlas. This is opposed to atlas based segmentation techniques
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that usually have a one-to-one mapping of the structures to be
delineated and in general work best when utilizing multiple in-
dividual atlases [29].

If we now want to detect and label lymph nodes in a new
CT image, we simply transform the atlas labels into this new
CT image. To obtain the necessary transformation between the
atlas and the new CT image, from the set of CT images of our
database we once create an average mediastinal image, which
is defined in the same coordinates as the atlas, and register this
average image to the new CT image.

Since the average image should represent an average medi-
astinal patient image, it needs to be unbiased and contain both
average intensity and average shape information from all CT
images of our database. To achieve that, we generate it itera-
tively by performing a series of deformable registrations mini-
mizing the intensity and shape difference between itself and all
database images, as outlined in Sec. 2.2. Sec. 2.1 describes the
deformable registration method that we utilize during the av-
erage image creation and for any new CT image that we want
the average image to be registered to. Once the average im-
age and hence its corresponding atlas is registered to a new CT
image, we can transform the atlas labels into the new CT im-
age and perform our lymph node detection and station labeling
techniques, as detailed in Sec. 2.3.

Figure 2 summarizes all steps necessary for the lymph node
detection and station mapping process, including its preceding
average image and atlas creation, which is performed once of-
fline.
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Figure 2: Flowchart of all steps performed for atlas creation, de-
tection, and station mapping of mediastinal lymph nodes. Rect-
angles represent processes, parallelograms represent data. In-
put images are marked black, output is marked white. Note that
the input of lymph node labeling can be either the lymph nodes
automatically detected by our method or manually segmented
ones. This is shown by the dotted arrow.

2.1. Deformable Registration

We use a recently proposed intensity-based deformable reg-
istration method [41] based on free-form deformations (FFDs)
[42] and discrete Markov random field (MRF) optimization.
We consider two different similarity measures for the registra-
tion of CT images. Since we are dealing with contrast enhanced
and non-contrast CT registration, we decided to use mutual in-
formation [43, 44, 45] and normalized cross correlation [46].
We find that both measures give sufficient registration results as
presented later in Sec. 3.

2.2. Atlas Creation

We generate the probabilistic mediastinal lymph node atlas in
three steps. First, we globally align all database images at the
carina tracheae. Next, all database images are utilized to itera-
tively generate an unbiased average mediastinal image. Finally,
all manually delineated lymph node labels corresponding to the
database images are transformed into the probabilistic lymph
node atlas defined in the same coordinates as the average im-
age. Fig. 4 illustrates parts of the atlas generation process.

2.2.1. Global Image Alignment
To initialize the registrations required for average image cre-

ation, we first align all database images at the carina tracheae
by a simple translation, as the carina holds a central position
within the mediastinum. It can easily be extracted by analyz-
ing a segmentation of the airways that can be obtained fully-
automatically by any technique proposed in the literature [47].
We here use a method developed by our group [48, 49].

To simplify the following image registration process, we also
resample and resize all database images to the same dimensions
and to isotropic resolution of 1 mm. We chose 1 mm to keep
a good balance between reasonable size and sufficient details,
both affecting the runtime and results of the deformable reg-
istration process. Furthermore, we threshold all images to be
within the same intensity range [−1000, 1000] Hounsfield units
(HUs) to deal with potential imaging artifacts. This is beneficial
for the creation of histograms required for mutual information
calculation.

2.2.2. Average Mediastinal Image
Several methods for the creation of an image containing av-

erage intensity and average shape information have been pro-
posed within the scope of brain atlas development [50, 51, 52].
Our method for average mediastinal image creation is inspired
by one of these works [50]. The basic idea is to register all
database images to a fixed image (arbitrarily chosen from the
database images), which is iteratively updated until it converges
towards the final average image.

Figure 3 depicts the steps necessary to generate the average
image Ii in the ith iteration. Unlike [50] we utilize the de-
formable registration technique introduced in Sec. 2.1 to gen-
erate all deformation fields between the database images and
the fixed image, with mutual information and normalized cross
correlation, respectively, as cost function. So in each iteration i
we will perform as many registrations as we have images in our
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(a) i = 0 (initial fixed image) (b) i = 1 (c) i = 4 (d) i = 9 (final average image) (e) i = 9 (final atlas)

Figure 4: Four exemplary axial slices (each row showing the same slice number) during atlas generation for selected iterations i,
from the initial fixed image to the final atlas. Different colors represent different lymph node stations.

database. To compute the inverse average deformation field, we
apply a forward resampling approach [53]. However, we here
deal with rather large deformations leading to sporadic holes in
the inverse deformation field. We fill these holes by trilinear in-
terpolation of the neighboring voxels1 and not by mathematical
morphology, as proposed in [53]. The average image genera-
tion is considered completed if

NID(Ii, Ii+1) ≥ NID(Ii−1, Ii)
∨ 0.001 ≥ ‖NID(Ii, Ii+1) − NID(Ii−1, Ii)‖ ,

(1)

where

NID(Im, In) =

√∑
x (Im(x) − In(x))2∑

x (Im(x))2

is the normalized intensity difference between image Im and In.
It has been shown in [50], that the resulting average image

does not depend on the initial selection of the fixed image.

1Please note that in case of holes bigger than 1 voxel we just fill the holes
from the outside to the inside, interpolating between all remaining (at least one)
neighboring voxels.

2.2.3. Probabilistic Lymph Node Atlas
Once we have the average mediastinal image and the defor-

mation fields from the database images into the average image,
we apply these deformation fields to all lymph node labels de-
lineated in the database images. In this way, we can generate a
single lymph node atlas accumulating all the information about
lymph node locations from the database images. During atlas
generation, we assign the label (representing a lymph node sta-
tion number) of a transformed voxel to the corresponding atlas
voxel. If multiple different labels are assigned to the same atlas
voxel, we simply select the most often occurring label.

2.3. Applications

If we want to utilize the probabilistic atlas in any new CT
image to detect or label lymph nodes, we only need to reg-
ister the average image with this new CT image by applying
global image alignment (Sec. 2.2.1) and deformable registra-
tion (Sec. 2.1) and transform the lymph node atlas accordingly.

Atlas Extension. However, as the atlas only represents the
lymph node distribution of a limited set of ground-truth seg-
mentations, we also virtually extend the atlas. We do this by
generating a Voronoi map [54] of the original atlas, so we can

4



5. Update
fixed image,

if not yet
converged

Database 
images

1. Choose initial
fixed image from

database

2. Register all images to fixed image and apply
resulting deformation fields to them

3. Compute average
deformation field

and average image

4. Deform average image
by inverse average
deformation field

Figure 3: Average mediastinal image creation steps. The black
arrows indicate the deformation fields.

also assign a lymph node station label to every non-labeled
voxel of the atlas. If we additionally compute a map of Eu-
clidean distances to the nearest originally labeled atlas voxels,
we can optionally extend the atlas labels based on these dis-
tances and the Voronoi map. For instance, a 2 mm extension
means that every voxel within 2 mm of the originally labeled
atlas voxels gets the same label as specified in the Voronoi map,
every voxel further away than 2 mm gets no label.

Figure 5 visualizes these possible atlas modifications. In de-
tail, Fig. 5c shows an exemplary Voronoi map colored accord-
ing to different lymph node stations. Even if the obtained lymph
node atlas does not completely cover particular lymph node sta-
tions, the Voronoi map enables us to easily label every voxel
of an image, which is important for lymph node station map-
ping (see Sec. 2.3.2). If we combine the Voronoi map with a
Euclidean distance map (cf. Fig. 5d) of the atlas, we can also
arbitrarily extend the atlas, as shown in Fig. 5e. This exten-
sion is useful during lymph node detection (see Sec. 2.3.1), as
we know that the original atlas may not contain all individual
lymph nodes of a patient, but is already very close to them.

2.3.1. Lymph Node Detection
As already mentioned in the introduction, lymph node detec-

tion techniques presented to date usually lack a satisfying pos-
itive predictive value, i.e. many false positive lymph nodes are
still detected. Using an atlas we can naturally restrict the search
space for possible lymph node candidates. We here outline the
procedure developed by our group to detect lymph nodes [16]
and incorporate our new probabilistic mediastinal lymph node
atlas.

The method basically performs Hessian analysis at multiple
scales to detect blob-like structures and applies a series of steps
to reduce the number of false positive lymph nodes. As opposed

to our previous work [16], where we were searching for lymph
nodes in areas within 20 mm around the airways and the aortic
arch, we here replace these search areas by our atlas. Option-
ally, the atlas can be virtually extended using the information of
the Euclidean distance and Voronoi maps.

All parameters needed for lymph node detection were empir-
ically determined in our previous work [16] on the basis of five
contrast enhanced CT images.

Aortic Arch and Pulmonary Artery Segmentation. In detail, we
start our detection method by segmenting the aortic arch and
the pulmonary artery in a new input CT image to exclude these
major vessels from our search area. This is necessary because
large shape variations of them cannot and should not be fully re-
covered by our registration method to maintain a certain degree
of regularity. To perform the segmentation task, our group re-
cently developed methods applicable to both contrast enhanced
and non-contrast CT [55, 56]. These methods first apply a series
of Hough transforms to outline a few approximate points of the
centerlines of the aortic arch and pulmonary artery. Then these
points are connected by non-uniform rational B-splines and the
splines are precisely aligned to the real centerlines by means of
a centerline likelihood image generated from a Euclidean dis-
tance transform over a thresholded gradient image, where high
gradients represent vessel walls and low gradients the lumen.
Finally spheres centered along the centerlines are drawn to fill
the lumen.

However, we are also considering to extend our current
lymph node atlas to incorporate information on vasculature, so
we could utilize it during aortic arch and pulmonary artery seg-
mentation, which will be part of our future work.

Hessian Analysis. Now we resample and transform the atlas
into input CT image coordinates to define our search region for
lymph nodes. Within the minimum bounding box of this search
region along the image axes, we search for blob-like structures,
as most lymph nodes are of approximate ellipsoidal shape. This
can be achieved by standard techniques based on Hessian eigen-
value analysis. We hence determine the Hessian matrix

H( f )σ =


∂2 f
∂x2

∂2 f
∂x∂y

∂2 f
∂x∂z

∂2 f
∂y∂x

∂2 f
∂y2

∂2 f
∂y∂z

∂2 f
∂z∂x

∂2 f
∂z∂y

∂2 f
∂z2

 (2)

for each voxel x = (x, y, z)T of intensity I(x, y, z) by convolution
with the second and cross derivatives of a Gaussian [57] of scale
σ. Using a QL decomposition, we receive its corresponding
eigenvalues λ1, λ2, λ3 (|λ1| ≤ |λ2| ≤ |λ3|). For each voxel, we
compute a ”blobness” response measure [58, 59, 60] B(λ)σ:

B(λ)σ =

255 ·
(
1 − e−

R2
A

2β2

)
·

(
1 − e−

S 2

2γ2

)
if λ j < 0, j = 1 . . . 3

0 otherwise
(3)

with
RA =

|λ2|

|λ3|
and S =

√
λ2

1 + λ2
2 + λ2

3.
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(a) Original image (b) Overlaid atlas (c) Voronoi map (d) Euclidean distance map (e) Atlas extended by 2 mm

Figure 5: Atlas extension techniques used for lymph node detection and labeling. If an image (a) is selected from our database and
the mediastinal average image and its corresponding atlas (b) are registered to it, the lymph node stations may not be completely
covered. However, after creating a Voronoi map (c) of the atlas, every voxel of an image can be labeled, which is important for
lymph node station mapping (cf. Sec. 2.3.2). If the Voronoi map is combined with a Euclidean distance map (d) of the atlas, the
atlas can also be arbitrarily extended, as shown in (e) for 2 mm (cf. Sec. 2.3, Atlas Extension). This extension is useful during
lymph node detection (cf. Sec. 2.3.1), as the original atlas may not contain all individual lymph nodes of a patient, but is already
very close to them.

B(λ)σ is defined between 0 and 255 and gives high responses for
λ1 ≈ λ2 ≈ λ3. The smaller the eigenvalues, the higher is B(λ)σ.
Equally weighting β = γ = 1 in Eq. 3 gives a good empirically
determined compromise between a low number of true posi-
tives and a high number of false positives. B(λ)σ is computed
for multiple scales to obtain blobs of various sizes. We selected
these scales as σ = 1.5, 2.5, and 3.5 (mm), because the mini-
mum long axis of our lymph nodes is about 3 mm (cf. Sec.3)
and our experiments showed that lower scales resulted in many
additional small blobs (not being lymph nodes), while adding
higher scales recovered no further blobs, but had a much longer
runtime. Finally, the maximum response B(λ) is selected for
each voxel:

B(λ) = max
σ∈{1.5,2.5,3.5}

B(λ)σ. (4)

Each lymph node candidate is represented by a blob consisting
of 6-connected voxels featuring a blobness measure of at least
1.

False Positive Reduction. As the Hessian eigenvalue analysis
returns many false positive lymph node candidates, we reduce
this high number of false positives in the following five steps:

Search Space Restriction Since one important feature of
lymph nodes is their typical brightness range and we work
on CT images with standard HU, we first threshold the in-
put CT image to only contain voxels inside the intensity
interval [−15, 170] HU. Furthermore, only voxels inside
our atlas based search region and outside all aortic arch
and pulmonary artery voxels [16] are considered in the fol-
lowing to reduce the runtime of our algorithm.

Morphological Opening Lymph nodes often touch or infil-
trate nearby vessels and soft tissue, which can alter their
shape. In order to remove such adjacent small vessels and
eliminate other non-spherical structures, we perform mor-
phological opening using a sphere of 1.5 mm radius (the
minimum size of the long axis of lymph nodes; cf. Sec.3)
on the thresholded image.

Minimum Volume Thresholding As the minimum volume of
lymph nodes is at least about 5.3 mm3 (cf. Sec.3), we re-
move blobs, which are smaller than (1.5 mm)3.

Directional Difference Filtering Since the extended three-
dimensional minimum directional difference (3-D Min-
DD) filter [14] can additionally enhance blobs while sup-
pressing structures with straight boundaries, we apply it
to all voxels of candidate blobs (after median filtering the
input CT image) to search for blobs of roundish shape:

h(x, y, z)r = min
θ1,θ2,φ1,φ2

2I(x, y, z)−

{I(x + r cos(θ1) cos(θ2),
y + r sin(θ1),
z + r cos(θ1) sin(θ2))+

I(x − r cos(θ1 + φ1) cos(θ2 + φ2),
y − r sin(θ1 + φ1),
z − r cos(θ1 + φ1) sin(θ2 + φ2))}

(5)

with 0 ≤ θ1 ≤ 2π, 0 ≤ θ2 ≤ 2π, − π2 ≤ φ1 ≤
π
2 , and

− π2 ≤ φ2 ≤
π
2 (setting a step size of π

8 ). For each voxel, the
extended 3-D Min-DD filter generates evenly distributed
sample points on a sphere centered at the voxel2 and for
each sample another set of points laying on a hemisphere
opposite the sample. Then it compares the intensities of
the voxel with the sample points and their corresponding
points on the hemispheres. If the intensity of the voxel is
higher than the intensities of all sample points, the filter
will give a positive response.
We apply the filter to multiple scales using radii r of
1.5, 2.0, 2.5, . . . , 8.0 mm, and determine the maximum re-
sponse:

h(x, y, z) = max
r∈{1.5,2.0,2.5,...,8.0}

h(x, y, z)r. (6)

2The sample points on the sphere are defined by θ1 and θ2 and distributed
by geodesic subdivision. For our step size of π

8 we get 66 sample points.
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Blobs not containing any filtered voxels greater than 5 are
removed.

Minimum Blobness Thresholding Finally, we remove blobs
not containing any voxels with blobness measure greater
than an empirically determined threshold. A response
measure of 10 gave good results in our experiments.3

2.3.2. Lymph Node Station Mapping
A second promising application of our probabilistic lymph

node atlas is the automatic assignment of lymph node stations
to detected or segmented nodes. This can support the physician
in evaluating treatment outcomes, comparing results from dif-
ferent groups and institutions, designing and analyzing clinical
trials, and planning of patient individual therapy [11].

Once the atlas is transformed into a new CT image with de-
tected or segmented nodes and its Voronoi map is created, we
simply assign the corresponding voxels in the Voronoi map to
all lymph node voxels. For each lymph node, we now count the
number of voxels of all labels and finally label the whole node
with the lymph node station that the highest number of voxels
is assigned to.

3. Results

We evaluated our method on 10 contrast enhanced and 30
non-contrast 3-D chest CT images of various hospitals, scan-
ners, and acquisition parameters. The number of slices of the
datasets ranges from 99 to 838, the slice spacing from 0.4 to 1.5
mm. Each axial slice has 512 × 512 pixels of size between 0.5
and 0.665 mm. With the help of a radiologist and various exam-
ples illustrating lymph nodes and their corresponding stations
in CT images [61, 62, 63, 64], we manually segmented and la-
beled 847 ground-truth lymph nodes (in average 21.2 nodes per
case), which took about one to two hours per case. The radiolo-
gist double-checked and confirmed all 847 nodes and their sta-
tions. For the reasons mentioned in the introduction, we did not
distinguish between malignant and benign nodes, did not assess
their pathology, and treated non-contrast and contrast enhanced
CT equally. Labeling of station 2 to station 14 nodes was per-
formed according to the latest guidelines [11]. As our datasets
did not or only partially cover station 1 lymph nodes, we ex-
cluded this station from our experiments.

To get an impression of the size of the lymph nodes we used
during our evaluation, we also computed the principal axes and
principal moments of each manually segmented lymph node
and created an ellipsoid of the same size and of the same axis
ratio. In contrast to the RECIST 1.0 guidelines [65], where the
long axis diameter was still used to assess lymph nodes, cur-
rently the most important criterion for lymph node staging is
the length of the short axis of a lymph node, as specified by the
RECIST 1.1 guidelines [6]. This is because the short axis is
more reproducible than the long axis and a better predictor for

3Please note that in the original work [16] the minimum blobness threshold
was wrongly stated as 30.

the response to chemotherapy and the incidence of metastasis
[66]. The short axis of our manually segmented lymph nodes
described by the ellipsoid was at least 1.1 mm, at most 38.4
mm, and in average 5.0 ± 3.6 mm. However, as in some studies
still the long axis or the volume of lymph nodes is used for as-
sessment, we also computed these values. The long axis has a
minimum of 2.9 mm, a maximum of 80.5 mm, and an average
of 13.0 ± 9.3 mm, and the volume a minimum of 5.3 mm3, a
maximum of 80724.2 mm3, and an average of 910.8 ± 4827.0
mm3.

To assess the performance of our automated detection and
labeling method in a fair way, we applied a leave-one-out strat-
egy to all 40 cases, i.e. when creating the probabilistic lymph
node atlas, we excluded the manual segmentations and labels
of the current case to be evaluated. We registered the average
image to all CT images applying the global image alignment
process described in Sec. 2.2.1 and the deformable registration
approach described in Sec. 2.1 and transformed the correspond-
ing probabilistic lymph node atlases (generated by the leave-
one-out strategy) accordingly.

During deformable registration, we use four image and con-
trol point resolution levels, starting with 60 mm spacing which
is then refined to 30, 15, and 7.5 mm. The weighting factor
for regularization α is set to 0.5 and the label set scaling factor
to 2/3. When utilizing mutual information as similarity mea-
sure, we use 32 bins for the histograms, equally distributed over
the entire intensity range. All other parameters are set to the
default values proposed previously [41], i.e. the maximum al-
lowed displacement of each level of the multi-scale approach is
bound to the grid resolution, the sampling rate from the zero-
displacement to the maximum displacement is 5, sparse sam-
pling is used, and 5 optimization cycles are performed on each
pyramid level.

3.1. Atlas Creation
We created an average image once using mutual information

and once using normalized cross correlation as similarity mea-
sure during registration. The process stopped after nine itera-
tions. We measured its average runtime on a workstation with
two 64-bit Quad Core Intel Xeon 5482 processors. As registra-
tion of one image pair took 15 min using mutual information
and 2 min using normalized cross correlation and 40 registra-
tions are necessary per iteration, we had an approximate run-
time of about 12 hours for mutual information and 1.5 hours
for normalized cross correlation, if all eight cores of the CPUs
were utilized.

The creation of the corresponding probabilistic atlas took
only a few minutes. Figure 4 shows the resulting average image
and atlas.

3.2. Lymph Node Detection
Table 1 shows the detection results averaged over all 40 data

sets in terms of sensitivity and positive predictive value, sepa-
rated into contrast enhanced, non-contrast, and all data sets. We
define the sensitivity and positive predictive value (PPV) as

sensitivity =
TP

TP + FN
, PPV =

TP
TP + FP

, (7)
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Figure 6: Ground-truth lymph node delineations (top row) compared to automated detection results (bottom row), colored according
to Fig. 1. Registration was performed using mutual information, virtually extending the atlas by 2 mm (as highlighted in Tab. 1).

with TP being the number of true positives, FN the number of
false negatives, and FP the number of false positives. A ground-
truth lymph node is regarded to be detected and thus true posi-
tive if at least one of its voxels is covered by one of the extracted
blobs. We repeated the experiments for both normalized cross
correlation and mutual information as similarity measure and
virtually extending the atlas. The extension was only performed
for mutual information, as both normalized cross correlation
and mutual information gave very similar results.

Table 1: Detection results averaged over all 40 data sets, in
terms of sensitivity and positive predictive value (PPV) for con-
trast enhanced (CE), non-contrast (N-C), and all data sets, de-
pending on whether normalized cross correlation (NCC) or mu-
tual information (MI) is used as similarity measure and how far
the atlas is virtually extended.

CT Type CE N-C All CE N-C All
Method Sensitivity [%] PPV [%]
NCC, no ext. 66.5 54.2 57.0 30.4 16.3 18.7
MI, no ext. 64.5 54.5 56.8 32.0 18.4 20.7
MI, 2 mm ext. 78.2 65.5 68.5 21.1 12.7 14.2
MI, 4 mm ext. 81.2 69.2 72.0 16.6 10.4 11.6
MI, 6 mm ext. 81.7 70.5 73.1 14.4 9.1 10.1

We also conducted a statistical analysis by a Wilcoxon
signed-rank test for the results in Table 1. Neither the sensi-
tivity nor the PPV between NCC and MI without extension are
statistically significant (p > 0.1). However, both the sensitivity

and the PPV between MI without extension and MI with 2 mm
extension are significant (p < 0.01). Those between MI with 2
mm extension and MI with 4 mm extension are not (p > 0.05).

While Fig. 6 visually compares our automatic detection re-
sults to manually segmented lymph nodes, Tab. 2 shows the
sensitivity according to the length of the short and long axis
of a lymph node. As shown in Tab. 2, our method detects far
more bigger than smaller lymph nodes, which is in particular
beneficial to detect malignant nodes that are usually enlarged.

Table 2: Number of lymph nodes and sensitivity of lymph
node detection according to the axis length of a lymph node.
Inwards-pointing brackets indicate inclusion of an endpoint and
outwards-pointing brackets its exclusion.

Length [mm] Number Detected Sensitivity [%]
Short Axis

[0, 5[ 566 318 56.2
[5, 10[ 235 218 92.8

[10, 15[ 29 27 93.1
[15,∞[ 17 17 100.0

Long Axis
[0, 5[ 62 89 14.5
[5, 10[ 336 186 55.4

[10, 15[ 225 178 79.1
[15, 20[ 103 90 87.4
[20, 25[ 49 46 93.9
[25, 30[ 27 27 100.0
[30,∞[ 45 44 97.8
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We also measured the average runtime of our detection
method on the same workstation as for average image gener-
ation. In detail, airways extraction up to the left and right main
bronchi and carina detection takes about 1.5 min, aortic arch
extraction 1 min, pulmonary artery segmentation 5 min, global
image alignment 15 s, registration using mutual information 15
min and using normalized cross correlation 2 min, respectively,
reversing the global image alignment another 15 s, and the ac-
tual detection process 2 min. So the overall runtime sums up to
about 25 min for mutual information and 12 min for normalized
cross correlation.

3.3. Lymph Node Station Mapping

To evaluate the performance of atlas-based labeling, we re-
moved the lymph node station information from all labels of the
manually generated ground-truth data and applied our method
to re-label this data set in order to cover all available lymph
nodes.

Table 3 shows the sensitivity of the labeling results averaged
over the 40 data sets, again separated into contrast enhanced,
non-contrast, and all data sets. As for detection, we performed
our experiments for both normalized cross correlation and mu-
tual information. As can be seen from the station mapping re-
sults, registration using mutual information performs better, in
particular for labeling in non-contrast CT.

Table 3: Labeling results averaged over the 40 data sets, in
terms of sensitivity for contrast enhanced (CE), non-contrast
(N-C), and all data sets.

CT Type CE N-C All
Method Sensitivity [%]
NCC 73.1 73.4 73.3
MI 71.6 74.9 74.1

If we consider lymph node labeling as a separate process in-
dependently running from detection, we need to perform carina
detection (1.5 min), global image alignment (15 s), and regis-
tration using mutual information (15 min) or normalized cross
correlation (2 min), reverse the global image alignment (15 s),
and apply the labeling process, which takes about 1 min. So we
have an overall runtime of about 18 min for mutual information
and 5 min for normalized cross correlation.

3.4. Dependency of Atlas Generation on Number of Label Im-
ages

In a final evaluation step we also analyzed the dependency
of our detection and labeling results on the number of label im-
ages used for atlas generation. Evenly distributing labels cor-
responding to contrast enhanced and non-contrast data, we se-
lected only 5, 10, 15, 20, 25, 30, 35, and finally 39 label images
for atlas generation.

As depicted in Fig. 7 for mutual information and no virtual
atlas extension, the sensitivity for both detection and labeling
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Figure 7: Dependency of detection and labeling results on the
number of images used for atlas generation, here shown for mu-
tual information and a virtual atlas extension of 2 mm.

tends to improve with increasing number of label images, so we
expect them to further improve if we incorporate more ground-
truth segmentations into our atlas. However, for lymph node
detection there is always a trade-off between the sensitivity and
the positive predictive value in our current method.

4. Discussion

In the following we discuss the significance of our results,
compare them with other works, and give other relevant con-
siderations.

4.1. Deformable Registration and Atlas Creation

As mentioned previously, for deformable registration we use
a large number of image and control point resolution levels,
iteratively refine our search space, and start with a large spac-
ing between control points. This makes our approach robust
against high inter-patient variability. However, there are rare
cases where e.g. the aortic arch crosses over the right bronchus
and not over the left bronchus. Even though our search space
is big and the aortic arch is a very prominent structure in the
mediastinum, our registration technique may not successfully
address such cases.

Our method can also deal well with contrast intensity dif-
ferences, as it utilizes illumination-independent similarity mea-
sures like mutual information. Since we create an average im-
age of a rather high number of database images, cardiac motion
artifacts apparent in single images can also be ruled out suffi-
ciently.

For creation of the average image and registration of all im-
ages, we also compared our approach to the one provided by the
Image Registration Toolkit (IRTK)4 [42], which uses free-form

4http://www.doc.ic.ac.uk/~dr/software/
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deformations, a gradient descent optimizer, and normalized mu-
tual information. For both a paired-T test and a Wilcoxon test,
there was no statistical significance (p > 0.1) in sensitivity and
PPV of lymph node detection between our method and IRTK.
However, the runtime of IRTK is significantly longer. It took
about three to four hours per registration, compared to at most
15 minutes for our method.

By the nature of our average image creation technique, the
average image is blurrier than any of the original database im-
ages, as shown in Fig. 8 for two axial slices of the final me-
diastinal image. This can be seen e.g. at the edges of the
aorta and pulmonary arteries. Very small structures such as the
pulmonary ligaments cannot be preserved in the average im-
age. Even though they are needed to manually identify pul-
monary ligament nodes, surrounding bigger structures such as
the pulmonary veins are distinctive and prominent enough and
hence sufficient for successful automatic registration and label-
ing. Since little lymph nodes from other stations are in proxim-
ity to the ligament nodes, our approach can still achieve a high
labeling sensitivity (also cf. Tab. 5).

Figure 8: Sample axial slices of the average mediastinal im-
age showing ascending aorta and pulmonary artery (left) and
descending aorta and pulmonary veins at the approximate loca-
tion of the pulmonary ligament (right). The window level is set
to 30 HU and the size to 400 HU.

It should be noted that for registration we assume the patient
to be placed in supine position in the CT scanner, as this is the
case for most chest CT acquisitions. However, if the patient was
positioned differently, we could identify unique representative
anatomic landmarks such as bones [67], estimate the main body
axes from these landmarks, and rotate the data accordingly, in
addition to the steps done for global image alignment.

4.2. Lymph Node Detection
In contrast to [32, 33, 34, 35, 36, 37, 38, 39, 40], where only

lymph node regions are defined or detected, we here present
methods for the detection and labeling of single lymph nodes,
which can be in particular helpful for planning biopsy paths or
assessing disease progression and treatment response.

Our method analyzing the shape of lymph nodes applies five
steps to reduce false positives after Hessian analysis. Even
though their order is not critical for a successful reduction, it
is indeed important to reduce the runtime of our method. For
example, directional difference filtering takes a long time and
hence should be applied towards the end of our filter pipeline.

We also conducted a statistical analysis by a paired-T test
for the long and short axes of manual and automatic segmen-
tations. As expected, both long and short axes of the detected

lymph nodes are significantly smaller than those of manually
segmented nodes (p < 0.01). Table 2 just shows detection
sensitivities categorized by the lengths of short and long axes
of manually segmented nodes, which were detected by our
method. However, we do not think that showing the signifi-
cance is meaningful, because we do not focus on how accu-
rately lymph nodes are segmented. What we want to show in
Tab. 2 is the fact that our method can detect bigger lymph nodes
accurately, which are more important in practice than smaller
ones.

Our method still misses to detect a certain percentage of
lymph nodes. This is mainly due to the detection method itself
and not due to registration errors. When looking at the regis-
tered data sets a good registration of the mediastinum is clearly
visible. Only the hilar, segmental, and subsegmental airways
and their patient-specific branching patterns sometimes cannot
be registered well, which may lead to a few additional misses.

It can also be seen in Fig. 6 that the lymph node shapes
cannot be fully recovered by the detection method. This is
because our method assumes lymph nodes to be blob-shaped,
even though they sometimes can be of other, more irregular
shapes, in particular if they are malignant. Any blobness filter
in our pipeline will thus only highlight parts of lymph nodes,
which tend to be spherical. This irregularity of the shape of
the lymph nodes makes it also difficult to apply other methods
to automatic detection such as template matching. One possi-
ble approach to tackle this problem may be the integration of
a model-based method that seeds a deformable mesh into each
highlighted part and adapts this mesh to the real shape of the
lymph node, similar to [15].

Furthermore, there is still a number of false positive nodes
left. The false positives mainly occur inside the esophagus, vas-
culature, and musculature. In future work, these areas should
be automatically extracted, too, to specify further exclusion ar-
eas. In addition, machine learning techniques may be applied to
learn intensity and shape feature distributions of lymph nodes
and eliminate false positive nodes, as proposed in a recent work
[68].

We compared the results to our previous method [16] devel-
oped for contrast enhanced CT and having a much larger search
space. The results in Tab. 4 clearly show that our atlas can ef-
fectively constraint the search space, as the positive predictive
value for the same sensitivity doubles. It can also be seen that
the aortic arch and pulmonary artery segmentation methods de-
veloped for non-contrast CT help to boost the detection rate in
comparison to our previous approach solely developed for con-
trast enhanced CT.

Table 4: Detection results in comparison to our previous
method when considering a similar sensitivity for contrast en-
hanced data, which our previous method was developed for.

CT Type CE N-C All CE N-C All
Method Sensitivity [%] PPV [%]
No atlas [16] 77.2 57.4 62.0 13.5 5.4 6.5
MI, 2 mm ext. 78.2 65.5 68.5 21.1 12.7 14.2
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4.3. Lymph Node Station Mapping
We compared the results of our lymph node station mapping

approach to a method previously developed by another group
[25] for contrast enhanced CT. In [25], machine learning tech-
niques are applied to features collected in segmentations of the
airways and the aortic arch such as unit vectors from the lymph
nodes to the carina, to bifurcations of the airways, or to the top
of the aortic arch, or distances between lymph nodes and the
segmented structures. After selection of the most appropriate
eight features, station labels can be assigned to manually seg-
mented lymph nodes.

This approach achieves a sensitivity of 76% on datasets with
8.6 lymph nodes per case in average, while our datasets in av-
erage contain 21.2 nodes per case. Our atlas-based labeling
method with 73.3% and 74.1% for normalized cross correlation
and mutual information, respectively, achieves almost the same
sensitivity and, contrary to [25], was also evaluated successfully
on non-contrast CT.

Please note that in our approach the previously mentioned
segmentations of the aortic arch and pulmonary artery are only
necessary for the lymph node detection step, but not for label-
ing. This means that if manual lymph node segmentations are
available (as for [25]) our approach will only require a segmen-
tation of the airways for global image alignment (in fact only
of the trachea, left and right main bronchus, which all available
automatic algorithms achieve in a robust manner), but no aorta
segmentation as in [25]. In terms of runtime our approach will
take a little longer, as we require an additonal registration step,
while [25] only requires an additional segmentation step.

To also get an impression about the strengths and weaknesses
of our labeling method, we break down our results according to
the lymph node station, as shown in Table 5. It is obvious that
in particular stations 8, 10, 12, 13, and 14 are not labeled well.
This is because it is sometimes difficult to distinguish stations
8 and 10 from station 7, and stations 12, 13, and 14 from sta-
tion 11, even by a human observer. Moreover, the further we
go down the airways, the more individual they become for each
patient, making a good registration difficult or even impossi-
ble. Combining our mediastinal atlas with a lung atlas [31] may
help here. Another reason may be that we only have very little
lymph nodes segmented in these areas. We assume our method
to further improve if we incorporate more ground-truth labels.

5. Conclusion

In this paper we presented a method to create a mediastinal
average image and a novel lymph node atlas containing supe-
rior and inferior mediastinal, aortic, and N1 nodes. Combined
with a Voronoi map and a Euclidean distance map for arbitrary
atlas extension, we successfully applied the atlas to lymph node
detection and labeling, resulting in a good sensitivity and posi-
tive predictive value compared to previous methods [16, 25] at
an acceptable runtime.

We would also like to emphasize at this point that our me-
diastinal lymph node atlas can easily be integrated into other
lymph node detection methods suffering from low positive pre-
dictive value, making it a valuable tool also for other groups

Table 5: Number of lymph nodes and sensitivity of lymph node
labeling according to the lymph node station.

Station Number Detected Sen.[%]
1 Supraclavicular insufficient coverage
2 Upper Paratracheal 74 56 75.7
3 Prevasc./Retrotrach. 111 79 71.2
4 Lower Paratracheal 261 237 90.8
5 Subaortic 82 78 95.1
6 Para-aortic 70 41 58.6
7 Subcarinal 63 61 96.8
8 Paraesophageal 21 3 14.3
9 Pulm. ligament 20 18 90.0

10 Hilar 33 5 15.2
11 Interlobar 36 35 97.2
12 Lobar 51 13 25.5
13 Segmental 23 2 8.7
14 Subsegmental 2 0 0.0

working on this topic. Our atlas may also be extended to in-
corporate ground-truth segmentations of the aortic arch, pul-
monary artery, esophagus, and heart to initialize and support
segmentation tasks.

Our image database consists of 3-D chest CT scans of
Japanese patients, who are in general rather slim and thus have
little fatty tissue. In future studies, we need to evaluate, whether
the incorporation of CT scans from obese patients decreases the
overall registration performance and hence detection and label-
ing accuracy. However, as seen in the evaluation for average
patients, the incorporation of further ground-truth data is ex-
pected to further boost the sensitivity of both the detection and
labeling process.
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