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Abstract

A novel scheme for deformable tracking of curvilinear structures in image sequences is presented. The approach is based on B-spline snakes defined by a set of control points whose optimal configuration is determined through efficient discrete optimization. Each control point is associated with a discrete random variable in a MAP-MRF formulation where a set of labels captures the deformation space. In such a context, generic terms are encoded within this MRF in the form of pairwise potentials. The use of pairwise potentials along with the B-spline representation offers nearly perfect approximation of the continuous domain. Efficient linear programming is considered to recover the approximate optimal solution. The method is successfully applied to the tracking of guide-wires in fluoroscopic X-ray sequences of several hundred frames which requires extremely robust techniques.

1. Introduction

Applications requiring spatio-temporal information about moving objects are various. A possible approach to acquire this information is by means of tracking a parametric curve representation of the object in time. Tracking of closed curves representing contours of objects has received a considerable amount of attention in the computer vision community [25]. In order to track curvilinear structures, however, a curve representation of their centerlines would be more appropriate than one of their contours, which inevitably involves the model of an open curve. Since the adoption of existing algorithms to the tracking of open curves is not straightforward, only little work can be found, which tackles this problem.

We propose a unified framework for the tracking of open and closed parametrized curves, which model object characteristics like centerlines or boundaries. Based on a MAP-MRF formulation, we derive a discrete scenario in which the tracking solution can be regarded as the choice of an optimal labeling only comprising the control points of the curve, see Fig. 1. Our method performs in real-time, is shown to be both robust and accurate, and is generic in the choice of data and regularization terms. Moreover, the discrete framework can track multiple curves at the same time without altering or extending the model. In particular, we summarize the contributions as:

Bridging the gap between continuous formulation and discrete optimization: We propose a novel MAP-MRF model for parametrized curves based on B-spline snakes defined by a set of control points whose optimal configuration is determined through efficient discrete optimization. Each control point is associated with a discrete random variable where a set of labels captures the deformation space. The advantage of the MRF formulation is the ability of defining discrete local search spaces which can capture larger

![Figure 1: MRF model for an open cubic B-spline curve C with control points P_i. A sparse and a dense version of the discrete set of labels L capturing the deformation space are illustrated (each black square corresponds to a displacement plus the zero-displacement at the control point position).](image-url)
deformation, are less sensitive to initialization, and are not limited to the gradient direction of the cost function. Furthermore, our model enables us to use powerful recently proposed discrete optimization methods [15, 18].

Universality and accurate approximation of energies: In our model, generic energy terms are encoded within the MRF in the form of pairwise potential functions. We show that the use of pairwise potentials along with the B-spline representation offers nearly perfect approximation of continuous energy terms commonly used for curve tracking and evolution. Besides generic likelihood terms driving the motion of the curve, we consider local regularization terms, such as length preservation and/or diffusion. Additionally, our framework allows the integration of higher-order terms such as curvature without the need for introducing higher-order cliques. Within such a discrete framework, no differentiation of the energy terms is needed which allows for further extensions to other (application specific) terms without significant changes. For instance, we can easily employ locally learned shape priors.

Evaluation of discretization effects: We perform experiments on the discretization effects when modeling continuous energies in a discrete setting. We present promising tracking results with respect to different strategies for search space discretization, energy approximation, and MRF optimization. Two state-of-the-art methods, namely the TRW-S [15] and the FastPD [18] algorithm, are compared for the specific application of open curve tracking.

The remainder of the paper is organized as follows. First, we give an overview about the related work on curve tracking. In Section 3, we present the continuous formulation, followed by our discrete MRF model. Experiments on synthetic data and an evaluation of the mentioned discretization effects are presented in Section 4. Section 5 describes a specific application from the medical imaging domain, while the last Section concludes our paper.

2. Related Work

A pioneering solution to the problem of detecting and tracking boundaries was proposed by Kass et al. [13] with their work on snakes. The idea behind snakes or active contours is matching a deformable model to image data by minimizing an energy function, which is composed of two components. One component which attracts the curve to object boundaries or its center in case of line-like structures and a second component used to restrict the motion the curves undergo. The first component models external energies driving the curve motion while the second component resembles internal forces of the curve that impose regularity and smoothness constraints on the problem.

In their work on the dynamic analysis of apparent contours, Cipolla and Blake [7] use B-splines instead of sets of pixels for modeling contours. They claim that the new representation allows them to completely drop the snake’s internal energy, implying that their approach relies on an initialization being close to the global optimum. The parameters of the cost function are the components of the B-spline’s control points and they are updated iteratively in steepest gradient direction. For a sufficient capture range a scale-space approach is required, which is also used by Kass et al. [13]. A difficulty that can arise in this context is oversmoothing. If the scale space parameter is chosen too big in order to be able to lock onto a given contour, neighboring edges and lines may merge and thus lead to a wrong optimum in the cost function.

An approach for curve tracking based on dynamic programming, which is closely related to our MRF formulation, has been subject of major interest in the 1990s [2, 10, 14]. Amini et al. [1] propose a method based on B-splines, in which the energy is separated into a sum of single energy terms, each term modeling the energy for a single B-spline span. Considering small search windows centered at the current locations of the control points, dynamic programming is used iteratively to compute the curve updates. On the one hand, this algorithm does not approximate the energy, but employs the local support of B-splines to compute an optimal solution for the continuous domain. On the other hand, if each control point is given a reasonable search space, the method cannot fulfill the hard real-time constraints due to the costly evaluation of all possible control point configurations.

For the application of snake-based segmentation, Caselles et al. [6] introduced a novel scheme for the detection of object boundaries. They reformulated the original snake cost function for B-splines into a geodesic formulation where a level-set function \( \alpha \) is sought after. However, utilizing this approach for tracking, in particular open contours, is not straightforward if possible at all. The problem arises from the fact that level-set methods require the zero-level set to separate the image in at least two distinct regions, which for open curves would only be the case if the curve intersects the image border.

Another approach for tracking of curvilinear structures is proposed by Isard and Blake with the CONDENSATION algorithm [12]. Contours are again represented as B-splines but are restricted in their appearance to a shape-space [3, 4]. The authors formulate a propagation rule of shapes as an equivalent to Bayes’ rule for inferring a posterior state density from data for time-varying cases given a learned prior.

Besides the presented approaches many more exist [25], however the discrete MAP-MRF formulation is a valuable learning-free alternative to existing tracking methods. To our knowledge, this is the first time that MRFs combined with B-splines are applied to the problem of curve tracking. In the following, we describe in detail the derivation of our framework.
3. Method

Most tracking algorithms consist of two phases – the initialization phase where the object to be tracked has to be identified, and the tracking phase where previous positions of this object are known. In this work we will focus on the second phase and within that phase especially on the curve model and the associated optimization strategy. Feature images driving the optimization process are an important component of tracking algorithms. Typically such images are acquired by enhancing edges, lines, or corners through image filtering techniques. We are not going into details on their choice, since we do not make any strict assumptions on their computation. In Section 5, an example for the a feature image is presented for the specific case of guide-wire tracking in X-ray images. In the following, we will focus on the tracking phase by introducing the curve model and our tracking algorithm.

3.1. Curve Model

B-spline curves represent a convenient way in modeling curvilinear structures and object boundaries. The main advantages are a low-dimensional representation of a continuous curve, the implicit smoothness, and the local support of individual control points. A B-spline curve is defined as the linear combination of control points. Without loss of generality, we consider the particular definition of an open curve:\footnote{Note that closed curves can be constructed by merging certain tuples of control points.}

\[ C(s) = \sum_{i=1}^{M} N_i(s) P_i \quad \text{where } s \in [0;1] \quad (1) \]

where \( N_i \) denote the basis functions and \( P_i \) the positions of \( M \) control points (see also Fig. 1). In order to track a curvilinear structure or object boundary, one seeks the optimal configuration of the control points such that the modeled curve fits the object being visible in an image.

3.2. Curve Tracking in the Continuous Domain

In the following we review the general continuous formulation of the curve tracking problem. Given an initial curve \( C \), we want to estimate the curve model parameters which provide the best fit of the curve to the corresponding structures visible in an image. A common approach of formulating such a problem is through a maximum a posteriori (MAP) estimate. Given an observation \( I \) (in our case a feature image), the MAP estimate is defined as

\[ C^* = \arg \max_{C \in F} P(I \mid C) P(C) \quad (2) \]

where \( C^* \) is the optimal curve, \( P(I \mid C) \) is the likelihood of the estimate and \( P(C) \) encodes the prior information on the set of feasible solutions \( F \). Assuming Gibbs’ distribution for the prior and Gaussian for the likelihood, we can reformulate the MAP estimate as an energy minimization problem

\[ C^* = \arg \min_{C \in F} E(I \mid C) + E(C) \quad (3) \]

where the likelihood energy \( E(I \mid C) \) acts as a cost function measuring the quality of a certain model configuration, and the prior energy \( E(C) \) acts as a regularization (or smoothness) term on the parameter space. In our scenario the likelihood term \((4)\) is also referred to as the external energy, driving the curve to its actual position,

\[ E_{\text{ext}}(I \mid C) = \int_{0}^{1} \psi(I(C(s))) \, ds \quad (4) \]

where \( \psi : \mathbb{R} \mapsto [0, \infty) \) is a strictly decreasing function. The prior is called the internal energy, used to constrain the motion of the curve. Changes in the length with respect to the initialization can be penalized through the first derivative by

\[ E_{\text{length}}(C) = \int_{0}^{1} \left( 1 - \frac{\|C'(s)\|}{\|C'_{\text{init}}(s)\|} \right)^2 \, ds. \quad (5) \]

In our application, we penalize length changes with respect to the curve \( C_{\text{init}} \) detected during initialization. Length preservation is an important constraint in case of open curves because standard penalty terms on the first or higher-order derivatives are favoring a shrinkage of the curve. In case of closed curves, usually regularization terms such as diffusion and curvature are considered

\[ E_{\text{diff}}(C) = \int_{0}^{1} \|C'(s)\|^{2} \, ds \quad (6) \]

\[ E_{\text{curv}}(C) = \int_{0}^{1} \|C''(s)\|^{2} \, ds \quad (7) \]

Often, different internal energies are combined by setting weighting factors to the single terms. In case of B-splines, the inherent smoothness is often sufficient and higher-order terms such as curvature can be discarded [7]. The total energy of the curve tracking problem is the sum of the external and internal energies

\[ E_{\text{total}} = E_{\text{ext}} + \lambda E_{\text{int}} \quad (8) \]

where \( \lambda \) acts as weighting controlling the influence of the regularization term.

In continuous optimization, minimizing the above energies is commonly done in a gradient descent approach. The initial contour is updated iteratively by computing the derivative of the energy function with respect to the model parameters. The algorithm stops if no further improvement
on the energy can be achieved, meaning the method converges to a local minimum. Even if sometimes convenient to use, such an approach has two major drawbacks. First of all, the algorithm requires the derivation of the energy term, which is oftentimes complex to calculate analytically and has to be done specifically for every function. Second, a convergence to a good solution relies on the fact that the initial contour is sufficiently close. If the gradient descent starts far away from the structure to be tracked, chances are high for obtaining bad solutions. This may easily happen in sequences with larger motions. Multi-resolution approaches (e.g. Gaussian scale space) might help in certain scenarios but do not overcome this general limitation (see also Section 2).

3.3. Discrete Curve Tracking with MRFs

In order to overcome the limitations of continuous optimization, we render our tracking problem in a discrete formulation. Let us consider a graph $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ consisting of a set of discrete variables or nodes $\mathcal{V}$ and a set of edges $\mathcal{E}$ connecting neighboring pairs of variables in order to represent their dependencies. Additionally, we introduce a discrete set of labels $\mathcal{L}$ capturing the search space of the model parameters. Each label $x_i \in \mathcal{L}$ is associated with a two-dimensional displacement vector $\mathbf{d}_i$ from the deformation space $\mathcal{D} \subset \mathbb{R}^2$. Two possibilities for the discretization of the deformation space are illustrated in Fig. 1. If we associate each control point of our B-spline model with one node of our graph, the task is to assign an optimal label to each of the nodes or a displacement to each of the control points, respectively. Note that our graph is a chain with $|\mathcal{V}| = M$ which is either open ($|\mathcal{E}| = M - 1$) or closed ($|\mathcal{E}| = M$). A common approach for modeling the labeling task in terms of energy minimization is the usage of first-order MRFs [19]

$$E_{mrf} = \sum_{i \in \mathcal{V}} \theta^i(x_i) + \sum_{(i, j) \in \mathcal{E}} \theta^{ij}(x_i, x_j)$$

where $\theta^i$ are the unary potentials and $\theta^{ij}$ are the pairwise potentials.

In most applications, the unary terms play the role of the likelihood energy. Independently from all other nodes, the cost for an assignment of a certain label $x_i$ is evaluated. Then, the pairwise interaction terms play the role of regularization between neighboring nodes. However, the assumption that the likelihood of a labeling can be computed from a sum of independent unary terms is actually not valid in our scenario. Considering B-splines with higher-order basis functions, the effect of a single control point onto the deformation of the curve cannot be modeled independently from its neighbors because the basis functions overlap (see also Fig. 2(a)). Therefore, we propose a novel MRF model for the case of curve tracking using B-splines. First, we will use the basis functions as weighting coefficients within the energy terms. Thus, curve points close to a certain control point will have more influence on its energy than points far away. A similar approach is used in [11] where the authors are using MRFs for non-rigid image registration based on cubic B-splines. Such a weighting allows a suitable approximation of the energy terms with respect to the control points. For improving this approximation, we propose to reformulate the external energy from the continuous domain also as pairwise interaction terms. Modeling the external energy as pairwise terms has big advantages. The non-vanishing interval of basis functions along the curve domain for control point tuples is bigger than the interval corresponding to a single control point (see also Fig. 2(b) and 2(c)). Compared to unary potentials, the energy computation for the simultaneous movement of a pair of control points yields a more accurate approximation of the continuous energy\(^2\).

Following these observations, we define the MRF energy as

$$E_{mrf} = \sum_{(i, j) \in \mathcal{E}} \left( \theta^{ij}_{\text{ext}}(x_i, x_j) + \lambda \theta^{ij}_{\text{int}}(x_i, x_j) \right)$$

where our discrete version of Eq. (4) is defined as

$$\theta^{ij}_{\text{ext}}(x_i, x_j) = \int_0^1 \hat{N}_{ij}(s) \psi(I(C_{ij}(x_i, x_j, s))) \, ds$$

\(^2\)Mind that for exact energy computation one would need to define cliques of size $d + 1$ where $d$ is the degree of the B-spline basis functions.
and Eq. (5) is reformulated in the discrete domain as
\[ \theta_{ij}^i(x_i, x_j) = \int_0^1 \hat{N}_{ij}(s) \left(1 - \frac{||C'_{ij}(x_i, x_j, s)||}{||C'_{ij}(s)||} \right)^2 ds. \]

Here, the weighting coefficient \( \hat{N}_{ij}(s) \) evaluates the pairwise influence of a curve point \( s \) to the energy of pair \( (i, j) \) and the curve function \( C_{ij}(x_i, x_j, s) \) describes the potential deformation of a curve when two control points \( i \) and \( j \) are displaced simultaneously by \( dx^i \) and \( dx^j \), respectively. The potential deformation can be computed very efficiently since only certain parts of the curve affected by the deformation have to be recomputed
\[ C_{ij}(x_i, x_j, s) = C(s) + N_i(s) dx^i + N_j(s) dx^j. \]

Similar to (12), other energy terms such as diffusion (6) and curvature (7) can be formulated in the discrete domain.

We consider two different versions for defining the influence functions, either through the addition of basis functions which we will call the sum model (see Fig. 2(b))
\[ i_l = \min(1, \text{span}(s) - d - 1) \]
\[ i_n = \min(\text{span}(s) + 2, M) \]
\[ \hat{N}_{ij}^+(s) = \frac{N_i(s) + N_j(s)}{N_i(s) + 2\sum_{k=i+1}^{N_s-1} N_k(s) + N_{i_n}(s)}, \]

or through multiplication which we will call the product model (see Fig. 2(c))
\[ \hat{N}_{ij}^*(s) = \frac{N_i(s)N_j(s)}{\sum_{k=1}^{M-1} N_k(s)N_{k+1}(s)}. \]

In both cases, the normalization is needed because the overall integral of the basis functions should be equal to one in order to preserve the energy. The performance of the two versions will be evaluated in our experiment section and compared to the naïve approach of modeling the external energy through unary potentials, i.e.
\[ \theta_{ext}^i(x_i) = \int_0^1 N_i(s) \psi(I(C_i(x_i, s))) ds. \]

We believe that our model is a good compromise between model accuracy and complexity. One could claim that the approximation error could be reduced (or even completely removed) if more complex models are used. However, the consideration of higher-order cliques [21] or higher-dimensional label spaces is currently computationally intractable in real-time environments such as tracking. Another advantage of our MRF model is the capability of tracking multiple objects simultaneously by combining the single MRF energies, one per object, into one global labeling problem.

### 3.4. Optimization

Once our problem is formulated in a discrete setting, we need to choose an MRF optimization strategy. Fortunately, recent advances in discrete optimization brought a couple of very powerful techniques, mainly either based on iterative graph-cuts or efficient message passing. Regarding our specific model, there are two properties which should be considered when using one of the existing techniques. First, for the special case of open curves our graph is a tree (see Fig. 1) allowing the exact computation of the global optimal labeling when using max-product algorithms [20, 24] (e.g. Belief Propagation, TRW-S [15]). Second, our energy is nonsubmodular which is a (theoretical) problem for some methods using graph-cuts [17]. Using certain truncation techniques [22] on the energy terms make it still possible to use graph-cut based techniques (e.g. Expansion Move [5]). Another possibility for minimizing nonsubmodular functions is described in [16] but this technique might result in unlabeled nodes which is not appropriate in our setting. There are also methods based on iterative graph-cuts which can handle a wider class of MRF energies (e.g. Swap Move [5], FastPD [18]). Especially the FastPD algorithm is interesting in our case since a good performance with strong optimality properties is reported. A detailed review of the existing optimization methods is out of the scope of this paper. We refer the reader to the given references. In our experiment section we compare the performance of the TRW-S and the FastPD algorithm as representatives for the message-passing and graph-cut approaches. As we shall see, as usual there is a compromise between speed and accuracy.

### 4. Synthetic Experiments

In this section we present the performance analysis of our approach on synthetic data. Basically, we perform two different experiments to investigate particular model properties. The first experiment is dedicated to determine the influence of the approximation error in the likelihood potential functions. The second experiment determines the influence of different versions for discretization of the search space.

#### 4.1. Approximation Error

In order to determine the influence of the approximation error we perform several tests on synthetic data. An initial open B-spline curve with six control points is deformed by assigning random labelings. After deformation, an image frame is generated by careful rasterization which we then use for the tracking algorithm. In this experiment we use the TRW-S as the optimization method since it can recover the global optimal solution for our energy function [20]. By knowing that the exact ground truth spline is within our dis-
Table 1: Synthetic experiment for assessing the energy approximation error under different amounts of deformation and three different likelihood models. Reported are the average curve distances and standard deviations in pixels over one hundred frames per sequence.

<table>
<thead>
<tr>
<th>Max. Def.</th>
<th>Unary</th>
<th>Pairwise Sum</th>
<th>Pairwise Product</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>1.00 (± 0.43)</td>
<td>0.34 (± 0.19)</td>
<td>0.28 (± 0.17)</td>
</tr>
<tr>
<td>8</td>
<td>1.15 (± 0.52)</td>
<td>0.36 (± 0.23)</td>
<td>0.30 (± 0.19)</td>
</tr>
<tr>
<td>10</td>
<td>1.33 (± 0.60)</td>
<td>0.42 (± 0.25)</td>
<td>0.36 (± 0.22)</td>
</tr>
<tr>
<td>12</td>
<td>1.41 (± 0.75)</td>
<td>0.43 (± 0.27)</td>
<td>0.36 (± 0.23)</td>
</tr>
<tr>
<td>14</td>
<td>1.74 (± 0.82)</td>
<td>0.48 (± 0.30)</td>
<td>0.43 (± 0.28)</td>
</tr>
<tr>
<td>16</td>
<td>1.79 (± 0.93)</td>
<td>0.49 (± 0.32)</td>
<td>0.43 (± 0.29)</td>
</tr>
<tr>
<td>18</td>
<td>2.00 (± 1.04)</td>
<td>0.52 (± 0.34)</td>
<td>0.47 (± 0.32)</td>
</tr>
<tr>
<td>20</td>
<td>2.19 (± 1.15)</td>
<td>0.57 (± 0.40)</td>
<td>0.52 (± 0.34)</td>
</tr>
</tbody>
</table>

The results are summarized in Table 1. The product model performs best on all sequences. Especially, when considering larger deformations the approximation error has a strong influence in case of unary potentials while both pairwise models still yield very good results of always less than one pixel. The error characteristics are also depicted in Fig. 3. Throughout this experiment we set $\lambda = 0$ since we do not want to penalize for length changes in case of synthetic deformations where the length preserving constraint does not hold.

4.2. Deformation Space Discretization

Our second experiment aims at the evaluation of different discretization strategies. Since the number of labels is an important parameter for the runtime of MRF optimization techniques, we want to determine a reasonable compromise between speed and tracking accuracy. We propose two different strategies for discretization, a sparse one and a dense one, see Fig. 1. Both versions are parametrized by two values, the number of sampling steps along a certain displacement direction and the range which defines the allowed maximum displacement. In case of sparse discretization, the deformation space is sampled along eight directions, namely horizontal, vertical, and diagonal each in...
positive and negative direction. In case of dense sets, we sample the complete square space at a control point. Given the number of steps $S$, we get $|L_{\text{sparse}}| = 8S + 1$ including the zero-displacement. For the dense version we get $|L_{\text{dense}}| = (S + 1)^2$. Similar to the first experiment, we generate eight synthetic sequences by assigning uniformly distributed random displacements on the six control points. Thus, this time the ground truth is not covered by our label space. The range of the label space is set to the maximum random deformation and we test different values for the number of sampling steps, namely 5, 10, and 20.

Again, we use the ACD as a measure of tracking quality. In this experiment we also evaluate the performance of two different optimization techniques, in particular TRW-S and FastPD. The results are summarized in Table 2. Again, we set $\lambda = 0$ and this time only the pairwise product model is used. The results show that the use of FastPD combined with sparse label sets is extremely efficient and reasonable tracking accuracy can be achieved. In fact, the difference between sparse and dense label sets is quite small regarding the tracking error while in case of sparse sets we achieve real-time performance in all experiments. Expectedly, the TRW-S gives the better results in terms of accuracy but it is not suitable for real-time applications. This conclusion encourages the use of FastPD and sparse discretization in our further application on real data.

5. Application

In the following, we show the successful application of our algorithm to the tracking of guide-wires in fluoroscopic image sequences (see Fig. 4(a)). Fluoroscopy is a modality in which low-dose X-ray videos are generated using intraoperative C-arms. The tracking information acquired from such sequences can be used to improve the navigation task of the physician by enhanced visualization techniques. Consequently, a reduction of X-ray dose is achieved and the treatment becomes less hazardous for patient and clinicians. Since fluoroscopic images are very noisy, a robust yet accurate method must be applied, which runs at 7-15 Hz.

5.1. Initialization

As a preprocessing step, we initialize our tracking algorithm with curves that are automatically extracted from the first frame of the sequence. To this end, we employ a line detector [23], which yields an ordered set of points for each curvilinear structure it detects. Afterwards, a B-spline is fitted to each of the point sets. For our application we use an algorithm, which minimizes discontinuity jumps in the $k$-th derivative when the desired curve has degree $k$ [8]. In our case we choose a cubic B-spline model, i.e. $k = 3$.

5.2. Feature Image

Since our algorithm is tracking tubular structures, we use a feature image comprising the ridgeness measure proposed by Frangi et al. [9]. Their measure is a function of the eigenvalues $\lambda_1$ and $\lambda_2$ of the Hessian $H$ and is computed as

$$ I = \begin{cases} 0, & \text{if } \lambda_2 > 0, \\ \exp(-\frac{R}{2\lambda_2}) \left(1 - \exp(-\frac{S^2}{2\gamma^2})\right), & \text{if } \lambda_1 \leq \lambda_2. \end{cases} $$

where $|\lambda_1| \leq |\lambda_2|$. $R = \lambda_1/\lambda_2$ is a blobness measure corresponding to the eccentricity of the second order ellipse and $S^2 = |H|_F = \lambda_1^2 + \lambda_2^2$ is a measure penalizing homogeneous regions in images. In all of our tests $\beta = 0.5$ and $\gamma = 5.0$. An example image is shown in Fig. 4(b).

5.3. Performance Evaluation

We perform tests on two clinical sequences of 142 and 228 frames with a resolution of $512 \times 512$ pixels. In order to evaluate the tracking results, we manually segment the guide-wires in each frame. Throughout the experiment the length preserving term (12) is used where the regularization parameter is set to $\lambda = 0.9$. In the first sequence, the line detection results in a single initial curve whereas in the second sequence two curves are detected which are tracked simultaneously (see Fig. 4(c) and 4(d)). Throughout the experiments, we use the product model and the FastPD optimization on a sparse label space with 15 steps and a range of 15 pixels. The range is confirmed by clinical experts and corresponds to the expected maximum deformation regarding patient’s breathing and physician’s guide-wire manipulation. Similar to our synthetic experiments, the ACD measure (17) is assessed for the accuracy analysis. The mean ACD over all frames is determined to be $0.35 (\pm 0.29)$ pixels for the first sequence. The tracking error of the two curves in the second sequence is $0.22 (\pm 0.20)$ and $0.31 (\pm 0.27)$ pixels, respectively. Our method achieves real-time performance of more than 9 frames per second on a 2.16 GHz Intel Mobile CPU which includes the computation of the feature image.

6. Conclusion

In this paper, we introduce a novel framework for the fast tracking of parametrized curves. Based on an MRF formulation and efficient discrete optimization, our algorithm is shown to be generic, robust to poor features and high deformations of the object to be tracked, while an accuracy on a sub-pixel level can be continuously maintained. Moreover, hard real-time constraints can be met even if multiple curves are tracked at the same time.

The application of this paper is the tracking of open curves representing guide-wires in noisy fluoroscopic image sequences. However, the method can be easily extended...
to closed curves and used for object contour detection and tracking. To this end, only the B-spline curve model has to be slightly altered while the core tracking can be left unchanged as it only relies on the control points of the spline.

Furthermore, we could benefit from learned shape priors estimated from a training set by defining an additional pairwise potential as

$$\theta_{ij}^{\text{prior}}(x_i, x_j) = -\log(p(d(\bar{C}, C_{ij})))$$  \hspace{1cm} (21)$$

where $p$ denotes the probability of a distance $d(\cdot, \cdot)$ between a mean shape $\bar{C}$ and $C_{ij}$.
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