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1 Probability Propagation

The following network is used for reasoning about patients with suspected lung
disease:

Smoker

Tuberculosis

Lung Cancer

Bronchitis

Reduced Lung Capacity

Positive X Ray

U/ i@t |=|w

Dypsnea

All the nodes are binary, with the the convention that the lower index state
indicates absence of the condition. For example, B=(b, b,) where b; means the
patient is clear of bronchitis and b, means he is suffering from bronchitis. The
prior and conditional probabilities are as follows:

P(O[T&L) = (P(ONTI&LI) P(OITI&L2) POT2&LI) POIT2&L2)y =(! 1 1 0
P(O2TI&L1) P(O2T1&L2) P(O2T2&L1) P(O2[T2&L2) 0 0 0 1

P(D|O&B) = [ P(DLO1&B1) P(DI01&B2) P(D1j02&BI1) P(DllOz&BZ}]= 09 08 07 01
P(D2O1&B1) P(D2JO1&B2) P(D2J02&B1) P(D2J0O2&B2) 01 02 03 09

P(LIS) = [P(LI]SI) P(LIESZ)] = [ 0.2 0‘1)

PL2S1)  P(L2[S2) 08 09 P(T)=(0.1,0.9)
P(BIS) = [P(BIISI) P(BI[SZ)] = [0_1 0.1] P(5)=(0.3,0.7)
P(B2ISH)  P(B2|S2) 09 09

P(X|O) = [P(XI]OI) PX102)) = [0.4 0.1]
P(X2/01) P(X2[02) 06 0.9

Given that the evidence propagated between nodes is defined by the following
equations:

for one parent only:

Ac(ar) = Z P(c;jlax)A(c;)

i=1
for two parents:

7L

Aelar) = > me(bi) S Plejlandeb)M(e;)
=1 N

,‘_-_—_1

e

w{c;) = Z Z P(cila;j&by)yme(a;)m.(by)

J=1 k=1
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a Calculate the 7 evidence for the node X before any measurements are made.

b Anew patient arrives and is diagnosed to be suffering from tuberculosis. Given
Just this evidence, calculate the probability of his suffering from Lung cancer (ie
calculate the probability distribution over L).

¢ AnXray is taken but unfortunately it is not very conclusive. The radiologist
estimates that it is more likely to be positive. Thus node X is instantiated with
virtual evidence (0.3,0.7). Re-calculate the probability that the patient has lung
cancer.

d  The patient is now examined further and found to be suffering from Dyspnea (D is
instantiated to state di). Explain why it is no longer possible to compute a
probability of his suffering from lung cancer. Which other nodes need to be
instantiated before the probability distribution over L can be found?

¢ Explain briefly how cutset conditioning could be used to calculate the probability
distribution over L, given just the instantiations outlined in parts a b and c.

The five parts carry equal marks
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2. Dependency Measures and Causal Directions

a The L1 dependency metric is defined as follows:

Dep(A, B) =) _ [P(a:&by) — Pa;)P(b;)]
ixX3
where the sum is taken over all the states of variables A and B.

Explain how and why it is used as a dependency measure between two discrete
variables in a data set.

b The following data set has four variables each with 3 states.

A B C D
ai b] Ca d3
a bz C3 d]
a3 b; C] ds
d; b, C3 d;
& b, C d;
a3 b; <1 d]
a3 by C3 ds
a3 by Cs di

Find the dependencies of the variable pairs AB and CD using the L1 dependency
metric

c Given that the most dependent arcs are AD, BC and BD the spanning tree will be:

Use the L1 metric to determine the marginal independence and hence the possible
directions of the arrows at each triplet in the spanning tree. Hence deduce what
you can about the arrow directions on the tree.

d  List the possible sources of error in determining arc direction using marginal
independence.

The four parts carry, respectively, 20%, 20%, 40% and 20% of the marks.
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3 Join Trees
Joining two variables is one technique that can be used to improve the accuracy of

a network in cases where there are dependencies that cannot be accommodated in
a singly connected graph. Consider the following simple network and data set:

: a b o
° a (b e
a |b |c

; a |b: ¢

a; {b ¢

a b [

a |b (o

a Find the conditional probability matrices for:
1) the original network (P(BJA) and P(CJA))
ii) the joined network (P(B&C|A)).

b The node C is instantiated to state c1, but node B is not instantiated. Calculate the
A evidence at node A using
i) the original network
it} the joined network

c An alterative method to deal with unaccounted dependencies would be to delete
one of the dependent nodes, B or C in the above example. Describe the
advantages and disadvantages of node deletion compare to joining nodes.

d Given the network shown in question 1 find a join tree using the following steps
from the algorithm by Lauritzen and Spiegelhalter:

i) Find the moral graph '

1) Triangulate the moral graph

1ii) Identify the cliques of the resulting triangulated moral graph

iv) Define a join tree in which the ordering of the cliques satisfies
the running infersection property.

V) Draw up a table showing the potential functions and the R and S
sets for each node

The four parts carry, respectively, 20%, 20%, 20% and 40% of the marks
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Classification

A classifier is to be designed to separate two classes for which the following data
points are known:

Class 1: (2,1), (1,2), (2,4), (2,3)
Class 2: (2,2), (3,3), (4,3), (5,3)

Find the two individual class means and, using all the data, the grand mean and
the pooled scatter matrix S,. (The scatter matrix is the un-normalised co-variance

matrix.}

Calculate the “between class” covariance matrix S; from the two class means
found in part a above.

Find the direction of the most discriminant LDA feature by finding the principal
eigenvector of the matrix L =S, S,. Hint: First calculate the eigenvalues using
det(L-AN)=0, then solve (L-AJ) e = 0 to find the eigenvectors.

Using the pooled scatter matrix find the directions of the principal modes of
variation of the whole data set, that is, the directions of the PCA axis system.

Make an accurate sketch of the data plotted on the xy-Cartesian plane. On your
sketch show:

(i) The most discriminant LDA feature direction

(i)  The principal PCA direction.

The five parts carry equal marks
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