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Probability Propagation

The following questions relate to propagating probabilities in the the network
below in which every variable has just two states.

The prior probabilities, denoted, for example, P(A) : lat, a2l are

p(A) : [0.3,0.7] , p(B) :10.2,0.s1 , p(Jl) : [0.9,0.1]

The conditional probabilities are given in the form

Dt Dt 
^0- 

D\ - I pkrlalkbl) P(e1la1kb2) P(e1la2kb1) P(e1la2kb2) Ir \t:Jt't1u'Di - L P(e2la1kb1) P(e2la1kb2) P(e2la2kb) P(e2la2kb) )

and are:
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Pearl's operating equations for probability propagation are given at the end of
the paper.
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a Following the propagation of ø evidence during initialisation what is the initial
posterior probability distribution over variable C?

b If C is instantiated to c1 and ,t' is instantiated to /2 compute the posterior
probability distribution over,4.

c If, in addition to the instantiations given in part (b), node D is now instantiated
to state d1, what is the new probability distribution over variable E7

d It is discovered that for one state of variable E the variables C and D show a

strong correlation. Explain briefly why this is undesirable for making inferences
about the probability distribution over nodes A and B.

e Discuss two ways in which you might alter the network structure to take account
of the correlation noted in part (d). Mention the merits and demerits of each.

The five parts carry equal marks.
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A1 bz Cz d,t €2 f,
A2 b1 C1 d,1 €1 r,
A2 bt C2 d,t €1 f,
A1 b1 C1 d,1 ê2 Ít
A2 bz C2 d,z ê1 ft
A1 br C2 d,z €2 f,
A2 b2 C1 d,z €1 ft
A1 b2 C2 d,2 e2 fz

2 The MDL Accuracy Network

The MDL measure is to be used to determine whether the arc ED in the Bayesian

network shown in question I can be eliminated. The data set on which this
decision is to be based contains the following eight points:

Calculate the MDL size of the model given in question 1, and the MDL size of
the model with the arc ED removed.

Using the matrix P(DlEkF), and the assumption that D is independent from E
calculate the conditional probability matrix P(DIF) in the network with arc ED
removed.

Calculate the model accuracy (P(NetworklData)) for the original network
shown in question 1.

Calculate the model accuracy for the network with arc ED removed, noting that
the only change in the calculation is that P(DIEUF) has been replaced by
P(D|F). Hence deduce which network yields the best MDL score.

If the data set were quadrupled in size to 32 points, but its probability distribution
remained the same, what would be the new MDL scores for the two networks.

The five parts carry equal marks.
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3 Mixture Models

A mixture model is one in which a probability distribution is represented as a

weighted sum of Gaussian distributions. It is written as:

M

p(rll): t a¡pi@10¡)
J:T

where there are M probabllity distributions in the mixture and a¿ are the mixing
weights that have the property Dy:rej : I, and the symbol d¡ denotes the
vector of unknown parameters that defines each individual distribution. Given
that we wish to model a data set with ly' points, our objective is find the mixture
parameters that will maximise the log likelihood of the data.

a Explain, with the aid of a suitable diagram what is meant by overfitting of a
mixture model.

b V/rite down an expression for the log likelihood of the mixture defined above.

Explain why the log liklihood is preferred to the likelihood.

c The most usual approach to estimating mixture models is to use the
Expectation-Maximisation (EM) algorithm. This algorithm begins by selecting
random values for the unknown distributions (c¡, p¡,Ð¡) and then iteratively
updates them until convergence.

Explain carefully what is calculated during the E (Expectation) step of the
algorithm.

d Explain carefully what is calculated during the M step of the algorithm.

The four parts carry equal marks.
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Pattern classification using PCA and LDA

Let an N x n data matrix D be composed of .ly' observations (rows) with n
variables (columns).

Explain how a mean centered data matrix U can be computed from D, and how
the n x n variable co-variance matrix X can be computed from [/.

Suppose that Xo is a pooled covariance matrix made up for a small sample size
problem in which there are g classes and in total .l/ observations of the n
variables. A PCA projection matrix Õ is computed by finding the eigenvectors of
Xo. It is written as (Þ : lór,ór,../-] where the þ¿ elements are the eignevectors
in column format. Note that, for each of the sample groups, E¿ is computed from
-ô/¿ observations and so ti can have at most Ä[ - 1 non-zero real eigenvalues.

What is the maximum number of non-zero real eigenvalues that Õ can have, and
what is the corresponding dimension of Õ? Assume that all N observations are
linearly independent.

Suppose that a PCA projection matrix has its maximum rank. Suppose that [/o is
the projection of the mean centered data matrix [/ into the PCA space. What is
the matrix equation of the projection, and what is the dimension of matixUo?

After performing the PCA projection, an LDA projection -L is formed by
computing the eigenvectors of Ð;tDo, where E., is the within class (pooled)
covariance matrix and D6 is the between class covariance matrix of the projected
data Uo. V/hat is the dimension of tr?

The most discriminant features matrix [/¡ is found by projecting U p into the
LDA space. What is the dimension of U¡.

The original data can be reconstructed by projecting U¡ back to the original
n-dimensional space, forming a reconstructed data matrix -R. Find the matrix
equation for A.

Are there any differences between the original data U and the reconstructed data
set -R?

The sevenparts carry, respectively, lïVo, I5Vo, I5Vo, l5Vo, l}Vo, I5Vo, and l57o of the
marlcs.
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Pearl's Operating equations for probability propagation

Equation 1: The À message

À"(an): Ë r 
"(b¿) i, U,la¡"kb¿) À(c¡)

i:l j:I

and for the case of the single parent there is a simpler matrix form:

À.(A) : À(C)P(ClA)

Equation 2: Then Message from A to C is given by:

( t if A is instantiated for a¡
nc(o¡) : \ 0 if A is instantiated but not for a¡

I P'(a¡) lÀ"@¡) if A is not instantiated

Equation 3: The À evidence of node C with n children D1, D2,..Dn:

( t if C is instantiated for c¡

l(c¡) : { 0 if C is instantiated but not for c¡

I llo Àr, (C¡) if C is not instantiated

Equation 4: The ø evidence of node C with two parents A and B:

tr (c¡) : ü P (c,la ¡ kb ¡)tr.(a ¡)tr "(b 
¡)

j:7 k:I

This can be written in matrix form using as follows:

?r(C) : P(ClA&B)zrs(A&B)

where
r s (a¡ kb¡) : r ç (a¡)r ç (b¡)

Equation 5: The posterior probability of variable C:

P'("n) : a^(c¿)T(ci)

where a is chosen to make loP'(c) :1
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