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Figure 1: Directed graphical model.

1. Given the graphical model in Figure 1, which of the following conditional independence
statements are correct?

(a) a⊥⊥ f

(b) a⊥⊥ g

(c) b ⊥⊥ i|f
(d) d ⊥⊥ j |g,h
(e) i ⊥⊥ b|h
(f) j ⊥⊥ d

(g) i ⊥⊥ c|h,f

2. Consider two random variables x, y with joint distribution p(x,y). Show that:

Ex[x] = Ey

[
Ex[x|y]

]
Here, Ex[x|y] denotes the expected value of x under the conditional distribution p(x|y),
with a similar notation for the conditional variance.

3. Consider a Gaussian random variable x ∼N
(
x |µx, Σx

)
, where x ∈RD .

The random variable x is transformed according to

y = Ax+b+w , (1)

where y ∈ RE, A ∈ RE×D , b ∈ RE, and w ∼ N
(
w |0,Q

)
is independent Gaussian noise.

“Independent” means that x and w are independent random variables.

(a) Write down p(y|x).
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(b) p(y) =
∫
p(y|x)p(x)dx is Gaussian.1 Compute the mean µy and the covariance Σy .

Derive your result in detail.

(c) Now, a value ŷ is measured. Compute the posterior distribution p(x|ŷ).2
Hint for solution: Start by explicitly computing the joint Gaussian p(x,y). This
also requires to compute the cross-covariances Covx,y[x,y] and Covy,x[y,x]. Then,
apply the rules for Gaussian conditioning.

1affine transformation of the Gaussian random variable x
2This posterior is also Gaussian, i.e., we need to determine only its mean and covariance matrix.
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