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1. In the lectures it was claimed that

log

∫
p(X,Z)dZ = Eq(Z) log

p(X,Z)

q(Z)
+ Eq(Z) log

q(Z)

p(Z|X)

Derive this result

2. You are given that q(Z) factorises, so

q(Z) = q1(Z1)q2(Z2)...qM (ZM ).

Show that the functional derivative of the ELBO wrt one of the factors
qi(Zi) is given by

δ

δqi
ELBO =

∫
q1q2...qi−1qi+1...qM log p(X|Z)dZ1dZ2...dZi−1dZi+1...dZM−log qi(Z

′
i)+const.

3. In this question you are going to derive the results for the bi-variate Gaus-
sian, with a factored variational approximation.

You are given that z ∼ N

((
z1
z2

)
|
(
µ1

µ2

)
,

(
Λ11 Λ12

Λ21 Λ22

)−1)

(a) Write down log p(Z) in full. Note that you do not need to invert the
matrix to calculate the determinant. Leave your answer in terms of
things like (z1 − µ1) etc

(b) Write down all the terms of your previous answer that depend on z1.
This time expand all the brackets. You should have only 4 terms.

(c) Show that

log q∗1(z1) = − 1
2z

2
1Λ11+z1µ1Λ11−z1Λ12E(z2)+z1Λ12µ2+constant terms

(d) Complete the square in the expression above
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(e) Explain why
q∗1 ∼ N(z1|m1,Λ

−1
11 )

where
m1 = µ1 − Λ−111 Λ12(Ez2 − µ2)

(f) Use a symmetry argument to write down the other factor. Hence
write down the expectations and solve the equations to show the
result given in the lecture notes.

4. (a) Write down the definition of KL(q(Z), p(Z))

(b) Consider a region where p(Z) = 0. If you are free to choose q to
minimize KL(q(Z), p(Z)), explain why q(Z) must also equal zero in
this region

(c) Use your previous answer to explain why the variational method is
referred to as “zero forcing” and why it typically underestimates the
support of p

5. In this question you will derive q∗(µ,Λ) for the variational GMM. For
convenience we define the following:

Nk =
∑N

i=1
rik

x̄ =
1

Nk

∑N

i=1
rikxi

Sk =
1

Nk

∑N

i=1
rik(xi − x̄k)(xi − x̄k)T

Note that the second two quantities are just the empirical mean and co-
variance, weighted by the responsibilities, and the first is just the expected
number of points in each cluster.

Using the definitions for the variational GMM in slides, show that

q∗(µk,Λk) = N (µk,mk, (βkΛk)−1)W(Λk|Wk, νk)

where

βk = β0 +Nk

mk = 1
βk

(β0m0 +Nkx̄k)

W−1
k = W−1

0 +NkSk +
β0NK
β0 +Nk

(x̄k −m0)(x̄k −m0)T

µk = ν0 +Nk + 1

You may like to use:
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• The cyclic properties of trace: Tr(ABC) = Tr(BCA) = Tr(CAB)

• The fact that a scalar can be written as a trace of a 1x1 matrix

• The identity:

N∑
i=1

(ai − b)2 = N(ā− b)2 +

N∑
i=1

(ai − ā)2

with ā = 1
N

∑
ai

• Completing the square (for scalars)

A(x− a)
2

+B(x− b)2 = (A+B)

(
x− Aa+Bb

A+B

)2

+
AB

A+B
(a− b)2

and the equivalent expression for matricies
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