Tutorial 8: Solution

1. A simple procedure that contains the main steps in calculating P can be described as follows:

(a) Calculate the covariance matrix S of X

(b) Find the eigenvectors ® and eigenvaluesA of S;

(c) Order the eigenvector-eigenvalue pairs (A1, ¢1), (A2, P2) -+ (An, @) suchthat Ay > Ao -+ > A,
(d) Form the matrix P = P = [¢1, ¢2, - - - ¢1| where:

Y A/ i i = v

2. Assuming that the correlation matrix is written as:

S—[U” 012]

021 022

(a) The correlation matrix can be written:

_ { o11/(Vo11voy) 012/ (Vo113/04) ] _ [ I 04 ]
021/ (VO20V011) 022/ (VT29/055) 0.4 1
(b) Ay =100.16 Ay =0.84
0.040 0.999
© ¢1= [ 0.999 ] ¢2 = [ —0.04 ]
(d A1/(A1+ A2) =100.16/101 = 0.992
x9 completely dominates ¢; because of its large variance compared to xs.

0.707 0.707
e AM=14 A=06 ¢1= [ 0.707 } 02 = [ —0.707 ]

) M/ A+ X)) =14/2=0.7
When the covariance matrix is normalised into the correlation matrix the resulting variables x; and
x9 contribute equally to the principal components determined from R.

(g) This exercise demonstrates that the normalisation is not inconsequential. Variables should be nor-
malised if they are measured on scales with widely differing ranges. Otherwise, we should expect
a principal component with a heavy weighting of the variable with the relatively large variance.

DOC493: Intelligent Data Analysis and Probabilistic Inference Tutorial 8 2



