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Abstract. [Context/ Background]: With the increasing use of cyber-
physical systems in complex socio-technical setups, mechanisms that hold
specific entities accountable for safety and security incidents are needed.
Although there exist models that try to capture and formalize account-
ability concepts, many of these lack practical implementations. We hence
know little about how accountability mechanisms work in practice and
how specific entities could be held responsible for incidents. [Goal]: As
a step towards the practical implementation of providing accountability,
this systematic mapping study investigates existing implementations of
accountability concepts with the goal to (1) identify a common definition
of accountability and (2) identify the general trend of practical research.
[Method]: To survey the literature for existing implementations, we
conducted a systematic mapping study. [Results]: We thus contribute
by providing a systematic overview of current accountability realizations
and requirements for future accountability approaches. [Conclusions]:
We find that existing practical accountability research lacks a common
definition of accountability in the first place. The research field seems
rather scattered with no generally accepted architecture and/or set of re-
quirements. While most accountability implementations focus on privacy
and security, no safety-related approaches seem to exist. Furthermore, we
did not find excessive references to relevant and related concepts such as
reasoning, log analysis and causality.

Keywords: accountability, tools, literature review, survey, systematic
mapping study

1 Introduction

Traditionally, IT practitioners have aimed to avoid safety and security incidents
using preventive measures. In complex systems, however, it is often hard to enu-
merate and plan for possible contingencies. Besides, preventive measures gener-
ally require many additional resources and are expensive to implement [17]. As
a consequence, the focus of research has shifted towards alternative ideas like
detective security [23] or root cause analysis [24]. Detective security is inspired
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by how law enforcement works in the real world [26]: Speeding violations are not
prevented by technical means, e.g. by limiting the maximum speed of the car,
but by punishment if caught exceeding the speed limit.

To develop a broad and structured understanding of these and related issues
and research undertakings, we designed a mapping study with a focus on ac-
countability in the context of privacy, safety, and security. We thus survey the
literature of practical accountability implementations that address violations of
safety, security, and privacy requirements with the goal to identify the set of
existing methods and approaches. Our focus is on the post-mortem analysis of
unwanted events.

In terms of related work, Xiao et al. [30] investigate accountability in com-
puter networks and distributed systems. In contrast to their work, we focus on
implementations and do not restrict our study to computer networks. While Pa-
panikolaou and Pearson [19] give a cross-discipline overview of the term account-
ability, they focus on theoretical definitions and do not consider applications.

Our contribution is a systematic mapping study on accountability in the
context of privacy, safety, and security requirements. We identify which contribu-
tions were made over time, the various application domains, layers of abstraction,
technologies and protocols in implementing accountability in socio-technical sys-
tems. We find that even though there exist very few tools for accountability, it
is a growing area of research in different domains. All raw data of our study
can be found online [16]; see https://acc.in.tum.de/accountability_2016/

for a more interactive viewer of the data.

2 Methodology

We followed the five-step methodology laid out by Petersen et. al. [21]: (1) def-
inition of research questions (Section 2.1), (2) conduct search (Section 2.2), (3)
screening of papers (Section 2.3), (4) keywording using abstracts (Section 2.4),
and (5) data extraction and mapping process (Section 2.5). This section de-
scribes our instantiation of this methodology. All steps were conducted jointly
by the four authors of this paper. The later stages (screening, keywording and
mapping) were conducted using a custom written web tool, that offered all au-
thors a unified interface and functioned as a review tool. Figure 1 illustrates our
process.

https://acc.in.tum.de/accountability_2016/
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2.1 Definition of Research Questions

We were interested in answering the following research questions:

RQ1 What types of research papers have been published over the years?
RQ2 Which application domains have seen most implementations?
RQ3 Which underlying techniques/protocols are implemented by these tools,

at which layers of abstraction are these tools deployed and is there a trend?
RQ4 What do the underlying definitions of accountability have in common?
RQ5 Are prominent contributors recognizable? How are they related to each

other?

2.2 Paper Search

In accordance with our research questions, we constructed the search string
accountability AND (privacy OR safety OR security) AND (tool OR implemen-
tation OR application) and adapted it to the idiosyncrasies of each digital li-
brary. We limited our search to those technical domains, because we know that
accountability is a focus in those fields and because otherwise the result set bal-
loons, encompassing mostly papers covering (non-technical) management and
governance problems.

We obtained a basic set of publications from ACM [1] (73 results), IEEE
[2] (321), Scopus [3] (212) and Springer [4] (2591), as shown in Table 1, column
‘Raw’. As a first step, we stored the search results as CSV files. For this, IEEE
and Scopus provided CSV export functionalities, comprising authors, titles, and
abstracts. Springer’s export functionality did not include abstracts, hence we
used a simple script to access the abstracts from the publication’s URL. To
extract this information from ACM, we used the Zotero tool [5].

Due to the comparatively large amount of results returned by Springer, we
performed an initial screening step for all Springer results. We realized that a
large amount of those results did not feature the term “accountability” within
their abstract. We thus randomly selected 40 publications that did not refer to
accountability in their abstract. As it turned out that none of these publications
were indeed related to our study subject, we removed all Springer publications
that did not feature the term accountability in their abstract. For consistency,
we also did this check for the other sources, but had to remove no papers for
that reason. Further, Scopus is a meta-search engine that searches, amongst
other sources, also the three primary libraries. Scopus thus introduced duplicates.
After an additional screening for duplicates and removing them, we obtained
the dataset shown in Table 1, column ‘Cleanup’. To be consistent in the removal
process, we always kept the Scopus version of a paper. Hence for Scopus the
number of papers is the same in the columns ‘Raw’ and ‘Cleanup’.

2.3 Screening

We used a custom collaborative web tool to further screen the remaining 780
papers based on their title, keywords and abstract. In this step, we excluded
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Table 1: Dataset overview

Source Raw Cleanup Relevant

ACM 73 45 5
IEEE 321 201 25

Scopus 212 212 5
Springer 2591 322 10

Total 3197 780 45

all publications that (i) did not report a tool, implementation or application,
(ii) were not related to privacy, safety, or security, or that (iii) reported only an
idea, formalism or abstract framework. To ensure consistent decisions from all
reviewers, we had frequent meetings. The first meeting was scheduled after every
reviewer completed approximately 10 reviews, follow up meetings were held after
approximately 50 reviews per authors. The frequency of meeting slowly decreased
after the reviewers got more familiar with the screening process.

In practice, our web tool presented each paper randomly to two (out of four)
researchers, who then read the abstract and decided whether to include or ex-
clude the paper based on the above criteria. If the researchers’ decision was
unanimous, the paper was accepted (92 papers) or rejected (532 papers) accord-
ingly. In a second round, all 156 papers with disagreements were presented to
two additional researchers. Upon a clear majority of 3-1, the paper was accepted
(31 papers) or rejected (80 papers). After this phase, we manually identified and
removed 26 more duplicates.

In the following round, the 41 papers that had received a 2-2 draw were
discussed in the presence of all researchers and a final verdict was reached. In
this phase 25 papers were rejected. Overall, 117 papers proceeded to the next
phase of keywording.

2.4 Keywording

In the keywording phase, we classified the remaining 117 papers. For this, we
initialized our custom web tool with an intuitive set of keywords agreed upon by
discussion among the authors (e.g., security, monitoring, or cloud). These key-
words emerged from the authors’ experience during the initial screening phase.
We also added some keywords under the category of “sanity check” to further
exclude irrelevant papers. These keyword-categories were: “No implementation”,
“Not about accountability”, “Full text not available” (was never used) and “I
am not sure, I need help”. The last category was used if an author was not
sure and wanted to discuss the paper with another author. Each paper was then
keyworded by one author. Apart from the above initial keywords, each author
was able to create new ones on the fly. To ensure a common understanding of
the keywords, we again held regular meetings to discuss the keywords.

Despite the previous screening step, 66 papers had to be removed because
they (i) did not describe an implementation or (ii) were not about accountability.
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[31] Ahmed and Ahamad (2014) [32] Alexiou et al. (2013) [33] Ali and Moreau (2013)
[34] Ali et al. (2014) [35] Ali et al. (2013) [36] Asokan et al. (2013)
[37] Brzuska et al. (2014) [38] Cherrueau and Sudholt (2014) [39] Choi et al. (2005)
[40] Clifton and Fernandez (1988) [41] Dailianas et al. (2000) [42] De Oliveira et al. (2013)
[43] Fahl et al. (2014) [44] Flegel (2002) [45] Fugkeaw et al. (2007)
[46] Fugkeaw et al. (2009) [47] Haidar et al.(2010) [48] Jedrzejczyk et al. (2010)
[49] Kang et al. (2014) [50] Khalasi et al. (2012) [51] Ko et al. (2011)
[52] Ko and Will (2014) [53] Kuacharoen (2012) [54] Langheinrich (2002)
[55] Wonjun et al. (2009) [56] Lin and Chang (2009) [57] Masmoudi et al. (2014)
[58] Michalas and Komninos (2014) [59] Mivule et al. (2014) [60] Mortimer and Cook (2010)
[61] Naessens et al. (2005) [62] Pato et al. (2011) [63] Pearce et al. (2005)
[64] Pearson et al. (2009) [65] Popa et al. (2011) [66] Rubin (1995)
[67] Ruth et al. (2004) [68] Sriram et al. (2007) [69] Such et al. (2012)
[70] Such et al. (2013) [71] Chun et al. (2013) [72] Kang et al. (2010)
[73] Yang et al. (2010) [74] Gang et al. (2012) [75] Zhou et al. (2010)

Fig. 2: All papers part of this study. The full citations can be found online:
https://acc.in.tum.de/accountability_2016/study_papers.pdf

This is because in the initial screening process we were only deciding on the basis
of the papers’ titles, abstracts, and provided keywords. Since on this basis it was
often not clear whether a paper described an implementation or not, we decided
to accept papers if in doubt. After this process, 45 relevant research papers where
subject to our study as shown in Table 1, column ‘Relevant’, and Figure 2.

2.5 Mapping

During the mapping process, our web tool randomly and equally assigned the 45
accepted papers to the four researchers. Each researcher screened the full text,
categorized the paper, and gave a short rationale for the categorization. If the
paper did not fit into any existing categories, the researcher could create new
categories. All of the categories were shared by all researchers in a “tag-cloud”
(for example: Security, Efficiency, or Health Care) that was managed by our
collaborative web tool. During the process we had several meetings to discuss
new categories and unclear publications.

3 Findings

Types of research papers and distribution over the years (RQ1) Our
classification of the contributions is based on the classification scheme by Wieringa
et al. [28] which was applied to systematic mapping studies by Peterson et al. [21].
We classify the selected papers strictly according to their criteria, which are: Val-
idation Research, Evaluation Research, Solution Proposal, Philosophical Papers,
Opinion Papers and Experience Papers. Table 2 maps the selected papers ac-
cording to these criteria. We realize that all papers focus on solutions and their
evaluations. Note that our mapping study focuses on papers that report on tech-
niques that are actually implemented; we excluded meta studies. Hence, we find

https://acc.in.tum.de/accountability_2016/study_papers.pdf
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Table 2: Paper categorisation into research type facets; grouped by publisher

Category ACM IEEE Springer Others

Validation
Research

[43]

Evaluation
Research

[32,35,65,75] [31, 34, 38, 46, 51, 52, 55, 57, 71,
73]

[37, 39,44,61] [70]

Solution
Proposal

[48, 50] [33, 40–42, 45, 47, 49, 58, 60, 62,
64,66,68,72,74]

[36, 53,54,56,63,67,69] [59]
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Fig. 3: Number of papers over the years

no papers in the categories experience paper, opinion paper, or philosophical
paper.

To identify how the number of contributions developed over time, we analyzed
the papers according to their year of publication. Figure 3 shows the graph of the
distribution from 1988 to 2014, revealing that accountability implementations
started gaining interest in 1988 beginning with the work of [40]. For the first few
years until the year 2000, this area did not attract much attention with only three
papers in 12 years. There are several crests and troughs starting in the year 2000,
but the overall interest of the research community has been increasing. In fact, as
shown in Figure 3, every trough is at a higher level than the previous one. Since
2011, there has been a consistent growth in the number of implementations. It
is also notable that after the publication of the influential paper by Weitzner et
al. [26] (which, as a theoretical paper, is not subject of our study) in 2008, we
see relevant publications in every consecutive year.

Interpretation: The research types in the field of implemented accountability
approaches are validation, evaluation and solution approaches. It is no surprise
that the field started with solution approaches and moved over time to evalua-
tion approaches. The majority of publications in the years 2013 and 2014 are of
that type. We have seen only one validation approach. We assume over time the
focus of research will go towards evaluation approaches and ultimately valida-
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Fig. 4: Findings

tion approaches. Hence, the field evolves towards evaluation research, while we
see a clear gap in validation research. Though the initial work on implementing
accountability is by [40] in the year 1988, the field of accountability implementa-
tions started growing only from the year 2000, as shown in Figure 3. In summary,
contributions over the years indicate that accountability is (1) not yet a mature
field as indicated by the low number of tools and implementations, and (2) a
growing field of research with a consistent increase in the number of tools over
the last decade.

Application Domains (RQ2) To answer the second research question, we
classified the papers according to the targeted application domains. As shown
in Figure 4b, accountability concepts have been mostly implemented for the
cloud domain with 8 implementations [33,42,50–52,57,60,71]. Other important
domains are distributed data sharing (7 implementations [45,52,59,60,63,67,68]),
web applications (6; [38,47,49,58,72,74]), and health care (4; [31,34,35,59]). For
other domains we found at most two implementations.

Since the implementation of accountability mechanisms is a relatively new
area of research, there are many domains for which only single implementations
exist. These have been grouped as Others in Figure 4b and include web services,
ubiquitous computing, wireless networks, business organization, ecommerce, lot-
tery, insurance, grid computing and location based services.
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Interpretation: Cloud computing is en vogue. At the same time, it is one of
the application domains where most privacy and data protection concerns have
been raised. Distributed data sharing is another such domain. Encryption and
access control have been shown to be insufficient for addressing these issues in
remote computing and data sharing in general [26]. Hence, it is only obvious
that researchers are trying to address privacy and security issues by detective
enforcement viz. implementing accountability in these domains. An interesting
finding is that web applications and health care domains have not attracted equal
focus, especially health care where HIPPA (Health Insurance Portability and
Accountability Act of 1996) explicitly mandates accountability enforcements.

Underlying Techniques & Protocols (RQ3) As depicted in Figure 4c, we
found three different kinds of protocols that are leveraged by implementations
to achieve accountability.

Eight papers use network protocols [39,41,42,58,72–75] or cryptographic pro-
tocols [32, 34, 37, 39, 58, 63, 68, 74], while five papers make use of accountability
protocols [35,36,61,63,74]. Contrary to our expectation, data provenance proto-
cols are not commonly used for accountability implementations.

Since accountability is the focus of this study, we took a more detailed look
at the accountability protocols: [35] uses fingerprinting of wireless connection in
body area networks to later proof communication between two parties. [36] de-
scribes a system for friends to share resources and uses accountability to prevent
abuse. They use internet connection sharing as a use case. [61] treats a similar
problem, considering an anonymous e-mail service and providing accountability
in case a user abuses the system to commit criminal acts. [63] describes a proto-
col to resolve disputes about transactions in e-commerce systems. [74] proposes
the term “accountable anonymity” and uses an encryption scheme to build an
accountable and anonymous internet proxy.

Furthermore, we investigated which mechanisms and techniques are used to
implement accountability. As detailed in Figure 4d, we found that most solutions
are concerned with enforcement of policies (7 solutions [33,38,46,50,54,55,62]),
public key encryption schemes (7; [32,37,43,46,47,63,66]), anonymity (7; [32,44,
58, 61,63, 65, 74]), access control (6; [33, 36, 45,46, 55, 62]), and digital signatures
(6; [34,37,42,43,67,68]). Some tools also use authentication (3; [45–47]), prove-
nance graphs (2; [67,71]), and identity management (2; [55,69]) to hold entities
accountable in systems. 19 further mechanisms appeared in only one implementa-
tion each. These are represented as “Others” in Figure 4d and include certificates,
traces, pseudonyms, pseudonymity, log tamper resistance, time synchronization,
reputation systems, unlinkability, accountable anonymity, OLAP, questionnaire
and report generation, key management, resource description framework (RDF),
job-flow tracking, fault detection, monitoring, onion routing, decentralization,
and Shamir’s threshold scheme.

We further found that accountability mechanisms are mainly implemented at
the application layer (10 instances; [37,46,50,59–62,65,69,72]) and the network
layer (8; [34,39,47,52,58,63,72,74]), see Figure 4a. Few solutions are implemented
at the kernel layer (3; [40, 52,71]) and the file system layer (1; [44]).
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Interpretation: The underlying techniques in accountability implementations
are dominated by cryptographic protocols and network protocols. We found only
one implementation relying on data provenance and very few accountability-
centric protocols which combine, e.g., anonymity with accountability. In addi-
tion, we observed three overall trends in mechanisms offered within accountabil-
ity implementations. First, cryptography is dominating the field with, e.g., pub-
lic key infrastructures, signature-based solutions, and certificates. Second, access
control mechanisms are wide-spread. Either under the term access control or in
supporting topics such as policy-based approaches, authentication mechanisms,
or identity management. Third, privacy is a recurring theme in particular with
respect to anonymity. Further privacy goals such as pseudonymity and unlink-
ability are supported as well, but to a lesser extend. We sparsely encountered
further supporting mechanisms such as provenance and traceability.

Definitions of Accountability (RQ4) We scanned all 45 papers for the def-
inition of accountability. To find the definition, we searched the documents for
all occurrences of the term “accountability”. We then read the text before and
after the highlighted term and looked for a definition.

We found that 20 of the 45 papers provide no explicit definition of account-
ability. 17 papers provide their own definition, not taking other sources into
account. These definitions define accountability in terms of responsibility/ as-
signing blame (6), non-repudiation/ integrity (3), a-posteriori enforcement (3),
collect evidence (2), transparency (2), traceability (1).

Only 8 papers rely on a previously-published and peer-reviewed definition:

Anderson et al. [6] the “(...) ability to associate an action with the responsi-
ble entity”

Bhargav-Spantzel et al. [7] “(...) the ability of holding entities responsible
for their actions”

Brzuska et al. [8] “A sanitizable signature scheme satisfies non-interactive pub-
lic accountability, if and only if for a valid message/signature pair (m,σ), a
third party can correctly decide whether (m,σ) originates from the signer or
from the sanitizer without interacting with the signer or sanitizer.”

Ko et al. [18] who rely on [20] and use the definition from the “The Best Prac-
tices Act of 2010” (we, however, could not find the formulation in the original
source): “the obligation and/ or willingness to demonstrate and take respon-
sibility for performance in light of agreed-upon expectations.”

Pearson [20] relies on Weitzner et al. [26] and extends the definition of the
“Galway project”: “Accountability is the obligation to act as a responsi-
ble steward of the personal information of others, to take responsibility for
the protection and appropriate use of that information beyond mere legal
requirements, and to be accountable for any misuse of that information.”

Xiao [29] “Accountability implies that any entity should be held responsible
for its own specific action or behavior so that the entity is part of larger
chains of accountability. One of the goals of accountability is that once an
event has transpired, the events that took place are traceable so that the
causes can be determined afterward.”
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Fig. 5: Collaboration map. The size of nodes and author names corresponds with
the author’s number of papers (1–3) considered in this study.

These definitions, like the 17 definitions provided by the other papers, are not
peer-reviewed and rely on a common understanding of the (dictionary-)meaning1

of accountability.
Interpretation: It was surprising that no clear and accepted definition of ac-

countability emerged. We assume that the main reason for this is that it is a
common English word and everyone has some intuitive understanding of the
term. The lack of a clear definition and differentiation from other terms like
“responsibility” or “detection” hinders the scientific discourse and the compa-
rability of the approaches. We hope that in the future works will rely on a peer
reviewed definition of accountability and that thus trends and relations among
approaches will become more pronounced. Despite this, all definitions see ac-
countability as some form of a-posteriori mechanism to provide evidence and
ultimately assign blame or responsibility. It relies either on logs or some other
form of monitor.

Contributors and Relationships (RQ5)
Collaboration Networks. We analyzed the author networks of the selected

papers. First, we find that most authors feature only one publication on ac-

1 The Oxford dictionary defines accountability as “The fact or condition of being
accountable; responsibility”. For a more detailed discussion see [19].
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Table 3: Most influential researchers.

Name Institution Cit.

Siani Pearson HP Labs Bristol, UK 16
David L. Chaum Voting Systems Institute 14
Margo Seltzer Harvard University, Cambridge, MA, USA 13
Jan Camenisch IBM Research, Zurich, Switzerland 13
Markus Kirchberg National University of Singapore, Singapore 11
Kiran Kumar
Muniswamy-Reddy

Harvard University, Cambridge, MA, USA 9

Lorrie Faith Cranor Carnegie Mellon University, Pittsburgh, PA, USA 9
Elisa Bertino Purdue University, West Lafayette, Indiana, USA 8
Uri J. Braun Harvard University, Cambridge, MA, USA 8
Gene Tsudik University of California, Irvine, California, USA 8
Anna Lysyanskaya Brown University, Providence, RI, USA 8
Wade Trappe Rutgers University, Piscataway, New Jersey, USA 7
Ian T. Foster University of Chicago, Chicago, IL, USA 7
Peter Macko Harvard University, Cambridge, MA, USA 7
Susan Hohenberger Johns Hopkins University, Baltimore, MD, USA 7

countability implementations, as indicated by the size of the nodes in Figure 5.
13 authors feature two publications, while only one author features three. For
the authors with at least two publications, we found that the corresponding
papers are closely related follow-up papers. As also indicated by Figure 5, the
analyzed author network is very scattered. The authors of accountability tools
do not collaborate across research groups. Again, the only papers published by
the same authors are [34, 35], [45, 46], and [51,52,71] all of which are a series of
papers.

These results lead us to the conclusion and hypothesis that the field of ac-
countability implementations would greatly benefit from more systematic col-
laborations and research among the identified researchers.

Most Influential Researchers. We further analyzed the references of the 45
selected papers. Our goal was to find out whether they share common literature
that is essential for the understanding and implementation of accountability
mechanisms. Because some authors made heavy use of self citations, we decided
to exclude any self references. We realized that there exist some researchers that
are cited across many of the study papers. Table 3 shows those researchers that
were cited at least seven times.

Interpretation: In contrast to the theoretical discussions of accountability,
where we often find citations to papers like the one by Weitzner et al. [26]
or Feigenbaum et al. [12], there are no especially noticeable contributors. We
assume that there are more prominent works on topics related to (but not called)
accountability, like fault localization or root cause analysis. This suggests that a
clear and thorough overview of the whole field of computer science is needed. This
should then yield to a clearer definition and taxonomy of the term accountability
and its related concepts.



12 Severin Kacianka, Kristian Beckers, Florian Kelbert, Prachi Kumari

4 Synthesis

4.1 Definition of Accountability

One of the main motivation for us to conduct this mapping study was to come to
a unified definition of accountability. We originally anticipated that most papers
would agree on a specific definition; we assumed it would be the definition of
Information Accountability as given by Weitzner et al. [26]. We did not expect
that most papers would use the term without any definition or that so many pa-
pers would use ad-hoc definitions. Yet, this diversity of definitions also highlights
the different facets of accountability and can serve as a basis for a more general
definition. Analyzing all given definitions, we can identify five main themes:

1. Accountability should associate (or link) actions to entities (often individu-
als).

2. This link should then be used (often by a neutral third party) to hold the
entity responsible for that action (often the terms blame and punish are
used).

3. All definitions implicitly rely on some notion of log that is complete, tamper-
proof and available to the neutral third party.

4. Another implicit assumption is that the log data can be used to reason about
the events that have transpired.

5. All definitions only consider single systems. There is no notion of “dis-
tributed” accountability in those definitions.

Considering these aspects, we propose the following work-in-progress defini-
tion of accountability:

1. Accountability is a property of a system or a collection of systems and is
ensured by an Accountability Mechanism.

2. An Accountability Mechanism is part of an Accountable System and reasons
over a tamper-proof log to link effects of that system to entities.

3. An entity is (partially) accountable for a given effect if an Accountability
Mechanism can prove a causal link between the entity’s action and the given
effect.

4. The set of entities accountable for a given effect is the set of all entities
for which an Accountability Mechanism can prove a causal link between the
entities’ actions and the given effect.

4.2 Future Research Directions

We identified two main observations from the 45 study papers:

1. Preventing unwanted behavior is increasingly difficult in distributed and
highly interconnected systems.

2. The impact of any unwanted behavior of computer systems increases with
their adoption.



How Accountability is Implemented and Understood in Research Tools 13

The first observation is corroborated by the domains that accountability
mechanisms are mostly used in: cloud computing, distributed data sharing and
web applications are all highly distributed systems. The use for accountability
in a single user system is limited: as long as the system is not faulty, any effect is
the result of its sole user’s actions. Consequently, we expect a rising demand for
accountability and its implementations in the fields of cyber-physical systems,
smart systems, and similar fields where devices are only now being connected
to form a wider Internet of Things. Indeed, a recent position paper by Datta
et al. [11] calls for exactly such mechanisms to enhance the security of cyber-
physical systems.

The second observation is best illustrated with the surprisingly high number
of papers from the health care and medical domain. In our opinion, this can be
explained with the legal risks and liabilities within the field. Medical devices are
highly regulated and malfunctioning can be a serious threat to life and limb.
If a pacemaker malfunctions, it is impossible to simply reboot the system or to
restore the last backup. Similarly, computer systems already control cars, drones
and hydro-dams. Any malfunctioning can have serious consequences and thus a
high risk of legal action. In such a case the operator (and often also regulatory
bodies) want a clear trace of accountability.

5 Threats to Validity

There are three main threats to validity of this mapping study: the selection of
papers, our potential bias when reviewing and categorizing the papers, and the
timeliness of the data.

Selection of papers. By limiting our study to the term “accountability”, we
might have missed papers that implement similar concepts but refer to them by
different terms (e.g., “black box” or “root cause analysis”). We made our choice
based on experiences of existing research. Petticrew and Roberts [22] highlight
that the two main issues in conducting a literature survey are the sensitivity
and specificity of the search. The sensitivity refers to the number of relevant
publications of a search. Specificity describes the number of irrelevant studies of
a search. The aim is to have a high sensitivity and a low specificity of a search.
Synonyms may increase the sensitivity, but it also increases the specificity. Pre-
vious experiences of literature studies advocate simple search strings and limited
synonyms to achieve an optimal trade-off between specificity and sensitivity [25].

Potential bias. It is possible that we collectively misclassified some papers.
We countered this with a multi-staged voting process and took special care that
every paper was reviewed by at least two different researchers. Furthermore, an
inherent limitation of mapping studies is the superficial review of the source
literature. Especially in the early stages we only looked at the abstract of a
paper and not at its content. In the later stages, however, we examined each
paper more carefully.

Timeliness of data. A well-known problem with literature reviews is that
they are quickly outdated. The present data was gathered in 2015 and contains
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works up to the year 2015. This means that any more recent works are not
part of our dataset. A recent (June 2017) manual check of the publishers’ dig-
ital databases with study’s search string returned one additional survey about
accounting in content distribution networks [10] and some additional implemen-
tations in the field of e-health [13,14,27] and cloud computing [9,15]. While this
search was not backed by a systematic process, we have not found any indication
that our study’s conclusions need revision. On the contrary, this cursory search
seems to confirm our findings.

6 Conclusion & Future Work

Through this systematic mapping study, we establish the state of the art in
accountability implementations and tools.

We have considered only those papers that describe an implementation. We
did not consider contributions that described, even if in detail, how the ideas
could be implemented. In this context, an interesting finding is that none of the
papers have evaluated their tools for performance. This is important because one
key factor that could limit the usefulness of accountability mechanisms is per-
formance efficiency. The reason is that the origin of unwanted events is typically
tracked using logging and analysis of “interesting” system events. Depending on
the complexity of the analysis algorithm and the size of the logs, accountability
implementations could be very expensive in terms of computation. It would help
to get an insight into how the existing implementations perform and if the con-
cepts can be reused in domains where real-time processing is needed, e.g., the
automotive domain.

Another identified gap is the missing link between the high-level unwanted
events that take place in an environment (e.g., personal and medical data is
leaked in a Healthcare domain application) and the low-level unwanted events
that are logged in the running technical systems (e.g., system calls reading from
confidential files and writing to a socket in a network connection). It is important
to establish this link because unwanted events are extracted from high-level
requirements of privacy, security and safety properties and there is no universally
agreed upon semantics of the relevant high-level events (e.g., data leak) in terms
of low-level technical events (e.g., system calls writing to sockets). Though this
gap has been filled in the context of preventive enforcement of usage control, it
is not clear how this could be done for accountability.

One of our goals of this study was to identify which properties are often con-
sidered in combination with accountability. We found that security and privacy
are most often considered along with accountability. Other important properties
are integrity, provenance, trust, legal compliance, confidentiality, transparency,
traceability, auditability and non-repudiation. While most papers consider more
than one of these properties, an interesting finding is that none of the papers
implement a safety property. This discovery points out a gap in the work on
accountability for safety-critical systems.
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We were also surprised that relevant concepts like reasoning, log analysis and
causality did not feature prominently in the result set. Current accountability
technologies focus mainly on preventive concepts (policies and access control)
or authenticity/Non-repudiation (public key infrastructures, anonymity and sig-
natures). At the high-level view of this mapping study we could not reliably
identify an a-posteriori approach. We believe that this needs to change in the
future: While it is feasible to manually analyze the logs (flight recorders) the
few times a year an aircraft crashes, it becomes infeasible when multiple drones
crash every day.

Our conclusion is that though accountability concepts have been around for
quite some time, this area has not seen enough implementations, especially of a-
posteriori approaches. At the technical level, there exists no generally accepted
architecture and we did not come across contributions that give insights into
acceptability issues like usability, scalability, etc. At the methodological level,
there are no processes for deriving accountability-specific requirements. Thus,
there is plenty of room for developing accountability infrastructures.
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8. Brzuska, C., Pöhls, H.C., Samelin, K.: Non-interactive public accountability for
sanitizable signatures. In: Public Key Infrastructures, Services and Applications,
pp. 178–193. Springer (2012)

9. Chen, H., Tu, S., Zhao, C., Huang, Y.: Provenance cloud security auditing system
based on log analysis. In: 2016 IEEE International Conference of Online Analysis
and Computing Science (ICOACS), pp. 155–159 (2016). DOI 10.1109/ICOACS.
2016.7563069
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