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Intention recognition has significant applications in ambient intelligence, as-

sisted living and care of the elderly, games and intrusion and other crime de-

tection. In this chapter we explore an approach to intention recognition based 

on clustering. To this end we show how to map the intention recognition 

problem into a clustering problem. We then use three different clustering al-

gorithms, Fuzzy C-means, Possibilistic C-means and Improved Possibilistic 

C-means. We illustrate and compare their effectiveness empirically using a 

variety of test cases, including cases involving noisy or partial data. To our 

knowledge the use of clustering techniques for intention recognition is novel, 

and this chapter suggests it is promising. 

1.   Introduction 

Intention recognition (IR) is the problem of recognising the intentions1 of an agent 

by (incrementally) observing its actions. Plan recognition goes further than intention 

recognition, and additionally attempts to recognise the plan (sequence of actions, 

including some not yet observed) the observed agent is pursuing.   Many applica-

tions of intention recognition have been explored, including Unix-based help facili-

ties and story understanding, in its earlier years, and ambient intelligence, elder care, 

e.g.
20,11,21

, computer games, e.g.
5
, prediction of military maneuvers, e.g.

19
, and crim-

inal intent detection, e.g.
10,14

, more recently.  

Ambient intelligence (AMI) environments must be capable of anticipating the 

needs, desires and behaviour of their inhabitants
1
 in order to provide suitable sup-

port to the inhabitants. Intention recognition can make a significant contribution to 

AMI systems by enabling and enriching their anticipatory capabilities. 

Various techniques have been used for intention recognition. The most common 

are logic-based
2,8,23

, case-based
7
 and probabilistic approaches

4,20,11
.  

                                                           
1  In this chapter we use intention and goal synonymously. 



In this chapter we explore the use of clustering techniques for intention recogni-

tion.  Clustering or cluster analysis is the task of classifying objects into groups in 

such a way that the objects in each group are more “similar” to one another than to 

objects outside the group. Clustering is more commonly applied to pattern recogni-

tion, image analysis, information retrieval, and bioinformatics. To our knowledge 

the application of clustering to intention recognition is novel. 

In order to apply cluster analysis, the intention recognition problem has to be 

crafted as a clustering problem. Intuitively the fundamental functionality of an IR 

system is to classify observed actions into intentions (and plans to achieve inten-

tions). Thus actions “related” to one another, according to some suitable criteria, 

have to be grouped within clusters identifying potential intentions.  

In order to map intention recognition to a clustering problem, we have to over-

come several difficulties.  For example clustering is usually applied to elements 

modeled in Euclidean spaces. Thus we must map plans and actions to a format suit-

able for clustering, and we must do so in a robust fashion that can deal with noisy 

and partial data. To this end we need to devise a measure of “relatedness” or “simi-

larity” between actions, and we need to devise a way of interpreting the result of the 

clustering, to associate an intention with each cluster, and a ranking with each inten-

tion indicating its likelihood, given some observed actions. 

In the following sections, after presenting separate backgrounds for intention rec-

ognition and clustering, we discuss how we can overcome the difficulties mentioned 

above, to build a bridge between the two fields of intention recognition and machine 

learning via clustering, with promising results. We show how three clustering algo-

rithms, Fuzzy C-Means, Possibilistic C-means and Improved Possibilistic C-means, 

can be applied to intention recognition, and we compare them empirically.   

2. Background 

2.1. Intention Recognition 

The input to an intention recognition system usually consists of a sequence of ob-

served actions (actions executed by an agent whose intention is being determined), 

and either a plan library, providing plans for intentions, or an action theory describ-

ing the semantics of actions in terms of their pre- and post-conditions. The task of 

the intention recognition system then is to determine the most likely goal(s) the ob-

served agent is trying to achieve by the actions that have been observed so far and 

others most likely yet to be executed. This is summarised in figure 1. 

Cohen, et al.
6
 classify intention recognition as either intended or keyhole. In the 

former the actor wants his intentions to be identified and intentionally gives signals 

to be sensed by other (observing) agents. In the latter the actor does not care wheth-

er or not his intentions are identified; he is focused on his own activities, which may 

provide only partial observability to other agents. This latter will be the most com-

mon case in AMI scenarios, for example in the home environment. 

http://en.wikipedia.org/wiki/Pattern_recognition
http://en.wikipedia.org/wiki/Pattern_recognition
http://en.wikipedia.org/wiki/Image_analysis
http://en.wikipedia.org/wiki/Information_retrieval
http://en.wikipedia.org/wiki/Bioinformatics


Intention recognition has been an active area of research for many years, and sev-

eral approaches and applications have been proposed.  For example, Demolombe 

and Fernandez
8
 use logic-based specifications of macro-actions written in Golog

18
, 

Sadri
23

 and Hong
13

 map reasoning about intentions with logic-based theories of cau-

sality into problems of graph generation and path finding, Geib and Goldman
11

 use 

probabilistic techniques and plan libraries specified as Hierarchical Task Networks 

(HTNs), and Geib and Steedman
12

 cast intention recognition as a parsing problem. 

They map Hierarchical Task Networks into context-free grammars, and use parsing 

techniques to group together individual observations into structures that are mea-

ningful according to the grammars. A survey of the logic-based approaches can be 

found in
22,24

. 

 

 
 

Fig. 1.  Intention recognition 

 

2.2.  Clustering Techniques  

Clustering is an unsupervised learning technique and involves the task of classifying 

objects into groups in such a way that the objects in each group are more “similar” 

to one another than to objects outside the group. Clustering involves several steps 

shown in figure 2. These steps will be elaborated later in the context of intention 

recognition.  

 

 

 

Fig. 2.  Clustering procedure 
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Clustering algorithms may be exclusive (or hard), classifying objects into non-

overlapping clusters, or fuzzy allowing overlapping clusters, where each object be-

longs to each cluster to a certain degree. They can also be hierarchical or partition-

al. Hierarchical approaches proceed successively by either merging smaller clusters 

into large ones, or by splitting large clusters into smaller ones. The end result of the 

algorithm is a tree of clusters called a dendrogram, which shows the hierarchical 

relationship between the clusters. By cutting the dendrogram at a desired level, a 

clustering of the data items into groups is obtained. Partitional approaches, on the 

other hand, directly divide the data into a pre-determined number of clusters. 

For our work we have chosen the basic C-means clustering algorithm
9
 and two of 

its refinements
17,26

. All three algorithms are fuzzy and partitional. These types of 

algorithm seem more appropriate for the application of intention recognition than 

hard or hierarchical types, because of the following reasons. Firstly an action may 

be part of a plan for achieving more than one intention, thus the suitability of fuzzy 

techniques. For example getting milk from the fridge may be an action in a plan for 

making tea and a plan for making porridge. Secondly, in common with all other 

intention recognition algorithms we assume that there is a pre-determined set of 

possible intentions that the algorithm can recognise, and thus the suitability of parti-

tional clustering techniques. 

The similarity measure used for clustering is dependent on the domain of the data 

and the feature extraction applied. For instance, when data entries are represented as 

points in a Euclidean space, each dimension represents a feature that has descriptive 

power, and the Euclidean distance can be used as a way to compare proximity of 

two points. If the clusters involve a sufficiently small number of dimensions they 

can be plotted and visualized. For example one may produce a feature space of 

points representing different water samples across the country. Each dimension can 

represent the percentage of a particular chemical in the sample. Then one may apply 

clustering to detect areas that share common water types.  

There are cases, however, where the number of dimensions/features can be high. 

Then dimensionality reduction is attempted by combining or transforming features 

or by removing features that have less discriminatory power. A number of feature 

extraction techniques are available, including Principal Component Analysis
15

, Iso-

map
25

, and Laplacian Eigenmap
3
.  

We have chosen the Laplacian Eigenmap technique because it is efficient and 

popular, and, crucially, it ensures that points close to each other with respect to the 

chosen similarity measure will be close to each other in the low dimensional space. 

3. The Intention Recognition Task 

We focus on the task of recognising the intention(s) of a single agent and cover both 

the intended and keyhole cases. The agent may have multiple intentions and may be 



interleaving action executions in pursuit of these intentions, and may make mis-

takes, or the sensor data may be faulty. Moreover, the agent may miss some relevant 

actions, or the sensors may miss recording them. Thus the data of executed actions 

may be partial and imperfect.  We assume we have a library of plans. 

 

Definition 1:   Plan 

A plan is a (non-empty) sequence of actions and is associated with an intention.  

In effect a plan for an intention denotes the sequence of actions the execution of 

which will achieve the intention. An intention may have more than one plan, an 

action may occur in none, one or several plans, possibly for different intentions, and 

an action may be repeated in a plan. Example 1 shows a simple plan library consist-

ing of plans for three intentions.  

 

Example 1:   
Intention I1: Make Tea  Plan 1:  1, 2, 3, 4, 5  

Intention I2: Make Cocoa Plan 2:  1, 2, 6, 7, 5 

Intention I3: Make Breakfast Plan 3:  1, 8, 9, 10, 11  

 

where the numbers correspond to actions as follows: 
 

1 2 3 4 5 6 7 8 9 10 11 
get 

milk 

get 

cup 

put tea-

bag in 

cup 

pour 

boiled 

water 

in cup 

add 

milk 

to cup 

boil 

milk 

 

put 

cocoa 

in cup 

get 

bowl 

put 

cereal 

in bowl 
 

pour 

milk 

in 

bowl 

add 

sugar to 

bowl 

 

 

We observe the actions of an agent. 

 

Definition 2:  Observations, Partial and Noisy Observations 

Observations are sequences of actions (executed by the agent whose intention is 

being determined). We assume the observed actions are ground (variable-free), and, 

as in plans, for simplicity, we denote them by numerical identifiers. 

Observations can be partial, in the sense that we may not observe every action 

that the agent executes. Observations may be noisy, in two different senses. Firstly, 

due to sensor or action recognition faults, we may observe actions incorrectly. Se-

condly, the agent, due to forgetfulness or confusion may execute an action by mis-

take, or may execute an action towards an intention that he later abandons. 

 

Example 2:  Given the plans above, sequence S1, below, is a partial sequence of 

observations, S2 is noisy, and S3 is an interleaved partial sequence that goes to-

wards achieving both intentions 1 and 3 (quite a likely sequence when one is prepar-

ing breakfast!).  

S1= 1; 6 S2= 1; 2; 12; 3    S3= 1; 2; 8; 3; 9.  



 

In section 4 we report results obtained for noisy and partial observations. We have 

also obtained similar results for interleaved observations. But, as space is short, we 

ignore interleaved observations in the remainder of the chapter. 

Given a set of intentions I={I1, I2, …, In}, a library L of plans for these intentions, 

a sequence of observed actions A= A1; A2; …; Ak, the intention recognition task is 

to identify a subset I’ of I, of the most likely intentions in I associated with A, ac-

cording to the library L. As the sequence of observed actions grows the set of most 

likely intentions may change.  

It may help to note that in the special (and easy) case, where we have complete 

and “perfect” (i.e. not noisy, partial or interleaved) observations A1; …; Ai; Ai+1; …; 

Ar;… ; As; ... ; Am, then I’={J1, J2, …, Jp}, such that  A1; …; Ai is a plan for achiev-

ing J1, Ai+1; …; Ar is a plan for achieving J2,  …  and  As; …; Am is a plan for achiev-

ing Jp. 

 In the next sections we refer to a slightly more elaborate library of plans than in 

example 1. This library is given in table 1. There are three intentions, each with 

three plans. The actions are represented by numerical identifiers. Thus, for example, 

the first plan for Intention 1 is the sequence 11; 5; 11; 9; 12; 3. These numbers are 

not related to example 1. 

 

Table 1.   A Library of plans. 

         Intention 1         Intention 2       Intention 3 

Plan 1 Plan 2 Plan 3 Plan 4 Plan 5 Plan 6 Plan 7 Plan 8 Plan 9 

11 11 11 2 2 2 10 10 10 

5 5 5 1 1 1 6 6 2 

11 11 11 4 4 2 2 2 2 

9 9 2 5 11 5 8 11 8 

12 4 12 12 4 12 8 4 8 

3 3 3 9 9 9 7 7 7 

 

 

4. The Intention Recognition Task as a Clustering Problem 

To apply clustering to intention recognition we have to follow a number of steps.  

First we use the information in the plan library to cluster actions that occur in plans. 

In order to achieve this we have to invent an appropriate similarity metric for ac-

tions. The similarity metric is used to provide a pairwise similarity matrix.  To this 

matrix we apply the Laplacian Eigenmap technique, which will then allow us to 

visualise the resulting clusters and identify their prototypes (centroids). Thus we 

will obtain a membership matrix giving the likelihood of each intention given an 



observed action. Finally with each incoming observed action this membership ma-

trix is used to compute the accumulated likelihood of each intention. These steps are 

summarised in the following diagram. 

 

 

Fig. 3.  Flow chart of proposed algorithm 

 

Below we describe the main components of the algorithm. 

4.1. Similarity Calculation for Actions 

Normal similarity metrics, such as Euclidean distance and Mahalanobis distance, are 

not suitable for intention recognition since we do not have a coordinate system for 

actions. Instead, we propose a new similarity measure W(i, j) between two actions i 

and j, as follows: 
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where P(i) denotes the set of plans that include action i, and freq(i, j) denotes the 

maximum number of times the two actions i and j occur together in any plan. The 

term freq(i, j) acts as a weight, so that if a pair of actions occurs many times in a 

plan, their relationship (similarity) will be stronger. The term  

|P( )  ( )| / | ( )  ( )| has the effect  that a pair of actions is similar if they co-

occur in a large number of plans, but not if either of them appears in many plans (if 

an action is present in many plans, it is considered to be an untypical action).  An 

analogy could be the prominence of words such as “a” and “the” in the English lan-

guage, and their lack of usefulness when it comes to identifying topics of a docu-

ment, for example. 

 

Example 3: The similarity between actions 3 and 5 in table 1 is           . This 

is because the number of plans containing both actions 3 and 5 is 

|P(3) P(5)|=|Plan1, Plan2, Plan3|=3, the number of plans containing either action 

                                                  and the maximum fre-

quency is            . 

4.2. Application of Laplacian Eigenmap 

After obtaining the similarity measure between pairs of actions, we use the Lapla-

cian Eigenmap on the W matrix to extract useful and typical features from the data. 

The Laplacian Eigenmap technique is commonly used for clustering, and we omit 

the details here for lack of space. Suffice it to say that the technique solves the fol-

lowing minimization problem: 

      
 

 

 
        

 

   

          
 

     

       

 

where D is a |W|×|W| diagonal matrix where each element is the summation of the 

respective column of W, L=D−W is the Laplacian matrix and f is a mapping from 

original space W to a new space which minimises this equation. This optimisation 

problem is equal to solving the generalized eigenvalue problem Lf=λDf, where λ is 

the eigenvalue. 

These considerations can be related to the problem of intention recognition as fol-

lows. For a large value of similarity W(i, j), the mapping aims to minimise the dis-

tance between i and j in the new space, which means actions i and j should be close 

in the new space. On the other hand, a small value of similarity W(i, j) will incur a 

heavy penalty in the objective function, resulting in the two points being far from 

one another. 

 



Example 4:  Table 2 shows Eigenvalues  1, 2, 3 for actions 1-5, related to the plans 

in table 1 and the similarity metric of section 4.1. 

Table 2.    Laplacian Eigenmap. 

Action 1 2 3 

1 0.1690 0.1355 0.3829 

2 0.1690 -0.0385 0.1308 

3 0.1690 0.1667 -0.3825 

4 0.1690 0.0625 0.1223 

5 0.1690 0.1637 -0.0925 

 

4.3. Clustering: Fuzzy C-Means (FCM)  

FCM
9
 is based on the minimization of an objective function defined as:  

                   
 
   

 

   

 

   

 

where N is the number of data points in the dataset, c is the pre-determined number 

of clusters, X           is the dataset matrix,            is the fuzzy member-

ship matrix,    ∈[0,1] is the membership degree of the j-th data in the i-th cluster, 

     
 
     ,             is the cluster prototype (centre) matrix,  ∈       is 

the weighting exponent (fuzzy index) which determines the fuzziness of the clusters 

and is usually set to 2,      is the distance measure between data    and cluster pro-

totype   . Typically, an  2 norm distance              
 
        

 
     

    is used, where A is the norm-inducing matrix, usually taken to be the identity 

matrix.  

Statistically, the objective function can be seen as a measure of the total variance 

of X  from   . The minimization could be solved by using a variety of methods for 

nonlinear optimization problems. 

The application to intention recognition produces clusters corresponding to the 

intentions in the plan library, one cluster for each intention. Figure 4 is based on the 

plan library of table 1. It shows (fuzzy) clusters and their prototypes resulting from 

the application of FCM and Laplacian Eigenmap visualization using eigenvectors 2 

and 3 of table 2 (extended for all the actions). The bottom right (blue) cluster cor-

responds to intention 1, the top right (red) cluster corresponds to intention 2, and the 

left (yellow) cluster corresponds to intention 3. The cluster prototypes are denoted 

by hollow circles. 



 

 

Fig. 4.  Laplacian Eigenmap visualization using two eigenvectors 

4.4. Intention Recognition and Membership Matrix 

The iterative clustering algorithm, illustrated by fuzzy c-means above, provides not 

only the clusters, but also a membership matrix showing the probability of the 

membership of each action in each cluster. Table 3 shows the membership matrix 

based on the working example of table 1 and the clusters in figure 4. The member-

ship matrix is then used to accumulate scores for the intentions as actions are ob-

served.  

Given a sequence of actions, we simply sum up the membership values of these 

actions for each intention. The intentions with the highest scores are the most likely 

intentions.  Figure 5 shows how the scores of the intentions changes as more actions 

are observed. The lines in the graph from top to bottom correspond to intentions 1, 2 

and 3, respectively.  
 

 

 

 



Table 3.    Membership matrix. 

Action  

Intention 

1 2 3 4 5 6 7 8 9 10 11 12 

1 0.1135 0.0888 0.8185 0.0194 0.7797 0.0062 0.0012 0.0115 0.0446 0.0012 0.9710 0.4288 

2 0.7563 0.7054 0.0887 0.9605 0.1545 0.0064 0.0014 0.0168 0.9273 0.0014 0.0147 0.4670 

3 0.1302 0.2058 0.0928 0.0201 0.0657 0.9874 0.9974 0.9717 0.0281 0.9974 0.0143 0.1042 

 

 

 

Fig. 5.  Incremental intention recognition 

4.5. Other Clustering Algorithms 

4.5.1. Possibilistic C-means (PCM) 

A problem with FCM is that noise points usually lie far but equidistant from the 

cluster prototypes and are given equal membership values for all clusters. But such 

points should be given very low (even zero) value in each cluster.  The Possibilistic 

C-Means
17

 has been designed to overcome this problem. PCM relaxes the fuzzy 

membership matrix constraint     
 
      to obtain a “possibilistic” membership 

constraint,       
 
     . The objective function for PCM is defined as: 



                   
 
   

 

   

 

   

    

 

   

        
 

 

   

  

where  

    
      

 
   

 
   

      
  

   

       

is the scale parameter at the i-th cluster. K is typically chosen to be 1. The first term 

of the objective function demands that the distances from data to the cluster proto-

type be as low as possible, whereas the second term forces the     to be as large as 

possible to avoid trivial solutions. The value of    determines when the membership 

value of a point in a cluster becomes 0.5.  

Table 4 illustrates how PCM can give a different result compared to FCM, as-

suming a dataset with two noise points, A and B, and two clusters, where FCM 

would give values of 0.5 for the membership of each noise point in each cluster, and 

PCM can be more discriminating. 

Table 4.    Membership value of point A and B from FCM and PCM. 

Membership value 
FCM PCM 

Cluster 1 Cluster 2 Cluster 1 Cluster 2 

Point A 0.5 0.5 0.1363 0.1363 

Point B 0.5 0.5 0.0586 0.0586 

 

 

4.5.2.  Improved Possibilistic C-means (IPCM) 

 

Although PCM improves on FCM it can cause coincident clusters, i.e. two or more 

cluster prototypes can settle at the same position. In order to solve this problem 

Zhang and Leung
26

 proposed an improved PCM algorithm which integrates FCM 

into the objective function. This combination can determine proper clusters as well 

as achieve robustness against noisy data. The improved PCM algorithm is derived 

directly from the possibilistic approach.  The objective function of IPCM is defined 

as: 

         
                  

   
 
  

     
   
 
  

            
   
 
  
 

 

   

 

   

 



For further details we refer the reader to
26

. 

5. Empirical Results 

5.1. Test Data  

Two inputs are required for the intention recognition algorithm, namely the plan 

library and a sequence of observed actions to be classified. Regarding the plan li-

brary, many parameters can be varied. We vary two, plan diversification (PD), that 

is how similar the plans for each intention are to each other, and intention related-

ness (InR), that is how similar the plans for an intention are to plans for other inten-

tions.  PD ranges from 0 to 1, such that for example, if it is 0.1 and the plan size is 

100, then any two plans aiming for the same intention differ in 10 actions. For InR, 

the plans for different intentions consist of actions randomly chosen from an action 

set according to the Gaussian distribution  (μ, 
2
). For example, if the actions set 

has 100 actions and the three Gaussian distributions are  (25,5),  (50,5),  (75,5), 

the generated plans may have most of the actions around action 25, 50 and 75. The 

variance  2
 determines the relatedness between different intentions.  

Regarding the observed actions again several parameters can be varied. We vary 

two, the degrees of noise and partiality. We vary the noise parameter from 0 to 1, 

where 0 means there is no noise in the observed actions, while 1 means the whole 

sequence is randomly generated. Similarly, we vary the partiality parameter from 0 

to 1, corresponding to the ratio of missing actions in the sequence.   

We use an action set with 500 different actions, 3 intentions, each with 3 plans, 

and each plan having 150 actions. For intention relatedness we use three Gaussian 

distributions  (125,75),  (250,75),  (375,75). For each intention, its plans are 

formed from actions randomly picked from the action set according to the distribu-

tion of the intention. 

5.2. Experiments 

5.2.1.  Effectiveness of all Three Clustering Algorithms 

We use 9 sequences of observed actions, OA1-OA9, such that OA1-OA3 are pre-

dominantly related to intention 1 (I1), according to different plans of I1, OA4-OA6 

to intention 2 (I2) and OA7-OA9 to intention 3 (I3). Table 5 shows the result for the 

most basic case where OA1-OA9 are non-noisy and non-partial. The plan diversifi-

cation is 0.5. The figures in the table show the likelihood of each intention given the 

observation (likelihoods multiplied by 10 for easier readability). As shown the re-

sults are good. Similar results are obtained with noisy and partial observations for 

all three algorithms for all plan diversifications we tried (0.2, 0.5, 0.8). Some of 

these additional results are further illustrated in the next section. 



Table 5.    Performance of the three clustering algorithms with non-noisy and non-partial observations, 

with plan diversification 0.5. 

 

  OA1 OA2 OA3 OA4 OA5 OA6 OA7 OA8 OA9 

FCM I1 118.34 102.93 105.34 18.75 21.48 22.66 12.30 24.50 19.55 

 I2 18.68 26.78 22.06 110.24 105.06 98.41 19.55 17.26 24.65 

 I3 12.98 20.29 22.60 21.01 23.46 28.93 118.14 108.24 105.80 

Likeliest   I1 I1 I1 I2 I2 I2 I3 I3 I3 

PCM I1 96.12 86.72 89.57 18.94 20.40 3.45 15.78 24.02 20.52 

 I2 20.53 25.50 23.44 87.88 82.09 96.64 21.19 19.60 24.39 

 I3 16.91 21.22 24.02 20.56 22.29 49.91 96.39 88.85 89.33 

Likeliest   I1 I1 I1 I2 I2 I2 I3 I3 I3 

IPCM I1 42.44 44.31 42.69 3.18 3.63 4.30 2.35 5.24 4.00 

 I2 4.88 6.63 6.25 44.72 39.22 45.71 4.97 4.39 6.21 

 I3 4.01 5.74 7.89 5.38 6.55 8.77 52.83 47.91 51.73 

Likeliest   I1 I1 I1 I2 I2 I2 I3 I3 I3 

 

 

 

5.2.2.  Comparison of the Three Clustering Algorithms 

 

To see how performances vary according to the degrees of noise, partialness and 

plan diversification we define a score r as the ratio of the score of the dominant in-

tention (the one the algorithm assigns the highest value to) to the sum of the scores 

of all the intentions: 

  
                 

         
 

Figure 6 shows the relative performance of the three clustering algorithms under 

varying plan diversification, degrees of noise and degrees of partialness of observa-

tions. The bars with vertical stripes correspond to FCM, the bars with horizontal 

bars correspond to PCM, and the bars with diagonal lines correspond to IPCM. 

From figure 6 we can see that overall IPCM has the best performance in all cases. 

With the increase of the diversification, generally the accuracy of PCM decreases. 

We believe this is because in diversified plans the cluster prototypes tend to move 

together in PCM.   

With increasing degrees of noise the performance of all the algorithms declines 

somewhat, as one may expect. For a less diversified plan library, PCM performs 

slightly better than FCM. All three algorithms perform better in the presence of par-

tial observations than in the presence of noise. We conjecture that this is due to the 

fact that, depending on the levels of plan diversification and intention relatedness, 



even with partial observations we have a chance of seeing “typical” actions, which 

accumulatively help the algorithms to guess the correct intention. 
 

 

 

 

 

Fig. 6.  Performance comparison of the three clustering algorithms 

 

Table 6, below, summarises our conclusions. 

 

Table 6.    Summary of different clustering algorithms for intention recognition. 

Algorithm Advantage Disadvantage 

FCM Robust in noise-free environment Sensitive to noise; 

Sensitive to initialization* 

PCM Able to cluster noisy data samples Coincident cluster prototypes  

may occur; 

Sensitive to initialization 

IPCM Robust to noisy and partial observations Sensitive to initialization 



 

*Sensitive to initialization means that given random initialization of the cluster 

prototypes, the algorithm may easily get into local optima. It is better to initialize 

the algorithm based on any pre-knowledge of the positions of the prototypes. 

6. Conclusion and Future Work 

We have explored the application of clustering techniques to the task of intention 

recognition, and have found the approach promising. We have also explored the 

suitability of three clustering algorithms, and found one, IPCM, the best fit for the 

task.  

 There is much more that can be explored in bridging the two fields of cluster-

ing and intention recognition.  Other ways of computing similarity between ac-

tions can be investigated. There are several possibilities, for example assigning 

similarity in terms of resources the actions use, or the locations of actions, or their 

semantics via an action or causal theory, such as the event calculus
16

.  

 Furthermore, the work reported in this chapter does not take into account the 

order of observed actions. However, such ordering information is useful in recog-

nizing intentions. We have done some preliminary work in post-processing the 

results obtained from clustering to modify the likelihood of intentions according 

to the order of observed actions and other contextual constraints, such as the time 

of day, the capabilities and habits of the observed agent and so on. There is much 

more that needs to be done. 

 Finally, and crucially, more systematic testing for scalability, and testing with 

more realistic and meaningful data sets are necessary to evaluate the applicability 

of the clustering techniques further. 
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