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ABSTRACT

Funding the production of quality online content is a pressing problem for content producers. The most common funding method, online advertising, is rife with well-known performance and privacy harms, and an intractable subject-agent conflict: many users do not want to see advertisements, depriving the site of needed funding.

Because of these negative aspects of advertisement-based funding, paywalls are an increasingly popular alternative for websites. This shift to a “pay-for-access” web is one that has potentially huge implications for the web and society. Instead of a system where information (nominally) flows freely, paywalls create a web where high quality information is available to fewer and fewer people, leaving the rest of the web users with less information, that might be also less accurate and of lower quality. Despite the potential significance of a move from an “advertising-but-open” web to a “paywalled” web, we find this issue understudied.

This work addresses this gap in our understanding by measuring how widely paywalls have been adopted, what kinds of sites use paywalls, and the distribution of policies enforced by paywalls. A partial list of our findings include that (i) paywall use has increased, and at an increasing rate (2x more paywalls every 6 months), (ii) paywall adoption differs by country (e.g., 18.75% in US, 12.69% in Australia), (iii) paywall deployment significantly changes how users interact with the site (e.g., higher bounce rates, less incoming links), (iv) the median cost of an annual paywall access is 108 USD per site, and (v) paywalls are in general trivial to circumvent.

Finally, we present the design of a novel, automated system for detecting whether a site uses a paywall, through the combination of runtime browser instrumentation and repeated programmatic interactions with the site. We intend this classifier to augment future, longitudinal measurements of paywall use and behavior.

CCS CONCEPTS

• Social and professional topics → Surveillance; • Information systems → Web applications; • Security and privacy → Economics of security and privacy.
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1 INTRODUCTION

Publishers are increasingly moving away from ad-based models, because of the well-known failures [41] of ad-based internet funding models. The most common adopted alternative is for sites to deploy “paywalls”. “Paywalls” here are a broad term for monetization systems where visitors are charged subscription fees to access site content, sometimes after being able to sample a small amount of content for free. The upsides of paywall systems are well understood (i.e., they promise to enable the continued creation of high-quality content). Less understood are the risks and larger implications of an increasingly “walled” web. Possible risks include reducing societal access to news and information and the privacy harms of the increased user tracking needed to enforce paywalls.

This work aims to improve the understanding of the popularity, risks and benefits of paywalls online. To introduce the topic, we first (i) describe why the web is increasingly moving away from “open” models to “paywalled” models, (ii) outline why this transition is an important topic of study for the research community, and then (iii) present the structure of the rest of the paper.

1.1 The Move from Ads to Paywalls

Digital advertising is the current dominant monetization method for web publishers, and funds much of the web. Publishers sell advertisements along page content; middle parties buy these ad slots and fill them with images and content provided by clients and ad-agencies. This process is usually programmatic, based of user’s personal (i.e., behavioral) data, and completed via real-time programmatic auctions [37, 42].

Web sites are increasingly unsatisfied from this ad-based funding system, for many reasons. First, the system is dominated by two parties, Google and Facebook, who jointly harvest more than 70% of global ad revenues [18, 46], reducing the publisher’s “take” for ad placements through market power. Second, ad-based funding systems suffer from significant and increasing rates of fraud [8, 14, 15, 27, 64], depriving web sites of further funding. Third, behavioral advertising systems are increasingly incompatible with individual and
legal privacy demands [26, 38, 40, 48, 59]. Last, users increasingly use ad blocking tools, for a variety of privacy, performance, and aesthetic reasons [34, 57], further depriving publishers of revenue. As a result, ad revenues have decreased in recent years. Both big and small publishers are coming up short on advertising revenue, even if they are long on visitors traffic. Accounts of publisher-loss under ad-based funding models contain figures as high as 95% [28].

The difficulties of ad-based funding systems have pushed publishers to alternative funding models, including donations [16, 63] or in-browser crypto-mining [39]. The most common alternative though is “paywalls”, where users pay publishers directly to access the content they create [29] Figure 1 shows a representative example of a paywall system.

Paywalls so far have a mixed record as funding systems for publishers. Publishers with large, loyal audiences and high-quality content tend to be successful with this subscription strategy, with The New York Times [17], Wired [3], The Financial Times [9] and The Wall Street Journal [61] as prominent successful examples. The success of paywalls for smaller and more targeted sites (e.g., local news), or sites with less affluent audiences, is less clear.

It is important to note that the rapid growth of paywalls has drawn the attention of big tech companies like Google, Facebook and Apple, who have started building platforms to provide or support paywall services [25, 49, 51, 58], in an effort to claim their share of the market.

1.2 Understanding the State of Paywalls
Creating a sustainable system to fund news and related content is an important goal, and paywalls seem to be a promising (partial) solution to the problem. However, this move from “open” to “walled” business strategies brings significant, understudied risks. For example, paywalls (implicitly or otherwise) may impose a “class system” on the web [11, 50], potentially driving information-seeking visitors who cannot afford to pay for subscriptions to badly-sourced, less-vetted, or even intentionally false (but free) new sources.

Despite the importance of the rise of paywalls to the web, it is surprising how little the topic has been studied by the research community. Important open questions include how popular paywall systems are, what policies paywalls impose, how users are tracked for paywall enforcement, and whether paywalls are effective at protecting premium content.

1.3 Contributions
In this work, we aim to improve the understanding of paywall systems through the first systematic study of paywalls on widely-used web sites. This work makes the following contributions to the understanding of paywall systems on the web:

1) A novel system for programmatically determining if a site is using a paywall, though the combination of multiple crowd-sourced data sets and tools.

2) A case study of how a popular paywall library operates, from how a publisher deploys it, how the paywall identifies users, to how the configured content access policy is enforced.

3) A large-scale measurement of paywall popularity, including what kinds and what countries account for most paywall use, and how paywall use has changed over time. Example results include finding that paywall use has increased dramatically over time (2X more paywalls every 6 months) and that paywall adoption differs by country (e.g., 18.75% in US, 12.69% in Australia) and industry.

4) An in-depth, large scale analysis of deployed paywall policies, including subscription costs, how paywall adoption impacts the hosting website, how robust paywalls are to evasion, the mechanisms paywalls use to prevent users from viewing protected content, and the privacy implications of paywalls.

5) A classifier for deterring whether a site is using a paywall for use on sites not considered by crowd-sourced resources, for future long term, web scale measurements of paywall adoption and behavior.

2 BACKGROUND
Paywalls are an increasingly popular monetization strategy for web sites, as publishers attempt to become less dependent on advertising. Figure 1 shows a typical paywall, where a publisher is blocking access to content until the user pays a fee. To enforce access control, paywalls track the engagement of the user with the publisher content: i.e., how much time they spend on a web site, how many articles they have read, how many times a user has visited the website.

(a) Truncated article in Wall Street Journal.

(b) Obscured article in Miami Herald.

Figure 1: Examples of raised paywalls in major news sites. Paywalls may be enforced in different ways to deny access to articles to non-subscribed users.
We group paywalls into two categories, based on how restrictive without first purchasing a subscription (e.g., monthly or annual subscriptions) and (ii) soft paywalls that allow limited, free-of-charge viewing for a specific amount of time or number of visits (e.g., 5 free articles per month per user).

**Hard Paywalls.** Hard paywalls require subscriptions before visitors can access content (e.g., Financial Times requires a subscription before the user can read any article). Such a strategy runs the risk of deterring users and thereby diminishing the publisher’s influence over all. As reported in the press [30], The Times experienced a 90% drop in traffic after introducing a hard paywall.

**Soft or Metered Paywalls.** Soft (or metered) paywalls limit the number of articles a viewer can read before requiring a paid subscription. Soft paywalls use the free articles as a strategy to entice users to subscribe. Soft paywalls require some method (often a JavaScript snippet on the user-side) for measuring either the number of articles a user has accessed, or the time a user spends in the website’s articles.

As with hard paywalls, a publisher’s web traffic can also be affected by the installation of soft paywalls (e.g., traffic to the New York Times declined by 5% to 15% one month after the installation of its soft paywall [43, 52]). Overall, though, fewer users are discouraged by soft paywalls. Prior studies [21] have found, on average, retention rates for publishers with soft paywalls reaching 58.5%, compared to only 15–20% for publishers with hard paywall.

---

**3 PAYWALL CASE STUDY**

This section provides a detailed case study of a popular third-party paywall system. We provide this case study (i) to introduce the reader to how paywalls work, and (ii) to document the kinds of privacy-affecting behaviors paywalls often rely on to impede their policies. We select Piano’s Tinypass paywall-as-a-service product [44] for our case study for several reasons. First, it is one of the most popular third-party paywall providers (Tinypass owns 38.2% of the market, as measured in Figure 11), so understanding how Tinypass’s fingerprinting JavaScript.

this system works provides a good understanding of the kinds of paywall code users are likely to experience. And second, Tinypass can be deployed as a configurable, paywall-as-a-service, allowing publishers (blogs, news sites, magazines, etc.) to impose a variety of paywall policies, both hard and soft.

**3.1 Tinypass: The protocol**

At some point prior to the user’s visit, a site owner creates an account at Tinypass, where they describe the subscription policies they wish to enforce. Tinypass generates the keys and identifiers used to enforce the paywall and track visitors. Once a site owner installs Tinypass on their site, the paywall works in the following six stages, with numbers corresponding to Figure 2:

**Step one.** The user’s browser makes a request to a website where the site owner has installed Tinypass.

**Step two.** The website responds with the HTML of their page, including a reference to code hosted by Tinypass.

**Step three.** The referenced JavaScript causes the browser to re-fetch Tinypass code from Tinypass’s servers.

**Step four.** The referenced JavaScript executes the complete Tinypass library, along with any optional, customized parameters that allow Tinypass to integrate with other services, like Facebook and Google Analytics.

**Step five.** The browser executes Tinypass code, which fingerprinting the browser, checks for ad-blockers, and builds content-details.

**Step six.** If the Tinypass server instructs the Tinypass JavaScript code that the user can not view the content, the code obscures or otherwise prevents the visitor from reading.

---

Listing 1: Excerpt of Tinypass’s fingerprinting JavaScript.
4 CURRENT PAYWALL DEPLOYMENTS

In this section, we present a large-scale measurement of paywall deployments on the web. The measurements presented give a broad assessment of how often paywalls are used (by country and by industry). We then present a variety of measurements of how deployed paywalls operate, including the access policies they enforce, their enforcement mechanisms, and how robust these paywalls are to circumvention. The section begins with a description of how we gathered there relevant datasets for measurements, and then proceeds in the above described order.

4.1 Dataset

To conduct the measurements described in this section, we built an oracle to determine whether a web site uses a paywall. While seemingly a simple question, the diversity of paywall libraries, enforcement mechanisms, access policies and varying verbiage makes this a difficult question to answer without significant human intervention. To solve this problem, we draw on two existing crowd-sourced datasets:

A) Extensions. First, we extract rules from several popular browser extensions [1, 13, 24, 35] designed to help users circumvent paywalls. By examining the source code of these extensions, we are able to (directly or indirectly) identify 147 websites that the tools’ authors and maintainers label as using paywalls.

B) Filter lists. Second, we use a popular, crowd-maintained filter list that identifies third-party paywall libraries [7] so that they can be blocked with common filter-list consuming tools (e.g., AdBlock Plus, uBlock Origin). This list includes filter rules for blocking resources related to a variety of internet “annoyances”; we extract the subset of the list specifically targeting paywalls. This gives us a list of 43 third-party paywall libraries. We query for each entry of this paywall libraries list in two existing, current web crawl archives (i.e., HTTPArchive [22] and PublicWWW [47]). We found 1,563 sites using one of these paywall libraries and we labeled them as “paywalled”.

We combine the above two approaches (i.e., paywalled domains labeled by browser extensions and paywalled sites including third-party paywall libraries) to identify 1,710 unique paywall-using domains, from 61 countries. This dataset, summarized in Figure 4,
comprises our complete dataset of paywalled sites used as an oracle in this section, and we provide open-sourced\footnote{https://gist.github.com/panpap/68af1c99b4966dfce4044a354f6e1b8}.

## 4.2 Paywall Popularity

We start by measuring how popular paywalls are, across several dimensions. We use the domains identified in Section 4 as the set of paywalled sites, and all other sites on the web as not paywalled.

### 4.2.1 Increase in Paywall Use

We first measure whether paywall use has increased over time. We find sites in our dataset started using paywalls in 2015, with overall paywall use strictly increasing since. Paywall use has increased at a rate between 120% and 230% every six months since 2015 until recently. In the first six months of 2019, paywall use quadrupled, and has grown by a further 180% during the first two months in the second half of 2019. These measures are summarized in Figure 3.

We measure paywall growth over time by applying our paywall oracle (described in Section 4.1) to archived versions of the same sites in the Wayback Machine web archive\footnote{https://archive.org/wayback/}. We use these archived versions of each site to approximate date each site adopted a paywall. The precise methodology is as follows:

1. We build the set of paywall library related URLs and domains using the technique described in Section 4.1.
2. We fetch the most recent archive of each paywalled website in our dataset from the Wayback machine and check whether that historical version is using a paywall.
3. If we observe the site using a paywall, we fetch the next-most-recent version of the site from the Wayback machine (e.g., we move back one recording in time) and re-check.
4. We continue this process until we encounter a version of the web site that no longer is using a paywall. Once we encounter a non-paywalled version of the site, we note the date that version of the site and record it as when the site began using a paywall.

### Limitations

We note two limitations of the above approach, and why we do not believe they significantly impact our findings. It is possible that earlier versions of sites used different types and providers of paywalls than current sites, and so our paywall detection oracle may be missing historical paywall use. While possible, we do not think this limitation significantly impacts the results for two reasons: (i) prior research\cite{60} has found that filter lists (like the ones we use for paywall library detection) rarely delete rules, and so that paywall-targeting filter lists would identify both current and historical paywalls. What is more, (ii) we manually evaluated a random sample of commits from the git history of the paywall-targeting portion of the filter list and we found no rule deletions. This gives us further confidence, though not certainty, that filter rules that would identify paywalls on previous versions of paywalled sites have not been removed.

The second possible limitation is that our approach might miss sites that used to have paywalls, but no longer do. We believe such cases to be rare. We observed no instances of sites using paywalls, removing the paywalls, and then re-establishing it. This suggests (though does not prove) that sites do not commonly abandon paywall strategies once they have adopted them.

### 4.2.2 Paywall Use by Site Type

We measure what types of content paywalled sites provide. We find that most (80.3%) paywalled sites provide some form of news content, whether targeted at the local, regional, or world-level. Figure 5 provides summary of this measurement. For this measurement, we use the sites identified as existing paywalled sites. The Alexa Top Sites service classifies domains into one of 17 different classes (i.e., news, sports, business, arts, society). Three categories describe news content, though at different levels of focus (e.g., “World”, “Regional” or, generically, “News”). We group these together for our measurements, since they are thematically very similar. The remaining 14 categories account for just 19.7% of paywalled sites.

### 4.2.3 Paywall Use by Country

Next, we measure which countries have the highest rates of paywall use. Because news sites account for most paywall use, we focus this measurement on news sites. We find that US news sites have been the quickest to move to paywalls, followed by Australia, France, Canada and Germany. Figure 6 presents only the lower bound of the existing paywalled sites.

We measure rates of paywall use by country by first retrieving the Alexa the Top 10,000 websites per country. We filter the list and remove all non-news sites. Then, we calculate the percentage of paywall-using news sites, as a fraction of all news sites, per
popular paywall providers (23.5% and 21.0% market share, respectively). The full distribution of third-party paywall market share is depicted in Figure 11.

This consolidation of paywall implementation and enforcement is significant, for a variety of reasons. First, market consolidation may effect the amount of income content-makers can receive for their content (popular third-party paywall providers receive 10-15% of each sold subscription). Second, provider consolidation may make large scale circumvention easier, as circumventors need to target a smaller number of systems (see Section 5). Third, a small number of paywall providers tracking users across a large number of websites has clear privacy implications (see Section 4.6).

We measure the popularity and consolidation of third-party paywall libraries by crawling each paywalled site in our dataset and observing which resources from known paywall providers were fetched. We find that at least 25% of paywalled websites outsource their paywall functionality to third-parties. The distribution of third party paywall use follows a rough power-law distribution.

4.4 Paywall Polices

Next, We measure the distribution of policies enforced by paywalls. We find that paywalls vary widely by type, enforcement mechanism, and how much, if any, content visitors can view before needing to pay. For these measurements, we randomly sample 115 paywall-using websites from our dataset for manual evaluation.

4.4.1 The different types of Paywalls. First, we observe that 66.7% of paywalls are “soft” (i.e., allow some free content access), 15.7% are “hard” (i.e., allow no free access), with the remaining 16.6% paywalled sites using a “hybrid” strategy (i.e., some content is free, some requires payment, based on the author/time of publication/topic, etc.). Some “hybrid” publishers use machine learning or other dynamic approaches to determine per-user whether an article should be locked or not [19, 45, 56].

4.4.2 Enforcement Mechanism. We also measure the distribution of paywall enforcement techniques. Despite the heterogeneity of
the paywall implementations, we see only three approaches used to enforce paywalls: (i) truncating article text, (ii) obfuscating the article with popups, or (iii) redirecting users to a subscription page. We measure the popularity of each of the above approaches in our manually evaluated set; Figure 8 presents the results. The largest percentage (48.2%) of the websites obfuscate or truncate (44.5%) the article the user has not yet access to. Only a few (7.3%) redirect the user to a login/subscribe page.

4.4.3 Allowed Free Content. We also measure the distribution of how much content users can view before triggering a (hard or soft) paywall. For the 15.7% of sites that use a hard-paywall strategy, visitors cannot view any articles for free. For soft paywalls, this number varies by publisher. Figure 9 plots the distribution of the free articles users could consume before hitting a paywall in the websites we tested. Overall, the median paywalled website allows 3.5 articles. All hard paywalled websites do not allow any access to articles, when the median soft-paywalled website allows 4 articles to be read for free. A significant number of soft paywalls (30%) that allow 2 or fewer articles to be read before triggering enforcement.

4.4.4 Paywalls Cost. Next, we measure the distribution of paywall subscription costs. We find that most paywall subscriptions are monthly, that the median annual cost for paywall access is 108 USD, and that subscription costs seem to be highest in Germany. All of these measurements were conducted through a manual evaluation of 105 paywalled sites. We sampled 20 sites from each of the top 6 paywalled using countries. For 12 sites, we were not able to access the site or determine the subscription costs.

We first measure the distribution of subscription options for users. 82.86% of paywalled sites provide a monthly subscription option and 35.23% of sites provide an annual one. Hence, 64.76% of the paywalled sites provide only a monthly subscription option and 17.14% only an annual one. Next, we measure the distribution of purchasing an annual subscription to a site’s content. The median observed annual subscription cost is 108 USD. 22% of sites charge less than 60 USD, 21% of sites charge more than 180 USD. Figure 10 presents the full distribution of annual subscription costs. We note that the subscription rates we observe are lower than those estimated by previous work (around 189 USD on average) [55], possibly reflecting a general decrease in costs. We measure the distribution of annual costs by manually noting the annual subscription cost in the local currency. For sites that do not offer an annual subscription, we sum the cost of twelve monthly subscriptions. We then convert all costs to USD for comparison purposes.

Finally, we measure how subscription costs differ by country. As depicted in Figure 12, we plot the min, the 15th percentile the median, the 85th percentile and the max of the annual subscription cost across the different countries. The median prices of subscriptions in Australia and Germany are highest (193 and 190 USD, respectively). Subscription costs vary widely by site, too. In Germany and the United States, for example, the most expensive paywalls cost 2.63× and 3.51× more than the median rate, respectively.

4.5 How Paywalls Affect Site Use

Paywalls affect how users interact with the site. Recent studies [23], by monitoring the pageviews of 36 news sites before and after paywall deployment, report that they lose nearly 30% of their daily traffic and a loss of pageviews, ranging from a 10% to 55%. In this section, we measure differences between how sites interact with paywalled and non-paywalled sites. We find that users view less pages on paywalled sites, stay for shorter periods of time and link to pages less. Interestingly, we did not see a significantly difference to the bounce rate between paywalled and non-paywalled sites 3.

4.5.1 Bounce Rate. We find that paywalled new sites have slightly higher bounce rates 4 than non-paywalled news sites. The distributions of bounce rates is depicted in Figure 13. The median paywalled news site has slightly higher bounce rate (68.4%) contrary to the median non-paywalled (67.5%). However, we see that for 30% of the websites in the two categories the difference is 2-7% higher.

---

3We do not address the issue of causation; its possible, for example, that the types of site likely to use paywalls have lower dwell times already, so that the use of a paywall is a more a result of lower dwell time than the cause. We leave disentangling cause and effect for future work.

4The percentage of visitors who visit a site and then leave, rather than continuing to view other pages within the same site.
To compare bounce rates, we used the Alexa Top Sites data, and compared the bounce rates for the paywalled news sites in our data set with the Alexa top 1K news sites.

4.5.2 Daily Page Views. Next, we measure the number of pages the average visitor performs daily on the websites and we compare how this changes for the paywalled and non-paywalled news sites. In Figure 14, we plot the cumulative distribution of these page views per website in our dataset. Users visit on average 13.42% less pages on paywalled news sites than non-paywalled new sites.

4.5.3 Average Time spent on Site. Figure 15 compares the distribution of the median time users spend on paywalled and non-paywalled websites, normalized by popularity (based on its Alexa rank). We find that visitors spend daily 2.46× more time per on non-paywalled news sites.

4.5.4 Content Popularity and Link Rate. Finally, we measure the impact of paywalls on how often sites link to the paywalled sites. Since site linking may be affected by the popularity of the website, in Figure 16, we plot the cumulative distribution of the number of site links (or backlinks) per news site normalized by its Alexa rank. We observed paywalled sites being linked to significantly less (18.9×) often than non-paywalled sites.

4.6 Paywalls and Privacy

Most behavioral advertising systems require users to pay for content with their privacy; users are tracked in behavioral advertising systems, and can view “free” content. Paywalls have the possibility of changing this system. Since users are directly paying for content, one might hope users would no longer face the privacy harms associated with behavioral advertising systems. Unfortunately, we see that this is not the case. People do not generally receive a tracker free version of site content when paying for subscriptions. Instead, paywall systems seem to serve as an additional monetization mechanism on top of existing, privacy harming, ad systems.

We measure whether paying for paywall access improves user privacy (i.e., removes the need for sites to try and monetize through tracking) by purchasing subscriptions to 10 randomly selected paywalled news sites. Our goal is to examine the types of network requests issued before and after paying for the subscription. We create two scenarios, the vanilla (non-subscribed) user, and the premium (subscribed) user. For each selected site, we create an account and purchased a subscription before the starting the measurement. We also select 5 child pages on each site for evaluation. Then, we enable the popular Disconnect plugin [5] in monitoring and no-blocking mode, and browse each selected child page on each site under each of the two personas, in the same order, and observe the issued network requests. Figure 18 presents the average number of ad- and tracking-related requests encountered in each scenario. In the vast majority of cases, there is no significant difference in terms of ad- or tracking-related web requests.

5 PAYWALL CIRCUMVENTION

Paywalls must be robust to circumvention if they are going to be a successful monetization scheme for websites. If paywalls can be easily avoided, then content producers will wind up in the same situation they are in with ads and ad-blockers; declining revenues as circumvention tools become more popular. We find that all observed paywalls are trivial to circumvent.

We evaluate how robust paywalls are to circumvention in two steps: (i) we categorize the approaches of several popular paywall

<table>
<thead>
<tr>
<th>News site</th>
<th>Vanilla User Ads</th>
<th>Tracking</th>
<th>Premium User Ads</th>
<th>Tracking</th>
</tr>
</thead>
<tbody>
<tr>
<td>heraldsun.com.au</td>
<td>171</td>
<td>13</td>
<td>169</td>
<td>9</td>
</tr>
<tr>
<td>miamiherald.com</td>
<td>123</td>
<td>12</td>
<td>112</td>
<td>11</td>
</tr>
<tr>
<td>wsj.com</td>
<td>63</td>
<td>4</td>
<td>61</td>
<td>4</td>
</tr>
<tr>
<td>kansascity.com</td>
<td>61</td>
<td>9</td>
<td>56</td>
<td>6</td>
</tr>
<tr>
<td>ft.com</td>
<td>20</td>
<td>0</td>
<td>11</td>
<td>0</td>
</tr>
<tr>
<td>salon.com</td>
<td>138</td>
<td>5</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>japantimes.co.jp</td>
<td>109</td>
<td>12</td>
<td>98</td>
<td>8</td>
</tr>
<tr>
<td>leparisien.fr</td>
<td>125</td>
<td>10</td>
<td>81</td>
<td>4</td>
</tr>
<tr>
<td>independent.co.uk</td>
<td>11</td>
<td>6</td>
<td>10</td>
<td>6</td>
</tr>
<tr>
<td>spectator.co.uk</td>
<td>18</td>
<td>2</td>
<td>14</td>
<td>2</td>
</tr>
</tbody>
</table>

Figure 18: Requests captured for vanilla and premium user. User continues receiving the same amount of trackers and ads in the content she receives even if she has paid for it.
5.1 Evasion Evaluated

We test the robustness of each paywall system by using Chrome version 71. For each evaluated site, (a) we browse different pages till we trigger the paywall, and then (b) we test a variety of bypassing approaches to circumvent the paywall and get access to the “protected” article. Figure 17 lists the evaluated paywall-circumvention strategies, which includes pre-packaged tools, fingerprint evasion techniques, and third-party services. Specifically, we consider:

1. changing the screen size dimensions
2. hiding the user’s IP address
3. changing the user agent string
4. using an ad blocker extension
5. enabling “Reader Mode”
6. using the Pocket web service
7. enabling Incognito/Private Mode
8. emptying the cookie jar
9. blocking HTTP requests for popular paywall libraries

Overall, we are able to bypass all of the soft paywalls and none of the hard paywalls. Hard paywalls perform their enforcement server-side, when the soft paywalls perform their policy enforcement client-side, and thus their access control is circumventable.

5.2 Evasion Approaches Analyzed

Many of the evaluated evasion approaches are rarely successful. For example, changing the screen size or the IP address of the user rarely circumvents a soft paywall (4% effectiveness). A moderate number of soft paywalls (12%) is flummoxed by modifying the browser’s user agent string. The majority (75%) of soft paywalls is bypassable by resetting the cookie jar (in some cases erasing the first-party cookie only is insufficient, since it is automatically re-spawned by fingerprinting JavaScript code, as seen in Section 3).

<table>
<thead>
<tr>
<th>Metric</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>77%</td>
</tr>
<tr>
<td>Recall</td>
<td>77%</td>
</tr>
<tr>
<td>F-Measure</td>
<td>75%</td>
</tr>
<tr>
<td>AUROC</td>
<td>0.74</td>
</tr>
</tbody>
</table>

Figure 20: Weighted average of the performance of our RF classifier, after k=5 cross-fold validation.

As a result, switching into browsers’ “private browsing” modes is also sufficient to bypass most paywalls. Some paywalled sites refuse to render content in “reader modes” or “private browsing” modes, either first party (e.g., reader modes shipped with Safari and Firefox) or third-party (e.g., services like Pocket [62]). Such detection schemes are uncommon though; switching into reader-mode, for example, circumvents paywall enforcement in 60% of the cases. Ad-blocking extensions, in their default configurations, have little-to-no effect on paywalls. However, by using the list of known paywall libraries from Section 4 and by blocking requests to these domains we are able to bypass 48% of the paywalls without breaking the website’s main functionality.

Third-parties like Google Search, Twitter, Reddit and Facebook, can also be used to gain access to some paywalled articles. Some paywalls give visitors from these large third-party systems unfettered access to their content, in pay-for-promotion initiatives. By spoofing the referrer field of the HTTP GET requests, some paywalls are vulnerable to exploiting a controversial policy [4] where publishers (for promotion purposes) allow access to articles when the visitor comes from one of these platforms (by clicking on a tweet, a post, a Google search result etc.) [6]. These mechanisms can provide access to hard paywalled articles. As a result, some publishers (e.g., Wall Street Journal) have stopped allowing such special access through their paywalls [31].

6 PAYWALL DETECTION

This section presents the design and evaluation of a ML-based detection system whose goal is to determine whether a site uses a paywall. Our paywall detector consists of two components: (i) a crawling component that visits a subset of pages on a site, records information about each page’s execution, and extracts some ML features; and (ii) a classifier, that uses the extracted features to predict if the site uses a paywall.

We present this classifier as a partial solution for the problem of measuring changes in the adoption and behavior of paywalls over time. We propose this ML approach as a complement to the crowd-sourced approach described in Section 4.1. The classifier can be used to automatically gauge paywall prevalence. This automated approach can help identify and quantify paywalls that have not been identified by crowd-sourced lists, such as paywalls deployed by unpopular or region-specific sites.

Before describing the classifier in detail, we note two things. First, the classifier is designed to help detect broad, web-scale trends in paywall use and behavior, not to detect at real time paywall use on any single specific site. Second, an important finding of this classifier is that there is far greater diversity in paywall behavior and implementation logic than we expected at the start of the effort. We expect this to be a useful starting point for future studies.
6.1 Crawling Methodology

The data collection step of our paywall detector, depicted in Figure 19, begins with three crawls of the target website: (i) the initial crawl that collects a list of child pages on the website, (ii) the cookie jar crawl, where each child page is crawled sequentially in the same browsing session and (iii) the clean crawl, where each child page is crawled with a fresh browsing session (i.e., a "clean" cookie jar).

This strategy replicates viewing patterns that might cause a paywall to be triggered, and then attempts to detect the paywall’s presence by looking for page content that was visible on previous visits, but is no longer visible. For each page crawled, the crawler records the final state of the DOM, which DOM elements are visible, which page elements are positioned to obscure others (e.g., modal dialogs), and other page execution data only available at runtime.

6.2 Feature Extraction

We selected features that target both immediately triggering paywalls and paywalls that trigger after viewing multiple pages. These features aim to capture an intuition about how paywalls behave, and can fall into three rough categories: textual features, structural features, and visual features.

Text features. These features consider the text of the page, targeting text and idioms associated with paywalls. The crawler looks for the phrases “subscribe”, “sign up” and “remaining” (translated into 87 languages) in (i) the “readermode” subset of the page, (ii) any overlay or popup elements (e.g., elements that have, or are children of elements that have, z-index values greater than zero), and (iii) elsewhere in the page. These three checks are performed both in “cookie jar” and the “clean crawl” recordings of each page.

Several text features use a “readermode” version of page, the subsection of the document identified as the page’s “main content”, or the content stripped of page “boilerplate” elements (e.g., advertisements, navigation elements, decorative images). While there are many different “readermode” identification strategies [20], in this work we use Mozilla’s Readability.js [32] implementation, because of its popularity and ease of use. We expect using other “readermode” strategies would work roughly as well.

Structural features. These features target page structure (i.e., HTML), independent of specific page text or presentation. Structural features include whether the website has a RSS or ATOM feed, changes in the number of text nodes present in the page between its “cookie jar” and “clean crawl” versions, how many measured pages contain a “readermode” subset, and the average and maximum difference in the amount of text in the document in “readermode”, between “cookie jar” and “clean crawl” measurements.

Visual features. These features focus on visual aspects of measured pages, and how those visual aspects change between the “cookie jar” and “clean crawl” measurements for each child page. The detector measures how many text nodes are obscured and the average and maximum change in obscured text nodes between the two measurements for each page. Additional display features are the number, and change in, text nodes in the browser viewport, and number of text nodes (regardless of text content) appearing in overlay (i.e., z-index great than zero) page elements. These features identify paywalls that prevent users from reading page content through popups or similar methods.

6.3 Classifier Accuracy

Our paywall detector uses a random forest classifier, specifically the RandomForestClassifier implementation provided by the popular SciKit-Learn [54] python library. Classification parameters were selected through 5-fold evaluation using the entirety of the aforementioned extracted features. As a ground truth, we use a subset of the paywalled sites the oracle identified (Section 4.1). To assess the accuracy of the classifier we use a different subset of the oracle’s data and a set of non-paywalled websites we manually generate. The paywall detector achieves an average precision of 77%, recall of 77% and an area under the receiver operating characteristics (AU-ROC) of 0.74. These results are encouraging and suggest that our approach can be used to gauge paywall prevalence on the web. They also indicate that paywalls vary in behavior more than we anticipated, and that more complex features may be needed to further improve accuracy.

7 RELATED WORK

In [12], authors perform an empirical study of the pay models (freemium and paywall models) in European news. In particular, they manually analyzed a small dataset of 171 of the most important news organizations in France, Poland, Germany, Italy, Finland, and UK. Their results show that 66% percent of the newspapers operate a pay model and that the average price for a monthly subscription is 13.64 Euros when prices in general range from 2.10 to 54.27 Euros/month. In our measurements, 3 years after, the average monthly subscription cost 10.93 Euros, when specifically in Germany it is 20.48 (was 19.75) Euros and in France it is 12.54 (was 13.97) Euros.

In [33], authors explore the content that news publishers consider worthy of placing behind a paywall. They analyze 614 articles from the leading Australasian financial newspapers (i.e., the Australian Financial Review (AFR) and the National Business Review (NBR)). Results show that publishers consider hard (or fast-paced) news and opinion pieces as the most valuable news commodity. In addition, as presented, AFR locked 86% of its content compared to NBR’s 41%.

In [10], authors analyze selected paywalled news sites in US, UK and Australia to compare the type, pricing and audience uptake. Results show that paywalls are part of newspapers’ toolkit for bringing in new revenue but there is no evidence to suggest they can be a standalone solution. However, in this political economic environment for mastheads, digital advertising revenues alone are also insufficient to meet the cost of providing quality journalism.

8 CONCLUSION

Despite the seemingly important implications, paywalls impose on the free web, as an internet phenomena, they have been understudied. This paper aims to address this blind spot by conducting the first large scale study of paywalls on the web. Our results show that paywall use increases over time (2x more paywalls every 6 months), its adoption differs by country (e.g., 18.75% in US, 12.69% in Australia), and besides the privacy implications, paywalls fail to reliably protect publishers content. Finally, we present the design of a novel, automated system for detecting whether a site uses a paywall. We hope this work can be a significant first step in understanding the phenomena of paywalls.
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