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Abstract

A great deal of effort has been spent on both trying to specify software requirements and on ensuring that software actually matches these requirements. A wide range of techniques that includes theorem proving, model checking, type-based analysis, static analysis, runtime monitoring, and the like have been proposed. However, in many areas adoption of these techniques remains spotty. In fact, obtaining a specification or a precise notion of correctness is in many cases quite elusive.

In this paper we investigate an approach we call program boosting, which involves crowd-sourcing imperfect solutions to a difficult programming problem from developers and then blending these programs together in a way that improves their correctness.

We show how interesting and highly non-trivial tasks such as writing regular expressions for URLs or email addresses can be effectively crowd-sourced. We demonstrate that carefully blending the crowd-sourced results together consistently produces a boost, yielding results that are better than any of the starting programs. Our experiments on 465 program pairs show consistent boosts in accuracy and demonstrate that program boosting can be performed at a relatively modest monetary cost.

1. Introduction

Everyday programming involves solving a sequence of many smaller tasks. Some of these tasks are fairly routine; others are surprisingly challenging. Examples of challenging self-containing tasks are coming up with a regular expression to recognize valid sanitization strategy for SQL injection attacks. Both of these tasks are easy to describe to most developers succinctly, yet both are surprisingly difficult to get right, i.e. to implement, properly addressing all the tricky corner cases. Furthermore, there is room for ambiguity in both tasks: for example, even seasoned developers can disagree as to whether john + doe@acm.org or john.doe@acm.com is a valid email address or whether removing all characters outside of the a – zA – Z set is a valid sanitation strategy for SQL injections. These examples illustrate several important points about these tricky programming tasks: they are typically under-specified, they may not have absolute consensus on what solution is correct, moreover, different people may get different parts of the problem wrong.

What if we could crowd-source the answer to these tricky tasks? We would be able to describe the task in question in English, with all its ambiguities and under-specified corner cases. We would subsequently use the “wisdom of the crowds” to arrive at the answer, without knowing what the proper answer might be, a priori, but perhaps armed with positive and negative examples. This paper explores this deceptively simple idea.

1.1 In Search of Perfect URL Validation

In December 2010, Mathias Bynens, a freelance web developer from Belgium set up a page to collect possible regular expressions for matching URLs. URL matching turns out to be a surprisingly challenging problem. To help with testing the regular expressions, Mathias posted a collection of both positive and negatives examples, that is, strings that should be accepted as proper URLs or rejected. While some example URLs are as simple as http://foo.com/blah_blah, others are considerably more complex and require the knowledge of allowed protocols (ftp://foo.bar/ should be rejected) or the range of numbers in IP addresses (which is why http://123.123.123 should be rejected).

Mathias posted this challenge to his followers of Twitter. Soon, a total of 12 responses were collected, as summarized in Figure 1. Note that the majority of responses were incorrect at least in part: while all regular expressions correctly captured simple URLs such as http://www.cnn.com, they often would disagree on some of the more subtle inputs. Only one participant with a Twitter handle of @diegoperini managed to get all the answers right. @stephenhay came close, getting all positive inputs right, but missing some of the negative inputs.

Key Insight: While a detailed analysis of this experiment is available at http://mathiasbynens.be/demo/URL-regex, a few things are clear:

- The problem of writing a regular expression for URLs is surprisingly complex; moreover, it is a problem where it is easy to get started and get to a certain level or accuracy, but getting to perfect precision on the training set is very tough;
- potential answers provided by developers range in length (median values 38–1,347) and accuracy (.56–1), a great deal, as measured on a training set. Note that the most accurate answer provided by diegoperini is in this case not the longest;
- developers get different portions of the answer wrong, as can be seen from the results table at the URL above;
- cleverly combining (or blending) partially incorrect answers may yield a correct one.

We experienced a similar situation when trying to crowd-source security sanitizers [13]. Sanitizers are short self-contained string-manipulation routines that are crucial in preventing cross-site script attacks in web applications. As part of our experimentation, we asked developers on oDesk...
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Our paper makes the following contributions:

- We propose a technique we dub program boosting. Program boosting is a semi-automatic program generation or synthesis technique that uses a set of initial crowdsourced programs and combining (or blends) them to provide a better result, according to a fitness function. While other formulations are possible, we primarily focus on improving the accuracy of blended programs on a training set of positive and negative examples. The training set is evolved as a result of automatically refining answers to corner cases by asking the crowd to provide disambiguations.

- We show how to implement our approach for programs or tasks that can be expressed via regular expressions. Our technique is a specific version of genetic programming with custom-designed crossover (shuffle) and mutation operations.

- We represent regular expressions using Symbolic Finite Automata (SFAs), which enable succinct representation while supporting large alphabets and naturally representing the behaviour of regular expressions. We also adapt classical algorithms, such as string-to-language edit distance, to the symbolic setting.

- We evaluate program boosting techniques on four case studies. In our experiments on a set of 465 pairs of regular expression programs, we observe an average boost in accuracy of 0.1625%. The boosting effect is consistent across the tasks and sources of initial regular expressions, which enhances our belief in the generality of our approach. The average time to run the boosting process is 45 minutes. The cost of pairwise boosting average from $4 to $3, depending on the complexity of the underlying task.

1.3 Paper Organization

The rest of the paper is organized as follows. Section 2 gives background on both crowd-sourcing and how to use it for programming tasks. Section 3 gives an outline of our approach of using two crowds in tandem to generate programs. Section 4 gives the details of our implementation based on symbolic finite automata or SFAs. Section 5 provides an experimental evaluation in the context of four case studies. Section 6 contains a discussion of some of the outstanding challenges we see for future research. Finally, Sections 7 and 8 describe related work and conclude.

2. Background

In the last several years we have seen a rise in the use of crowd-sourcing for both general tasks that do not require special skills (recognize if there is a cat in the picture, reformat text data, correct grammar in a sentence) and skilled tasks such as providing book illustrations or graphic design assignments on request or perhaps writing short descriptions of products.

A good example of a crowd-sourcing site for unskilled work is Amazon’s Mechanical Turk (frequently abbreviated as mturk); oDesk is another widely-used platform, this one primarily used for skilled tasks. Both Mechanical Turk and oDesk can be used for sourcing programming tasks, although neither is specialized for that. Note that one can consider StackOverflow and other similar programming assistance sites as an informal type of crowd-sourcing. Indeed, these sites are so good at providing ingredients for solving difficult programming problems that some developers routinely keep StackOverflow open in their browsers as they code.

So far, we have only seen a single dedicated platform for crowd-sourcing programming, Bountify (http://bountify.co). It allows people to post programming tasks, some involving writing new code from scratch (Write a JavaScript function to generate multiple shades of a given color), and others involving fixing bugs in existing code (why does my HTML table not look the way I expect and how should I tweak my CSS to make it look right?). These programming tasks generally are not overly time-consuming; a typical task pays about $5. Responses are posted publicly, leading to other developers learning from partial answers. Finally, the poster decides which developer(s) to award the bounty to.

Note that interactive crowd-sourcing is not the only source of code. Indeed, one can easily use a code search engine to find the insight one is looking for in open-source projects. Searching for terms such as url_regex using a dedicated code engine is will yield some possible regular expressions for URL filtering as well, as will exploring a programming advice site such as StackOverflow.

<table>
<thead>
<tr>
<th>Regex source</th>
<th>Regex length</th>
<th>True positive</th>
<th>True negative</th>
<th>Overall accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spoon Library</td>
<td>979</td>
<td>.39</td>
<td>.39</td>
<td>.67</td>
</tr>
<tr>
<td>@krijnhoetmer</td>
<td>115</td>
<td>.78</td>
<td>.78</td>
<td>.59</td>
</tr>
<tr>
<td>@gruber</td>
<td>71</td>
<td>.97</td>
<td>.97</td>
<td>.65</td>
</tr>
<tr>
<td>@gruber v2</td>
<td>218</td>
<td>1.00</td>
<td>1.00</td>
<td>.65</td>
</tr>
<tr>
<td>@cowboy</td>
<td>1,241</td>
<td>1.00</td>
<td>1.00</td>
<td>.56</td>
</tr>
<tr>
<td>Jeffrey Friedl</td>
<td>241</td>
<td>.56</td>
<td>.56</td>
<td>.59</td>
</tr>
<tr>
<td>@mattfarina</td>
<td>287</td>
<td>.72</td>
<td>.72</td>
<td>.57</td>
</tr>
<tr>
<td>@stephenhay</td>
<td>38</td>
<td>1.00</td>
<td>1.00</td>
<td>.81</td>
</tr>
<tr>
<td>@scottgonzales</td>
<td>1,347</td>
<td>1.00</td>
<td>1.00</td>
<td>.56</td>
</tr>
<tr>
<td>@rodneyrehm</td>
<td>109</td>
<td>.83</td>
<td>.83</td>
<td>.59</td>
</tr>
<tr>
<td>@ime_endosol</td>
<td>54</td>
<td>.97</td>
<td>.97</td>
<td>.85</td>
</tr>
<tr>
<td>@diegooperini</td>
<td>502</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Figure 1: Regular expressions for URLs obtained from http://mathiasbynens.be/demo/url-regex.
3. Overview

In this section, we provide an outline of our approach to program boosting. Note that our approach is general in that it applies to different kinds of programs. However, it relies on two operations that may be familiar to the reader from genetic programming literature: shuffle (also called crossover) and mutation. Section 4 discusses how we implement these for regular expressions. However, in many ways, there is a lot of ingenuity that goes into providing sensible implementations of these operations that do not greatly increase the size of resulting programs.

**Difficult programming tasks:** In this paper, we focus on a specific class of difficult programming problems, as exemplified by coming up with tricky regular expressions or sanitizers for security. To summarize, these difficult programming tasks share the following qualities:

- their specification is provided as text and is open to interpretation;
- virtually all developers get obvious cases right;
- virtually all developers get some corner cases wrong;
- frequently, different developers often get different corner cases wrong;

The hope is that piecing together different solutions will yield a solution that is “more correct”.

**Binary classification tasks:** for practical reasons in this paper we focus on programs that

- consume a single input
- produce a binary (yes/no) output;
- for any input, a non-specialist computer user can decide if the answer for it should be a yes or a no.

Our observation is that while the generic crowd is not going to help us to source programs, they will be able to recognize correct or incorrect program behaviors. By way of analogy, while a layperson may not be able to write a computer vision program that recognizes the presence of a cat in an image, humans are remarkably good at recognizing whether a given picture has a cat in it. This two-crowd approach helps us to both collect or source candidate programs and to refine them by asking the untrained crowd about the correct behavior on questionable cases.

Our approach can be expanded beyond these restrictions, but our implementation is greatly simplified by these assumptions.

**Architecture:** Figure 2 shows the architecture of our system. To crowd-source a solution to the specified task, we take advantage of two crowds, the developer crowd and the user crowd; the former contains developers for hire, typically skilled in one or more languages such as Java and C++, the latter consists of laypeople.

3.1 Iterative Genetic Algorithms

Figure 3 shows our program boosting algorithm as pseudocode. Let $\Sigma$ be the set of all programs and $\Phi$ be the set of all examples. In every generation, we update the set of currently considered programs $\sigma \subset \Sigma$ and the set of current examples $\phi \subset \Phi$.

Note that the algorithm is iterative in nature: the process of boosting proceeds in generations, similar to the way genetic programming is typically implemented. The overall goal is to find a program with the best fitness in $\Sigma$. At each generation, new examples in $\Phi$ are produced and sent to the crowd to obtain consensus. The algorithm is parametrized as follows:

- $\sigma \subset \Sigma$ is the initial set of programs;
- $\phi \subset \Phi$ is the initial set of positive and negative examples;
- $\beta : \Sigma \times \Sigma \rightarrow 2^\Phi$ is the crossover shuffle function that takes two programs and produces a set of possible shuffles;
- $\mu : \Sigma \rightarrow 2^\Phi$ is the mutation function that produces a set of possible shuffles;
- $\delta : \Sigma \times 2^\Phi \rightarrow 2^\Phi$ generates new training examples;
- $\eta : \Sigma \rightarrow N$ is the fitness function;
- $\theta \in N$ is the budget for Mechanical Turk crowd-sourcing.

In Section 4 we show how to implement operations that correspond to functions $\beta$, $\mu$, $\delta$, and $\eta$ for regular expressions using SFAs. Note that in practice in the interest of completing faster we usually limit the number of iterations to a set limit such as 10.

3.2 Optimizations

Our implementation benefits greatly from parallelism. In particular, we make the two loops on lines 6 and 12 of
1: Input: Programs \( \sigma \), examples \( \phi \), shuffling function \( \beta \), mutation function \( \mu \), example generator \( \delta \), fitness function \( \eta \), budget \( \theta \).
2: Output: Boosted program
3: function Boost((\( \sigma, \epsilon \), \( \beta, \mu, \delta, \eta, \theta \)) do
4: while \((q < 10 \land \theta > 0)\) do
5: \( \varphi = \emptyset \) \( \triangleright \) New examples for this generation
6: for all \((\sigma_i, \sigma_j) \in \text{FindShuffleCandidates}(\sigma)\) do
7: for all \(\sigma' \in \beta((\sigma_i, \sigma_j))\) do \( \triangleright \) Shuffle \( \sigma_i \) and \( \sigma_j \)
8: \( \varphi = \varphi \cup \delta(\sigma', \phi) \) \( \triangleright \) Generate new examples
9: \( \sigma = \sigma \cup \{\sigma'\} \) \( \triangleright \) Add this candidate to \( \sigma \)
10: end for
11: end for
12: for all \(\sigma_i) \in \text{FindMutationCandidates}(\sigma)\) do
13: for all \(\sigma' = \mu(\sigma_i)\) do \( \triangleright \) Mutate \( \sigma_i \)
14: \( \varphi = \varphi \cup \delta(\sigma', \phi) \) \( \triangleright \) Generate new examples
15: \( \sigma = \sigma \cup \{\sigma'\} \) \( \triangleright \) Add this candidate to \( \sigma \)
16: end for
17: end while
18: \( \sigma = \text{GetConsensus}(\varphi, \theta) \) \( \triangleright \) and update budget
19: \( \phi = \varphi \cup \phi_0 \) \( \triangleright \) Add the newly acquired examples
20: \( \sigma = \text{Filter}(\sigma) \) \( \triangleright \) Update candidates
21: \( \langle \hat{\sigma} \rangle = \text{GetBestFitness}(\sigma, \eta) \)
22: end function
23: return \( \hat{\sigma} \) \( \triangleright \) Return program with best fitness
24: end function

Figure 3: Program boosting implemented as an iterative genetic programming algorithm.

The algorithm parallel. While we need to be careful in our implementation to avoid shared state, this relatively simple change ultimately leads to near-full utilization on a machine with 8 or 16 cores.

Unfortunately, our call-outs to the crowd on line 16 to get the consensus are synchronous. This does lead to an end-to-end slowdown in practice, as crowd workers tend to have a latency associated with finding and starting new tasks, even if their throughput is quite high. In the future, we envision a slightly more streamlined architecture where allowing speculative exploration of the space of programs may allow us to call crowd calls asynchronously.

4. Regular Expression Manipulation

We first describe Symbolic Finite Automata (SFA) and motivate their choice as an alternative to classical automata. Next, we present algorithms for shuffling, mutation, and examples generation, used in the algorithm in Figure 3.

4.1 Symbolic Finite Automata

While regular expressions are succinct and relatively easy to understand, they are not easy to manipulate algebraically. In particular, there is not direct algorithm for complementing or intersecting them. Because of this, we opt for finite automata instead. Classic deterministic finite automata (DFAs) enjoy many closure properties and friendly complexities. However, each DFA transition can only carry one element of the alphabet, causing the number of transitions in the DFA to be proportional to the size of the alphabet. When the alphabet is large (UTF16 has \( 2^{16} \) elements) this representation becomes impractical.

Symbolic Finite Automata (SFAs) [31] extend classical automata with symbolic alphabets. In an SFA each edge is labeled with a predicate, rather than a single input character. This allows the automaton to represent multiple concrete transitions succinctly. For example, in the SFA of Figure 4 the transition from state 10 to state 11 is labeled with the predicate \( \{a, q, p\} \). Because of the size of the UTF16 set, this transition in classical automata would be represented by thousands of concrete transitions.

Before defining SFAs we first need to introduce several preliminary concepts. Since the guards of SFA transitions are predicates, operations such as automata intersection needs to “manipulate” such predicates. Let’s consider the problem of intersecting two classical DFAs. In classical automata intersection, the two DFAs respectively have transitions \((p, a, p')\) and \((q, a, q')\) the intersected DFA (also called the product) will have a transition \(( (p, q), a, (p', q') ) \). Now if we want to intersect two SFAs this simple synchronization would not work. If two SFAs respectively have transitions \((p, \varphi, p')\) and \((q, \psi, q')\) from \( A_2 \) (where \( \varphi \) and \( \psi \) are predicates), the intersected DFA will need to synchronize the two transitions only on the values for which they are both “triggered”, therefore the new transition will be \(( (p, q), \varphi \land \psi, (p', q') ) \). Moreover if the predicate \( \varphi \land \psi \) is not satisfiable (does not have any character triggering it), this transition should be removed. These examples show how the set of predicates used in the SFA should at least be closed under \( \land \) (conjunction), and the underlying theory should be decidable (we can check for satisfiability). It can be shown that in order to achieve the classical closure properties of regular language the set of predicates must also be closed under negation.

Definition 1. A Boolean algebra \( B \) has components \((D_B, P_B, \perp, \top, \land, \lor, \neg)\). \( D_B \) is a set of domain elements, and \( P_B \) is a set of predicates closed under Boolean connectives \( \land, \lor, \perp, \top \), and \( \neg \). The denotation function \( f \colon P_B \to 2^{D_B} \) is such that \( f(\top) = D, f(\perp) = 0, f(\varphi \land \psi) = f(\varphi) \land f(\psi), \) and \( f(\neg \varphi) = D \setminus f(\varphi) \). For \( \varphi \in P_B \), we write \( IsSat(\varphi) \) when \( f(\varphi) \neq \emptyset \) and say that \( \varphi \) is satisfiable. \( B \) is decidable if \( IsSat \) is decidable.

We can now define symbolic finite automata.

Definition 2. A Symbolic Finite Automaton, SFA, is a tuple \((B, Q, q_0, F, \delta)\) where \( B \) is a decidable Boolean algebra, \( Q \) is a finite set of states, \( q_0 \in Q \) is the initial state, \( F \subseteq Q \) is the set of final states, and \( \delta \subseteq Q \times P_B \times Q \) is a finite set of moves or transitions.

In the following definitions we refer to a generic SFA \( A \). \( A \) is deterministic if for every state \( q \in Q \), there do not exist two distinct transitions \((q, \varphi, q_1)\) and \((q, \psi, q_2)\) in \( \delta \), such that \( \text{IsSat}(\varphi \land \psi) \). If \( A \) is deterministic, we define the reflexive-transitive closure of \( \delta \) as for all \( a \in D \) and \( s \in D^* \), \( \delta^*(Q, a \delta) = \delta(Q', s) \), if \( \forall p', p' \in Q, (q, \varphi, q') \in \delta \) such that \( q \in Q \) and \( a \in f(\varphi) \), and \( \delta^*(Q, \varepsilon) = Q \). The language accepted by \( A \) is \( L(A) = \{ s \mid \delta^*(\{q_0\}, s) \subseteq F \} \).

BDD algebra: We describe the Boolean algebra of BDDs, which is used in this paper to model regular expression characters. A BDD algebra \( 2^{BDD} \) is the powerset algebra whose domain is the finite set \( b_k \), for some \( k > 0 \), consisting of all nonnegative integers less than \( 2^k \), or equivalently, all \( k \)-bit bit-vectors. A predicate is represented by a BDD [30] of depth \( k \). The variable order of the BDD is the reverse bit order of the binary representation of a number, in particular, the most significant bit has the lowest ordinal. The Boolean operations correspond directly to the BDD operations, \( \perp \) is the BDD representing the empty set. The denotation
4.2 Fitness Computation

Recall that as part of the genetic programming approach employed in program boosting, we need to be able to assess the fitness of a particular program. For regular expressions, this amounts to calculating the accuracy on a training set. The process of fitness calculation can by itself be quite time-consuming. This is because running a large set of examples and counting how many of them are accepted correctly by each produced SFA is a process that scales quite poorly when the number of examples grows.

For example, in the case of URLs over the alphabet UTF16, one of the components, say \( \varphi \), has \( |\varphi| = 2^{31} \) possible stretches. The first heuristics limit the number of “interesting” blocks of the SFA. A stretch is a maximal connected acyclic subgraph where every node has degree smaller or equal to 2. In the SFA on the right \( \{1,3,5\}, \{2,4\}, \) and \( \{9,10\} \) are stretches.

4.3 Shuffles

A shuffle (crossover) operation interleaves two SFAs into a single SFA that “combines” their behaviours. An example of this operation is illustrated in Figure 5. Given two SFAs \( A \) and \( B \), the shuffling algorithm redirects two transitions, one from \( A \) to \( B \), and one from \( B \) to \( A \). The goal of such operation is that of using a component of \( B \) inside \( A \).

An SFA can have many transitions and trying all the possible shuffles can be impractical. Concretely, if \( A \) has \( n_1 \) states and \( m_1 \) transitions, and \( B \) has \( n_2 \) states and \( m_2 \) transitions, then there will be \( O(n_1 n_2 m_1 m_2) \) possible shuffles. Checking fitness for this many SFAs would not scale. The shuffling algorithm is shown in Figure 5.

4.4 Strongly-connected components

Strongly-connected components: Our first strategy collapses states that belong to a single strongly connected component (SCCs). SCCs are easy to compute and often capture interesting blocks of the SFA.

Collapsing stretches: In several cases SCCs do not collapse enough states. Consider the SFA in Figure 4. In this example, the only SCC with more than one state is the set \( \{11–12\} \). Moreover, most of the phone number regexes are represented by acyclic SFAs causing the SCCs to be completely ineffective. To address this limitation we introduce a collapsing strategy for “stretches”. A stretch is a maximal connected acyclic subgraph where every node has degree smaller or equal to 2. In the SFA on the right \( \{1,3,5\}, \{2,4\}, \) and \( \{9,10\} \) are stretches.

Single-entry, single-exit components: Even using stretches the collapsing is often ineffective. Consider again the SFA on the right. The set of nodes \( \{0,1,2,3,4,5,6,7,8\} \) looks like it should be treated as a single component, since it has a single entry point, and a single exit point, however it is not a stretch. This component clearly captures an independent part of the regex which accepts the correct protocols of a URL. Such components are characterized by the following features:

1. it is a connected direct acyclic subgraph,
2. it has a single entry and exit point,
3. it does not start or end with a stretch, and
4. it is maximal: it is not contained in a bigger component with properties 1–3.

Such components can be computed in linear time by using a variation of depth-first search starting in each node with in-degree smaller than 1. The requirement 4) is achieved by considering the nodes in topological sort (since SCCs are already collapsed the induced graph is acyclic). Since this technique is generally more effective than stretches, we use it before the stretch collapsing.

In the SFA on the right, the final components will then be: \( \{0,1,2,3,4,5,6,7,8\} \), \( \{9,10\} \), \( \{11,12\} \), and \( \{13\} \). Finally, if \( A \) has \( c_1 \) components and \( t_1 \) transitions between different different components, and \( B \) has \( c_2 \) components and \( t_2 \) transitions between different different components, then there will
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Diminishing mutations: Given a string \( s \notin L_T \) and a

SFA A such that \( s \notin L(A) \) generates a SFA \( A' \), such that

\( L(A') \subseteq L(A) \) and \( s \notin L(A') \).

Given a string \( s = a_1 \ldots a_n \) that is accepted by A, the

algorithm finds a transition \((q, \varphi, q')\) that is traversed using

the input character \( a_i \) (for some i) when reading s and either

removes the whole transition, or simply shrinks the guard to

\( \varphi \land \neg a_i \) disallowing symbol \( a_i \). Given a string of length \( k \),

\begin{align*}
\text{Input: } & \text{SFAs } A_1 = (Q_1, q_0^1, F_1, \delta_1), A_2 = (Q_2, q_0^2, F_2, \delta_2) \\
\text{Output: } & \text{All shuffles of } A_1 \text{ and } A_2 \\
\text{function } & \text{SHUFFLES}(A_1, A_2) \\
& C_1 := \text{COMPONENTS}(A_1) \\
& C_2 := \text{COMPONENTS}(A_2) \\
& \text{for all } c_1 \in C_1 \text{ do} \\
& \quad C'_1 := \{c'_1 \mid c_1 \sim_A^* c'_1\} \\
& \text{for all } c_2 \in C_2 \text{ do} \\
& \quad C'_2 := \{c'_2 \mid c_2 \sim_A^* c'_2\} \\
& \text{for all } t_c = (p_1, \varphi, p_2) \in \text{EXIT_MOVES}(c_1, A_1) \text{ do} \\
& \quad C'_c := \{c'_1 \mid c'_2 \subseteq_A (c'_1, A_1)\} \\
& \text{end function} \\
\text{function } & \text{EXIT_MOVES}(c, A) \\
& \text{return } \{(p, \varphi, q) \in \delta | p \in c \land q' \notin c\} \\
\text{end function} \\
\text{function } & \text{ENTRY_STATES}(c, A) \\
& \text{return } \{q \in Q_A \mid \exists (p, \varphi, q) \in \delta | p \notin c \land q' \in c \lor q = q_0\} \\
\text{end function}
\end{align*}

be \( O(c_2 t_1) \) possible shuffles. In practice this number is much smaller than \( O(n_1 m_2) \).

4.5 Example Generation

Generating one string is often not enough to “characterize” the

language of an SFA. For each SFA \( A = (Q, q_0, F, \delta) \), we generate a set of strings \( S \), such that for every state \( q \in Q \), there exists a string \( s = a_1 \ldots a_n \) in \( L(A) \), such that for some \( i \), \( \delta^i(q_0, a_1 \ldots a_n) = q \). Informally, we want to generate a set of strings covering all the states in the SFA. This technique is motivated by the fact that we keep the SFA minimal, and in a minimal SFA each state corresponds to a different equivalence class of strings. The example generation algorithm is described in Figure 7 and it terminates in at most \( |Q| \) iterations. The algorithm simply generates a new string at every iteration, which is forced to cover at least one state which hasn’t been covered yet.

Unfortunately, this naïve approach tends to generate strings that look “random” causing untrained crowd workers to be overly conservative by classifying them as negative examples, even when they are not. For example, we

\begin{align*}
\text{Input: } & \text{SFAs } A_1 = (Q_1, q_0^1, F_1, \delta_1), A_2 = (Q_2, q_0^2, F_2, \delta_2) \\
\text{Output: } & \text{All shuffles of } A_1 \text{ and } A_2 \\
\text{function } & \text{SHUFFLES}(A_1, A_2) \\
& C_1 := \text{COMPONENTS}(A_1) \\
& C_2 := \text{COMPONENTS}(A_2) \\
& \text{for all } c_1 \in C_1 \text{ do} \\
& \quad C'_1 := \{c'_1 \mid c_2 \sim_A^* c'_1\} \\
& \text{for all } c_2 \in C_2 \text{ do} \\
& \quad C'_2 := \{c'_2 \mid c_2 \sim_A^* c'_2\} \\
& \text{for all } t_c = (p_1, \varphi, p_2) \in \text{EXIT_MOVES}(c_1, A_1) \text{ do} \\
& \quad C'_c := \{c'_1 \mid c'_2 \subseteq_A (c'_1, A_1)\} \\
& \text{end function} \\
\text{function } & \text{EXIT_MOVES}(c, A) \\
& \text{return } \{(p, \varphi, q) \in \delta | p \in c \land q' \notin c\} \\
\text{end function} \\
\text{function } & \text{ENTRY_STATES}(c, A) \\
& \text{return } \{q \in Q_A \mid \exists (p, \varphi, q) \in \delta | p \notin c \land q' \in c \lor q = q_0\} \\
\text{end function}
\end{align*}
1: Input: SFA $A = (Q, q, F, δ)$ and “seed” string $w$
2: Output: Set of new training strings
3: function COVER($A, w$)
4: \[ C := Q \]
5: while $C \neq \emptyset$
6: \[ q := \text{REMOVE-FIRST}(Q) \]
7: \[ A' := \text{SFA-PASSING}(A, q) \]
8: \[ s := \text{CLOSEST-STRING}(A, w) \]
9: \[ C := C \setminus \text{STATES-COVERED}(s, A) \]
10: yield return $s$
11: end while
12: end function
13: // Language of all strings in $A$ passing through state $q$
14: function SFA-PASSING($A, q$)
15: return CONCATENATE($((Q, q_0, \{q\}, \delta), (Q, q, F, δ))$
16: end function

Figure 7: Example generation.

5. Experimental Evaluation

Broadly speaking, we are interested in the following measures of success for evaluating our program boosting approach:

- overall boost obtained via our algorithm;
- time required to perform the boosting;
- monetary cost of boosting;
- expansion of the test suite for the task we are interested in created via crowd-sourcing;
- accuracy and size of the resulting programs.

<table>
<thead>
<tr>
<th>Task</th>
<th>Specification</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phone numbers</td>
<td><a href="https://bountify.co/5b">https://bountify.co/5b</a></td>
<td>5 4</td>
</tr>
<tr>
<td>Dates</td>
<td><a href="https://bountify.co/5s">https://bountify.co/5s</a></td>
<td>9 9</td>
</tr>
<tr>
<td>Emails</td>
<td><a href="https://bountify.co/5c">https://bountify.co/5c</a></td>
<td>10 7</td>
</tr>
<tr>
<td>URLs</td>
<td><a href="https://bountify.co/5f">https://bountify.co/5f</a></td>
<td>14 9</td>
</tr>
</tbody>
</table>

Figure 8: Specifications provided to Bountify workers.

Figure 10: Crowd-sourcing regex for URLs at https://bountify.co/5f.

Figure 10: Crowd-sourcing regex for URLs at https://bountify.co/5f.

---

2The algorithm in [32] actually has a mistake in the base case of the dynamic program. When computing the value of $V(T, S, c)$ in page 3, the “otherwise” case does not take into account the case in which $T = S$ and $T$ has a self loop on character $c$. We fix the definition in our implementation.
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Before we describe our experiments, we first outline our
initial regular expressions using
Bountify
blogs, StackOverflow, etc., we crowd-sourced the creation of
regular expressions from blogs and other web sites for a
total of 33 regular expressions, as detailed in Figure 8.

Interactions with developers on
Bountify
sometimes get fairly involved, as illustrated in Figure 10. This figure
captures a process of getting the best regular expressions for
URLs. Each column of the table corresponds to an individ-
ual developer who participated in this bounty. The winner was
iurisilvio, who was also the first to post a solution—
this task was posted on Wednesday evening, with the first
solution from iurisilvio arriving almost instantaneously.
However, in this case, the winning solution did not emerge
until the following Monday, after several interactions and
clarifications from the poster (us), and refinements of the
original solution. Note that this was not done in “real time”;
we could have been more agressive in responding to potential
solutions to have this process converge more quickly.

Mechanical Turk: We used Amazon’s Mechanical Turk to
classify additional examples discovered as part of boosting
and generated using the technique described in Section 3. For
each example, we used 5 Mechanical Turk workers work-
ers provided with a high-level specification of the task. For
each string in batch the Mechanical Turk worked had to clas-
sify it as either Valid or Invalid.

These strings were grouped in batches containing up to 50
strings and workers were paid a maximum of $0.25 and a
minimum of $0.05. These rates were scaled linearly de-
pending on the number of strings within a batch. Classified
strings were added to the training set assuming they reached
an agreement consensus rate of 60%. Figure 17 shows addi-
tional data on Mechanical Turk consensus.

Overall, the workers we encountered on Mechanical
Turk have been fairly positive towards our automatically-
generated tasks. A few even chose to send us comments such
as the ones shown in Figure 14 via email. Clearly, some work-
ers are concerned about doing a good job and also about
their reputation. Others expressed doubts regarding some of the corner cases.

5.2 Experimental Setup
We applied our technique to all unordered pairs of regular
expressions (including reflective pairs \((x,x)\)) within each of the four specification categories: Phone numbers, Dates,
Emails, and URLs. Overall, we considered a total of 465 initial pairs. We evaluated boosting in two separate scenarios:
first, using only the genetic programming techniques of
shuffles and mutations and second, using these techniques and example generation and refinement with the help of
Mechanical Turk workers.

Initial regular expressions: In Figure 9, we character-
ize the inputs used in our experiment by length and by the
number of states in each resulting SFA. These values convey

<table>
<thead>
<tr>
<th></th>
<th>Examples</th>
<th>Total Candidate regexes</th>
<th>Other</th>
<th>Regex length</th>
<th>State count</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>+</td>
<td>-</td>
<td></td>
<td>25%</td>
<td>50%</td>
</tr>
<tr>
<td>Phone numbers</td>
<td>20</td>
<td>29</td>
<td>8</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>Dates</td>
<td>31</td>
<td>30</td>
<td>6</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Emails</td>
<td>7</td>
<td>7</td>
<td>10</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>URLs</td>
<td>36</td>
<td>39</td>
<td>9</td>
<td>4</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 13: Aggregate comparison of different strategies
(a) Fitness on the golden set.  (b) Fitness on the evolved set.

Figure 9: Case studies summarized.
the varying levels of complexity across the input regular expressions. Columns 2 and 3 show the number of positive and negative examples we started with for each task. Columns 4–7 show where our 33 regular expressions come from. Bountify is the most popular source, with 14 coming from there. The regular expression length shown in columns 8–11 is quite high, with the median frequently being as high as 288 for Dates. To some degree, regular expression length reflects the complexity of these tasks. The state count shown in columns 12–15 is generally relatively low, due to the SFAs’s ability to achieve good compression via symbolic representation.

Figure 11 shows the distribution of initial accuracy (fitness) values by source, differentiating between Bountify, RegexLib, a widely-used regex repository, and other sources such as blogs, web sites, StackOverflow, etc. Surprisingly, the initial values obtained through Bountify are higher than those obtained from RegexLib, a widely-used library of regular expression designed to be reused by a variety of developers. Overall, initial fitness values hover between .5 and .75, with none of the regexes being either too good or too bad.

5.3 Boosting Results

Our experiments center around pairwise boosting for the four chosen tasks: Phone numbers, Emails, Dates, URLs. We test the quality of the regular expressions obtained through boosting by measuring the accuracy on both positive and negative examples. Our measurements are performed both the golden set and the evolved set. We consider the measurements on the evolved set to be more representative, because the golden set is entirely under our control and could be manipulated by adding and removing examples to influence accuracy measurements. The evolved set, on the other hand, evolves “naturally”, through refinement and obtained Mechanical Turk consensus.

Figure 12 captures our high-level results obtained from the boosting process. Each cell captures the accuracy of the generated program variant. Comparing the values in columns 3 and 4 to column 2, we see that our process consistently does result in boosting across the board. It is worth pointing out that having a stable technique that produces consistent boosting for a range of programs is both very difficult and tremendously important to make our approach predictable.

Figure 13 contains a more detailed exploration of the boosting process portrayed as a distribution over the regular expression 465 pairs. Vertical bars are used to represent the shape of each distribution. Both the tables and the histogram show that the most significant boost is consistently obtained with the Evolve + Crowd strategy.

5.4 Boosting Process

Figure 17 characterizes the boosting process in three dimensions: the number of generations, the number of generated strings, and the measured consensus for classification tasks. For each of these dimensions, we provide 25%, 50%, 75%, and Max numbers in lieu of a histogram.

Note that we artificially limit the number of generations to 10. However, about half the pairs for the Emails task finish in 5 generations only. For URLs, there are always 10 generations required — none of the results converge prematurely. The number of generated strings is relatively modest, peaking at 207 for Dates. This suggests that the total crowdsourcing costs for Mechanical Turk should not be very high. Lastly, the classification consensus is very high overall. This is largely due to the our candidate string generation technique in Section 4.5. By making strings look “nice” it prevents a wide spread of opinions.
<table>
<thead>
<tr>
<th>Task</th>
<th>Generations</th>
<th>Generated strings</th>
<th>Classification consensus</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phone numbers</td>
<td>7 8 10 10</td>
<td>0 6.5 20.25 83</td>
<td>1 1 1 1</td>
</tr>
<tr>
<td>Dates</td>
<td>10 10 10 10</td>
<td>29 45 136 207</td>
<td>1 1 1 1</td>
</tr>
<tr>
<td>Emails</td>
<td>5 5 6.5 10</td>
<td>2 7 17 117</td>
<td>1 1 1 1</td>
</tr>
<tr>
<td>URLs</td>
<td>10 10 10 10</td>
<td>54 72 107 198</td>
<td>0.99 1 1 1</td>
</tr>
</tbody>
</table>

Figure 17: Characterizing boosting process.

<table>
<thead>
<tr>
<th>Task</th>
<th>Shuffles (thousands)</th>
<th>% Successful shuffles</th>
<th>Mutations (thousands)</th>
<th>% Successful mutations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phone numbers</td>
<td>73 98 113 140</td>
<td>0.002 0.071 1.888 17.854</td>
<td>5 6 8 13</td>
<td>3.8 5.5 11.6 17.854</td>
</tr>
<tr>
<td>Dates</td>
<td>14 108 162 17</td>
<td>0.21 1.51 7.22 38.92</td>
<td>8 12 17 37</td>
<td>16 31 35 53</td>
</tr>
<tr>
<td>Emails</td>
<td>3 8 22 165</td>
<td>0.45 1.62 5.11 15.04</td>
<td>0 0 2 15</td>
<td>41 54 78 100</td>
</tr>
<tr>
<td>URLs</td>
<td>116 178 180 180</td>
<td>0.88 6.62 34.29 50.15</td>
<td>9 20 52 114</td>
<td>30 35 41 64</td>
</tr>
</tbody>
</table>

Figure 18: Successful propagation of candidates.

Figure 15: Running times for each task, aggregated across all pairs.

Figure 16: Latencies for Mechanical Turk across generations for all tasks.

Figure 18 provides additional statistics for the shuffling and mutation process across the tasks in the 25%, 50%, 75%, and Max format used before. Across the board, the number of shuffles produced during boosting is in tens of thousands. Yet only a very small percentage of them succeed, i.e. survive to the next generation. This is because for the vast majority, the fitness is too small to warrant keeping them around. The number of mutations is smaller, only in single thousands, and their survival rate is somewhat higher. This can be explained by the fact that mutations are relatively local transformations and are not nearly as drastic as shuffles.

5.5 Running Times

Figure 15 shows the overall running time for pairwise boosting for each task. The means vary from about 4 minutes per pair and 37 minutes per pair. Predictably, Phone numbers completes quicker than URLs. Note that for Emails, the times are relatively low. This correlates well with the low number of generated strings in Figure 17. Making the boosting process run faster may involve having low-latency Mechanical Turk workers on retainer and is the subject of future work. Much of the delay is due to waiting for Mechanical Turk to complete. Figure 16 captures the latencies for Mechanical Turk calls, across generations. Clearly, as the boosting process proceeds, it spends less time waiting for Mechanical Turk, in part because there is less ambiguity to be resolved by Mechanical Turk workers. The only exception is Dates, which has a slight “bump” in Mechanical Turk latencies in the middle. Note, however, that Mechanical Turk latencies are influenced by other factors such as day of week, time of year, weather, etc.
of the selected program. For instance, we could favor smaller regular expressions in our selection.

**Program complexity is too high:** while it is possible to blend programs together to achieve good results on training and testing data, it is desirable to produce resulting programs that are too complex to be understood. In some cases, since these programs will be used as black boxes, this is fine; in others, this is not the case.

**Knowing when to stop:** in the context of crowd-sourcing, knowing when to stop soliciting answers is difficult: even if you have absolute agreement among existing workers, it is not clear that asking more questions may not eventually yield disagreement about a non-obvious corner case. The current approach in this paper does not use a more flexible approach to getting the desired level of confidence, although several techniques have been proposed [1].

**Crowd-sourcing is too expensive:** the cost of crowd-sourcing is certainly not the least important consideration. Untrained “recognition” tasks on services such as Mechanical Turk can cost about $2–5 per task, which is quite cheap. Programming assignments can easily cost from $5 to $50 on sites like Bountify. Our overall philosophy is to maximize the number of participants while keeping the wages relatively low as opposed to hiring one or two highly skilled and highly compensated developers. However, this is not the only approach.

**Monetization and payment:** it is not clear how to properly compensate the workers whose (programming) efforts become blended into the end-product. There are thorny intellectual property issues to grapple with. There is the question of whether the workers should be compensated beyond their initial payment, as the software to which they have contributed becomes successful.

**Crowd latency:** is a major issue in getting program boosting results faster. In the future, it may be possible to have a set of workers on retainer with faster response times. Another option is to design a more asynchronous approach that would speculatively explore the program space.

**Sub-optimality:** because we are evolving the training set, it is possible that in earlier generations we abandoned programs that in later generations would appear to be more fit. One way to compensate for this kind of sub-optimality of our technique is to either revisit the evaluation once the evolved set has been finalized, or to inject some of the previously rejected programs from past generations into the mix at later stages.

## 7. Related Work

Below we provide a brief overview of some of the related literature.

**Genetic algorithms:** Genetic programming methods alter structures that represent members of a population to produce a result that is better according to fitness or optimality conditions. Evolutionary approaches for building automata and state machines have been widely studied. Early work by Fogel et al. [6] evolved finite state machines to predict symbol sequences. Others have extended these techniques to build modular systems that incorporate independent FSMS to solve maze and grid exploration problems [4] or to predict note sequences in musical compositions [14]. In software engineering, genetic programming approaches have been applied to fixing software bugs [7] and software optimization [5].
Learning DFAs: Grammatical inference is the study of learning a grammar by observing examples of an unknown language. This problem was introduced by Gold [9], who showed that a learning algorithm can produce a new grammar that can generate all of the examples seen so far in polynomial time. Many variants of this problem have been studied, including different language classes and different learning models. Relevant to this paper is the study of producing a regular language from labeled strings, where the learning algorithm is given a set of positive and negative examples that have been labeled by an unknown target DFA and the task is to predict the output of the target DFA on new examples. This problem has been shown to be hard in the worst case [15, 25], but many techniques have been demonstrated to be practical in the average case. The L-star algorithm [1] can infer a minimally accepting DFA but assumes that the target language is known and that hypothesized grammars can be checked for equivalence with the target language. State merging algorithms [18] relax the requirement for a minimal output, and work by building a prefix-tree acceptor for the training examples and then merge states together that map to the same suffixes. A number of extensions to this technique have been proposed [16, 17, 23]. Evolutionary approaches to learning a DFA from positive and negative examples have also been proposed [21, 22].

Learning regular expressions: Automatic generation of regular expressions from examples has been explored in the literature for information extraction. Galassi et al. [8] presented a technique to extract events from DNA sequences, by learning simple regular expressions that anchor the relevant strings. Others have applied evolutionary approaches to infer regular expressions subject to different fitness metrics. These techniques use various types of transformations on the regular expressions themselves, rather than a DFA representation [3, 10, 19]. Furthermore, the alphabet size is minimized to either extracted tags from text processing tools or the ASCII character set. In contrast, our approach directly manipulates the automata representing the regular expression and our transformation techniques can handle more complex regular expressions and large alphabets.

Program synthesis: Recent work has investigated automatic synthesis of program fragments from logical and example-based specifications [11, 12, 28, 29]. A common thread of this research is that when the high-level insights of how a solution can be described, errors often appear in the low-level details. These tools use formal methods to aid in the construction the low-level implementation of a specification. Our technique differs in that it aims to address the issue of corner-cases in specification implementations by blending a diverse collection of solutions through crowd-sourcing.

Crowd-sourcing: The emergence of crowd-sourcing platforms such as Amazon’s Mechanical Turk has led to a variety of inquiry into the manner in which human computation can be incorporated into programming systems. Several platforms [2, 20, 24, 26] have been designed to abstract the details of using a crowd-sourcing service away from the programmer, so that issues of latency, quality control and cost are easier to manage. Our work introduces a novel use of crowd-sourcing to automatically refine the training set in our genetic programming algorithm.

8. Conclusions
This paper presents a novel crowd-sourcing approach to program synthesis called program boosting. Our focus is difficult programming tasks, which even the most expert of developers have trouble with. Our insight is that the wisdom of the crowds can be brought to bear on these challenging tasks. In this paper we show how to use two crowds, a crowd of skilled developers and a crowd of untrained computer workers to successfully produce solutions to complex tasks that involve crafting regular expressions.

We have tested our approach to program boosting on four complex tasks, we have crowd-sourced 33 regular expressions from Bountify and several other sources, and performed pairwise boosting on them. We find that our program boosting technique is stable: it produces consistent boosts in accuracy when tested on 465 pairs of crowd-sourced programs. The cost of program boosting is generally quite modest, varying between several cents and about $3 for the untrained crowd and about $10–20 for the skilled crowd, depending on the complexity of the task.
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