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PREFACE

It has been fascinating to reflect and comment on the way the topics addressed in this book have developed over the past 40 years or so, since the first version of the book appeared as lecture notes in 1974. Many of the developments have had an impact, not only in computing, but also more widely in such fields as mathematical, philosophical and informal logic. But just as interesting (and perhaps more important) some of these developments have taken different directions from the ones that I anticipated at the time.

I have organised my comments, chapter by chapter, at the end of the book, leaving the 1979 text intact. This should make it easier to compare the state of the subject in 1979 with the subsequent developments that I refer to in my commentary.

Although the main purpose of the commentary is to look back over the past 40 years or so, I hope that these reflections will also help to point the way to future directions of work. In particular, I remain confident that the logic-based approach to knowledge representation and problem solving that is the topic of this book will continue to contribute to the improvement of both computer and human intelligence for a considerable time into the future.

SUMMARY

When I was writing this book, I was clear about the problem-solving interpretation of Horn clauses, and I knew that Horn clauses needed to be extended. However, I did not know what extensions would be most important. In particular, I was torn between the extension of Horn clauses given by the full clausal form of first-order logic, and the extension given by logic programs with negative conditions. It has turned out that the latter extension has been much more widely accepted.
Semantics of Logic Programs

In Chapter 11, I explored two different kinds of semantics for negative conditions of logic programs - the object-level semantics (also called the completion semantics) in which logic programs are definitions in if-and-only-if form, and the meta-level semantics in which negative conditions are interpreted as meaning that the corresponding positive condition cannot be shown. Over the years, the meta-level semantics has overshadowed the object-level one.

These days, the meta-level semantics is more commonly understood in model-theoretic terms: In the simplest case, a logic program with negative conditions is understood as determining a canonical model, and solving a goal is understood as finding an instance of the goal that is true in the model. However, in Answer Set Programming, a program can have many such models. The program itself represents the goal, and different models represent different solutions of the goal.

This shift over time, from the completion semantics (in which solving a goal is interpreted as proving a theorem in first-order logic) to the (meta-level) model-theoretic semantics, is part of a wider shift in logic-based computing: from theorem-proving to model-generation. This shift is also associated with a better understanding of the relationship between logic programs and integrity constraints and with a greater appreciation of integrity constraints.

Goals as Integrity Constraints

When I was writing the book, I considered integrity constraints as supporting the development and maintenance of logic programs, along the lines suggested in Chapter 9. But back then, the semantics of integrity constraints was even more confused than the semantics of logic programs with negative conditions.

Today, I believe that the relationship between logic programs and integrity constraints is like the relationship between an agent’s beliefs and the agent’s goals. If logic programs represent the beliefs of an intelligent agent, then integrity constraints, in the form of sentences of full first-order logic, represent the agent’s goals. In a similar way to that in which an agent’s beliefs support the agent in maintaining and achieving its goals, logic programs support integrity constraints, by helping to generate models in which the integrity constraints are true.

I was struggling to understand the relationship between goals and beliefs when I was writing Chapter 13. Moreover, I did not appreciate then the importance of actions in generating new information that, together with existing beliefs, can help to make an agent’s goals true. The information systems of Chapter 13 are open to assimilate changes in the world, but they are passive, accepting those changes without having the power to generate changes of their own.

In recent years, the notion of an intelligent agent that can both assimilate information and generate actions has become the dominant paradigm in artificial intelligence. It has also become the inspiration for much of my own work, in which the task of an intelligent agent is to generate actions, to make the agent’s goals true in the model determined by the agent’s beliefs about the world.
CHAPTER 1

Although the focus of the book is on understanding logical inference in problem solving terms, I wanted to emphasize the declarative nature of logic by devoting the first two chapters to the topics of semantics and knowledge representation. None the less, despite my good intentions, I fear that my treatment of semantics in this chapter was inadequate.

The Importance of Model-theoretic Semantics

It is misleading to say, as I do on page 1, that “logic is not concerned with the truth, falsity or acceptability of individual sentences”. On the contrary, logic is concerned, for example, with the fact that there is no interpretation \( I \) that makes the sentence \( p \) and not \( p \) true. More generally, given a sentence \( s \) and an interpretation \( I \), logic is concerned with checking whether \( I \) is a model of \( s \), namely an interpretation that makes \( s \) true. Given a set of sentences \( S \), logic is also concerned both with determining whether \( S \) is satisfied by an interpretation \( I \), and in generating interpretations \( I \) that are models of \( S \).

Over the last 45 years or so, much of my own research has been concerned with attempting to find the right balance between semantics and inference. Most of the time, my research has been dominated by a syntactic view, which elevates inference over semantics. The most extreme manifestation of this view was the paper “Logic without Model Theory” [Kowalski, 1995]. Since then, having argued the case against model theory and having considered the arguments and the counter-arguments, I have modified my position, embracing a form of model theory that can be regarded as reconciling the syntactic and semantic views. The most recent example of this conversion is the paper “Reactive Computing as Model Generation” [Kowalski and Sadri, 2014]. I will document some of the reasons for this change in some of my commentary on the later chapters of this book.

The version of model theory that I now advocate is equivalent to the one presented on pages 14 and 15, but with a different emphasis on satisfiability and truth, rather than on inconsistency. The new version still has a somewhat syntactic character in its restriction of interpretations to Herbrand interpretations, which are sets of variable-free (also called ground) atomic sentences. But it is firmly committed to the notion of truth, building on the definition of truth for ground atomic sentences: A ground atom \( A \) is true in a Herbrand interpretation \( I \) if (and only if) \( A \in I \).

Restricting interpretations to Herbrand interpretations \( I \) does away with any mystery about the nature of the individuals and relationships that belong to \( I \). An individual belongs to a Herbrand interpretation \( I \) of a set of sentences \( S \) if and only if it belongs to the “universe of discourse” (also called the Herbrand universe), which is the set of all the ground terms that can be constructed from the language of \( S \). If that universe is too small for some purpose, then it can be enlarged by including in the language extra constants that do not occur explicitly
in $S$. Thus a ground term $t$ of the language is interpreted as the individual $t$ in $I$. A predicate symbol $P$ of the language is interpreted as the relation that is the set of all tuples $(t_1, \ldots, t_n)$ such that $P(t_1, \ldots, t_n) \in I$.

**Semantic Trees**

Rereading this chapter, I am surprised that I did not present the semantic tree model generation and proof procedure. It takes only a few lines, and it was the topic of my first publication [Kowalski and Hayes, 1968], building on [Robinson, 1968]. More importantly, it is one of the simplest proof procedures for the clausal form of logic imaginable.

Given a set of clauses $S$ and an enumeration $A_1, \ldots, A_n, \ldots$ of all the (possibly infinitely many) ground atoms of the language of $S$ (also called the Herbrand base of $S$), the method explores a binary tree representing the set of all Herbrand interpretations of $S$:

The root node has no label. Given a partial branch, from the root node to a node $N$, assigning truth values to the atoms $A_1, \ldots, A_n$, if $A_n$ is not the last atom in the enumeration, then the node $N$ has two children. One child has a label that assigns true to $A_{n+1}$, and the other child has a label that assigns false to $A_{n+1}$.

The semantic tree procedure generates the tree, starting at the root node, terminating a branch at a failure node $N$ if the assignment of truth values to the atoms $A_1, \ldots, A_n$ along the branch from the root to $N$ falsifies some clause $C$ in $S$. (It does so by checking whether there exists a substitution $\sigma$ such that all the positive atoms $A$ in $C\sigma$ are assigned false and all the atoms $A$ of the negative literals not $A$ in $C\sigma$ are assigned true.)

The semantic tree procedure is a sound and complete refutation procedure: If a set of clauses has no model, then the procedure terminates in a finite number of steps with a finite subtree all of whose leaf nodes are failure nodes.

The semantic tree procedure is also a sound and complete model generation procedure: If a set of clauses has a model, then the procedure will generate the Herbrand model $M$ containing all the ground atomic sentences that are true in the model. If $M$ is finite, then the procedure will generate $M$ in a finite number of steps.

We will see later, in the commentary of Chapter 7, that the semantic tree method can be used to provide a simple proof of the completeness of the resolution rule of inference. Moreover, as [Baumgartner, 2000] points out, the method is closely related to the Davis-Putnam-Logemann-Loveland [1962] (DPLL) algorithm used in SAT solvers, to check whether a set of sentences in propositional logic is satisfiable. Due in large part to the development of efficient SAT solvers since the mid-1990s, they have become a core technology in computer science, with applications in
such areas as combinatorial optimization, the automation of electronic design, and hardware and software verification.

CHAPTER 2

Since the publication of the book, the use of clausal logic as a declarative representation language has expanded greatly, especially in the fields of databases and artificial intelligence.

Logic and Databases

In 1979, there was hardly any overlap between these two fields, the big exception being the workshop on logic and databases organised by Minker, Gallaire and Nicholas in 1977. But most of the workshop’s participants were researchers in artificial intelligence, keen to apply the advances in logic developed for artificial intelligence to database applications. There was little contact with researchers working in mainstream database theory.

One of the concerns of the database community at the time was that relational databases do not support the definition of recursive relations, such as the ancestor relation:

\[
\text{Ancestor}(x, y) \leftarrow \text{Parent}(x, y)
\]

\[
\text{Ancestor}(x, y) \leftarrow \text{Ancestor}(x, z), \text{Ancestor}(z, y)
\]

(missing from my family relationships example in Chapter 1, but mentioned later in Chapters 7 and 10). Aho and Ullman [1979] proposed to remedy this deficiency of relational databases by extending the relational algebra with fixed point operators. But researchers working in artificial intelligence and logic programming did not see the need for fixed point operators, and were content to write down such definitions in the obvious way presented here. Harel [1980] published a harsh review of the logic and databases workshop proceedings [Gallaire and Minker, 1978], criticising it for claiming that first-order logic could be used to define recursive relations in such a simple way.

It took years to reconcile these two different intuitions about what it means to define a relation, and it is too early in my commentary to go into the issues here. Suffice it to say, for the moment, that the problem is touched upon in the 1979 book on page 31, and that I will discuss these issues in my commentary on Chapter 11.

Despite this early tussle with the database community, the field of deductive databases, represented by the papers in the 1978 workshop proceedings, prospered in the 1980s. Much of this work was concerned with developing semantics and proof procedures for integrity checking, to which I also contributed [Sadri and Kowalski, 1988]. However, during the same period, there emerged a new Datalog community, influenced by logic programming and deductive databases, but with its roots firmly in the database field.
The distinguishing feature of Datalog is that it restricts deductive databases to clauses that do not contain function symbols. This restriction means that the Herbrand universe and Herbrand base of a Datalog program are always finite, and query evaluation can be implemented in a way that always terminates.

The deductive database and Datalog fields also tended to view the semantics of databases in different terms. In the field of deductive databases, a database is viewed as a theory, and query evaluation is viewed as deriving answers that are theorems, which are logically implied by the database. However, in Datalog, influenced by relational database theory, a database represented in logical form is viewed as defining a Herbrand interpretation, and query evaluation is viewed as determining the truth value of the query. We will see later that these two views are equivalent for Horn clause databases and for queries that are existentially quantified conjunctions of atomic formulae [van Emden and Kowalski, 1976]. However, they differ for more general queries, and this is related to the two conflicting notions of definition mentioned above.

Deductive databases and Datalog went into decline in the 1990s and early 2000s, but Datalog experienced a revival in the mid 2000s “with a wide range of new applications, including data integration, declarative networking, program analysis, information extraction, network monitoring, security, optimizations, and cloud computing” [Green et al, 2013].

In both deductive databases and Datalog, databases are defined by logic programs, which in Chapter 5 are identified with sets of Horn clauses. But these days - and for many years now - (normal) logic programs are understood more generally as referring to sets of sentences (also called clauses), which have the same form as Horn clauses, but which can also have negative conditions:

\[ A_0 \leftarrow A_1, \ldots, A_n, \text{not } B_1, \ldots, \text{not } B_m \text{ where } n \geq 0 \text{ and } m \geq 0. \]

Keith Clark [1978] started working on negation in logic programming around 1976, when I was about half way through writing the book. As a result, I did not deal with normal logic programs in the 1979 book until Chapter 11. In my commentary, I will discuss the effect that using normal logic programs would have had on the earlier chapters of the book.

**Legislation as Logic Programs**

I introduce the term logic program in Chapter 5 in the context of the procedural interpretation of Horn clauses. However, in both deductive databases and Datalog, logic programs have a purely declarative flavour. This declarative reading of logic programs is also shared with its application to the representation of law, which came into prominence with the representation of the British Nationality Act as a logic program [Sergot et al, 1986]. Although many readers will already be familiar with this application, for those who are not, it is easiest to explain it by means of some examples. Here is the very first sentence of the British Nationality Act of 1981:
1.- (1) A person born in the United Kingdom after commencement shall be a British citizen if at the time of the birth his father or mother is -

(a) a British citizen; or
(b) settled in the United Kingdom.

The sentence is very close to its logical representation as one sentence in the standard form of logic, but four sentences written as Horn clauses.

The example is not entirely typical, because most legislation has the structure of rules and exceptions. Here is a simplified example:

A person can be deprived of British citizenship, if the person received that citizenship through naturalisation, and the application for naturalisation was fraudulent. A person cannot be deprived of British citizenship, if the deprivation would make the person stateless.

The literal translation into clausal form produces two clauses, say:

\[
\text{CanDeprive}(x) \leftarrow \text{Naturalised}(x), \text{Fraudulent}(x)
\]
\[
\text{CanDeprive}(x) \leftarrow \text{Naturalised}(x), \text{Fraudulent}(x), \neg \text{Exception}(x)
\]

However, in the situation exemplified by \text{Naturalised}(John), \text{Fraudulent}(John), \text{WouldBeStateless}(John), this literal translation leads to inconsistency.

Obviously, the literal translation does not do justice to the law’s intention, because the inconsistency is not intended. Here is a better translation of the intended meaning into ordinary clausal form:

\[
\text{CanDeprive}(x), \text{Exception}(x) \leftarrow \text{Naturalised}(x), \text{Fraudulent}(x)
\]
\[
\text{Exception}(x) \leftarrow \text{WouldBeStateless}(x)
\]
\[
\text{CanDeprive}(x), \text{Exception}(x) \leftarrow \text{Naturalised}(x), \text{Fraudulent}(x), \neg \text{Exception}(x)
\]

The better translation introduces a new predicate \text{Exception}(x) expressing that the person \(x\) is an exception to the rule. The third clause expresses, in effect, that a person cannot be deprived of citizenship if the person is an exception.

It is even more natural to translate the two sentences into normal logic programming form:

\[
\text{CanDeprive}(x) \leftarrow \text{Naturalised}(x), \text{Fraudulent}(x), \neg \text{Exception}(x)
\]
\[
\text{Exception}(x) \leftarrow \text{WouldBeStateless}(x)
\]

**Logic and the World Wide Web**

Deductive databases, Datalog and the representation of law illustrate how logic programming has developed as a declarative representation language since the publication of this book. One other area, discussed in this chapter, that has also developed significantly is the use of binary relations in knowledge representation, especially in the context of the World Wide Web.
The basis for much of this work is the RDF (Resource Description Framework) data model, which represents assertions about WWW resources as triples, which encode binary relationships along with the name of the relation itself. The Web Ontology Language (OWL), endorsed by the World Wide Web Consortium, embeds RDF in Description Logic [Baader, 2013], which focuses on the logic of unary relations, which represent concepts and binary relations, which represent roles.

A good overview of the most important influences on the design of OWL from RDF, Description Logics and frames is [Horrocks et al, 2003]. The semantic web rule language SWRL [Horrocks et al, 2004] is a proposal to combine OWL with rules expressed as Horn clauses.

CHAPTER 3

This is one of my favourite chapters. I particularly like its characterisation of reasoning with Horn clauses as filling in a triangle, with the goal at the top and the facts or assumptions at the bottom. A similar metaphor underlies the pyramid principle [Minto, 2010], which is “a technique for working out your thinking on any subject, so that you can present it clearly to someone else”. The fact that the pyramid principle is designed for human use, rather than for computer implementation, supports my claim in the Preface, that “although the inference methods in this book were originally designed for use by computers, they can also be used by human beings”. This claim is also the topic of my second book [Kowalski, 2011].

The Relationship between Inconsistency and Logical Consequence

There is one change I would make to this Chapter, if I were writing it today. Instead of describing filling in the triangle as showing inconsistency, I would describe it as showing logical consequence. The explanation in terms of inconsistency was motivated by viewing Horn clauses as a special case of the clausal form of logic, and by viewing top-down and bottom-up reasoning as special cases of the resolution rule. Because resolution is refutation-complete, but not deduction-complete, to show that a goal $G$ is a logical consequence of a set $S$ of clauses in the general case, it is necessary to convert the negation of $G$ into a set $G'$ of clauses and show that $S \cup G'$ is inconsistent.

I should have exploited the fact that refutation completeness for Horn clauses can be translated into deduction completeness for the kind of reasoning needed to fill in the triangle. To understand this kind of reasoning better, it is useful to distinguish between Horn clauses that have exactly one conclusion, called definite clauses, and Horn clauses of the form $\leftarrow A_1, \ldots, A_n$ having no conclusion at all, called denials.

But if we ignore the arrow $\leftarrow$ in the front of a denial, and interpret all the variables $x_1, \ldots, x_n$ as existentially quantified, then the denial can be interpreted positively as expressing the goal of showing that:
there exist \( x_1, \ldots, x_n \) such that \( A_1 \) and \( \ldots \) and \( A_n \)

This goal \( G \) is the opposite (or "dual") of the denial.

As a consequence of the refutation completeness of hyper-resolution (or bottom-up reasoning), if a set \( S \) of definite clauses is inconsistent with a denial of the form \( \leftarrow A_1, \ldots, A_n \), then there exists a substitution \( \sigma \) and bottom-up derivations of assertions \( A_1\sigma, \ldots, A_n\sigma \), where all of the variables in each of the \( A_i\sigma \) are universally quantified. As a consequence of the refutation completeness of linear resolution (or top-up reasoning), there also exists a top-down derivation \( C_1, \ldots, C_m \), starting from the goal \( C_1 = G \) and ending with the empty conjunction of subgoals \( C_m = \Box \). Moreover, there exists a substitution \( \sigma \) that can be extracted from the derivation, such that \( S \) logically implies the conjunction \( G\sigma = A_1\sigma \& \ldots \& A_n\sigma \).

In both cases, all variables that are left in \( G\sigma \) are universally quantified. Therefore the bottom-up and top-down derivations actually show that \( S \) logically implies \( G\sigma\theta \) for all further substitutions \( \theta \). In other words, not only do the derivations solve the goal \( G \) by finding values for the variables in \( G \), but they typically find whole classes of solutions represented by the ground instances of the variables in \( G\sigma \).

**Minimal Model Semantics**

Replacing the interpretation of filling in the triangle as showing inconsistency by its interpretation as showing logical implication would make the inference methods presented in this chapter more natural, and the claim that these methods are congenial for human use more convincing. However, there is one other change that would also make this chapter more up-to-date, namely adding the model-theoretic view of bottom-up and top-down reasoning as determining the truth value of a goal clause \( G \) in the intended model \( M \) of a set \( S \) of definite clauses.

It is strange that I did not mention the model-theoretic view anywhere in the book, despite the fact that Maarten van Emden and I had been working on it since 1974 [van Emden and Kowalski, 1976]. The best explanation I can think of is that the proof-theoretic view was the core of the lecture notes for the book, completed in March 1974, before the model-theoretic view was fully developed. Moreover, as I mentioned in my commentary on Chapter 1, it took me a long time to fully appreciate the model-theoretic point of view.

The connection between the model-theoretic and proof-theoretic views is given by the minimal model theorem [van Emden and Kowalski, 1976]:

Given a set \( S \) of definite clauses, let \( H \) be the Herbrand base of \( S \), and let \( M = \{ A \in H \mid S \vdash A \} \), then \( M \) is a Herbrand model of \( S \), and for any other Herbrand model \( M' \) of \( S \), \( M \subseteq M' \). In other words, \( M \) is the unique minimal model of \( S \).

Here \( \vdash \) can be any provability relation that is complete for deriving ground atoms \( A \) from definite clauses \( S \). In particular, it can be hyper-resolution [Robinson,
1965b] or SLD-resolution [Kowalski, 1974]. In fact, because of the restricted form of \( S \) and \( A \), the provability relation can be the special case of hyper-resolution in which the only rule of inference is:

From \( C \) in \( S \) and ground atoms \( A_1, ..., A_n \), derive ground atom \( A_0 \),
where \( A_0 \leftarrow A_1, ..., A_n \) is a ground instance of \( C \).

Let \( S \vdash_{Horn} A \) be the provability relation corresponding to this one rule of inference. The proof of the minimal model theorem is embarrassingly simple:

To show that \( M = \{ A \in H \mid S \vdash_{Horn} A \} \) is a model of \( S \), it is necessary to show that every clause \( C \) in \( S \) is true in \( M \). But this is the case if for every ground instance \( A_0 \leftarrow A_1, ..., A_n \) of \( C \), if \( A_1, ..., A_n \) are in \( M \), then \( A_0 \) is also in \( M \). But this is obviously the case, because there exists a one step derivation of \( A_0 \) from \( C \) and \( A_1, ..., A_n \).

To show that \( M \) is the minimal model of \( S \), it suffices to show that, if \( A \in M \), and \( M' \) is a Herbrand model of \( S \), then \( A \in M' \). But if \( A \in M \), then \( S \vdash_{Horn} A \) by definition. Therefore because \( \vdash_{Horn} \) is complete for definite clauses \( S \) and ground atoms \( A \), it follows that \( S \models A \), which means that \( A \) is true in all models of \( S \). Therefore \( A \) is true in \( M' \).

We will see in later commentaries that much of the research on the semantics of logic programming since 1979 has been concerned with extending this minimal model semantics of definite clauses to more general, normal logic programs.

CHAPTER 4

This chapter also has its origins in the 1974 lecture notes. But its focus on problem-solving avoids the semantic issues of logical implication and model-theoretic truth, which affect the earlier chapters.

As was my intention in the preceding chapters, I wanted to present a view of logic for problem-solving that would be relevant for both human use and computer applications. As Sherlock Holmes explained to Dr. Watson, in *A Study in Scarlet*:

In solving a problem of this sort, the grand thing is to be able to reason backward. That is a very useful accomplishment, and a very easy one, but people do not practise it much. In the everyday affairs of life it is more useful to reason forward, and so the other comes to be neglected.

There are fifty who can reason synthetically for one who can reason analytically.

As mentioned briefly in the introduction to Chapter 3 of the 1979 book, backward reasoning and analytical reasoning are synonymous with top-down reasoning, while forward and synthetic reasoning are synonymous with bottom-up reasoning.
I confess that I have been disappointed by the apparent lack of attention that the problem-solving interpretation has received outside computing circles. It was this disappointment that led to my second attempt [Kowalski, 2011] with its provocative subtitle, *How to be Artificially Intelligent*.

**Prolog and Other Implementations of Logic Programming**

However, together with the procedural interpretation in Chapter 5, the problem-solving interpretation in this chapter has been fairly well received in the world of computing, thanks in large part to the impact of the programming language Prolog. Indeed, if I were to rewrite this book from scratch, one of the biggest changes I would consider would be to rewrite clauses in Prolog syntax, and to discuss their Prolog execution.

The impact of the problem-solving and procedural interpretations of logic reached its zenith with the Fifth Generation Computer Systems (FGCS) Project. The FGCS Project [Moto-Oka, 1982] was a ten year programme beginning in 1982, sponsored by the Japanese Ministry of International Trade and Industry and involving all the major Japanese computer manufacturers. Its objective was to develop a new generation of computers employing massive parallelism and oriented towards artificial intelligence applications. Logic programming was chosen as the foundation for the software to fill the gap between the applications and the hardware.

The story of the FGCS Project is long and complicated. However, it is possible to argue that the FGCS Project was ahead of its time. One support for this argument is the success of the AI system Watson developed at IBM [Ferrucci et al, 2010], which competed on the quiz show *Jeopardy!* and defeated two former, human winners in 2011. According to [Lally et al, 2012] most of the rule-based question analysis components in Watson are implemented in Prolog.

In expert hands, Prolog can perform wonders. But for a beginner, its depth-first search strategy can cause big trouble. Consider the following variant of the very first example in Chapter 1. Here is one way of rewriting it in Prolog notation, in which predicate symbols, function symbols and constants start with a lower case letter, variables start with an upper case letter, :- stands for ← and every clause ends in a full stop:

```
likes(bob, X) :- likes(X, bob).
likes(bob, logic).
:- likes(bob, X).
```

The third clause represents the goal of finding an X liked by bob.

Execution by Prolog fails to find the solution $X = \text{logic}$, because its use of depth-first search generates an infinite loop: It starts by using the first clause to reduce the goal $\text{likes}(bob, X)$ to the subgoal $\text{likes}(X, bob)$. It then uses the first clause again, but this time to reduce $\text{likes}(X, bob)$ to the subgoal $\text{likes}(bob, bob)$. It then repeatedly uses the first clause to reduce $\text{likes}(bob, bob)$ to $\text{likes}(bob, bob)$, without getting a chance to solve the problem by using the second clause. If the
order of the two clauses is reversed, Prolog finds the solution, and if only one solution is desired then it terminates. But if all solutions are desired, then it encounters the infinite branch, and goes into the same infinite loop.

The problem of infinite loops is a major theme of this chapter. However, I ignored the difficulty it causes for programs written in Prolog. It was not until the development of XSB Prolog [Chen and Warren, 1996; Swift and Warren, 2012], building upon the loop detection strategies of Brough and Walker [1984] and the tabling technique of Sato and Tamaki [1986] that a sufficiently practical solution of these problems became available.

These days, in addition to the use of tabling, there also exist other techniques for efficiently executing logic programs and for avoiding infinite loops. They include the model generation methods of Answer Set programming (ASP) [Brewka et al, 2011] and the bottom-up execution strategies of Datalog [Ceri et al, 1989]. However, these techniques ignore the problem-solving and procedural interpretations of logic programs, and focus on purely declarative knowledge representation.

These days, ASP and Datalog are booming, whereas Prolog is just keeping its head above water. In my opinion, part of the problem lies with a lack of appreciation that, with the use of tabling to avoid most infinite loops and to overcome other inefficiencies, it is possible to write purely declarative programs in Prolog. I was involved in the implementation of just such a program, which has been used by WHO and UNICEF since 2009, to implement a set of logical rules to assist in estimating global, country by country, infant immunization coverage [Burton et al, 2012; Kowalski and Burton, 2012].

The WHO/UNICEF program was first written in a variant of Prolog without tabling, and was intolerably inefficient - not because of infinite loops, but because it recomputed the same estimates over and over. Rerunning the same program in XSB with tabling speeded up the program by a factor of about 100.

I admit that some of my collaborators found the logic-based syntax of Prolog intimidating. But, as I tried to suggest in Chapter 2, and as many other researchers have pointed out, logic is compatible with a variety of more user-oriented notations, including graphical representations like semantic networks.

CHAPTER 5

Whereas Chapter 4 was concerned with top-down reasoning as a problem-solving technique for use by humans or by computers, this chapter is concerned more narrowly with its use for execution by computers.

Concurrent and Parallel Logic Programming

At the time I was writing the book, much of the effort in the logic programming group at Imperial College was devoted to developing IC-Prolog [Clark and McCabe, 1979; Clark et al, 1982]. IC-Prolog avoided the non-logical features of standard Prolog, and added negation, set expressions and a rich set of control
facilities, for example to control the order of executing subgoals (procedure calls) depending on the pattern of their input-output parameters (i.e. their \textit{mode} of use), and to execute subgoals in parallel.

One offshoot of IC-Prolog was the Relational Language of Clark and Gregory [1981], which was the first in a series of concurrent logic programming languages, including Concurrent Prolog [Shapiro, 1987], Parlog [Clark and Gregory, 1986], and Guarded Horn Clauses (GHC) [Ueda, 1986]. In these languages, a program is a set of guarded Horn clauses of the form:

\[ P \leftarrow G_1, \ldots, G_n \mid A_1, \ldots, A_m \text{ where } n \geq 0 \text{ and } m \geq 0. \]

The conjunction \( G_1, \ldots, G_n \) is the \textit{guard} of the clause, and \( \mid \) is the \textit{commitment} operator. Declaratively, the clause is read as an ordinary Horn clause:

\[ P \text{ if } G_1 \text{ and } \ldots \text{ and } G_n \text{ and } A_1 \text{ and } \ldots \text{ and } A_m. \]

Procedurally, when a goal is activated, all of the procedures whose head \( P \) matches the goal are invoked, and their guards are evaluated in parallel. If the guards of several clauses succeed, then an arbitrary commitment is made to one of the clauses (typically to one of the clauses whose guard first succeeds), and execution proceeds with the remaining body of the clause. The procedure calls in the remaining body can also be executed in parallel. Thus concurrent logic programming includes a form of \textit{and-parallelism}, \textit{or-parallelism} and \textit{don't care non-determinism}.

According to [Ueda, 1999], there was a big controversy within the FGCS Project about whether to base the software on Prolog-style logic programming, which is closer to AI applications, or on concurrent logic programming, which is closer to parallel computer implementations. Concurrent logic programming won the competition early in the Project.

One of the most serious competitors to the FGCS approach was the Gigalips Project [Lusk et al, 1990], which developed an or-parallel implementation of Prolog. The Project was an informal consortium involving The Swedish Institute of Computer Science (SICS), Argonne National Laboratory and the University of Manchester (later moved to the University of Bristol).

Neither the FGCS nor the Gigalips approaches to parallelism were widely accepted. However, in recent years, parallel execution of conventional programs over networks of processors has produced huge gains of efficiency. Moreover, the methods used to implement these systems are reminiscent of the ones used earlier to implement logic programs in parallel. For example, the MapReduce programming model used in Google [Dean and Ghemawat, 2008] is similar to the use of top-down reasoning to decompose goals into subgoals, solving the subgoals in parallel, then collecting and combining the solutions bottom-up. I find it hard to believe that these methods will not be applied to logic programming again in the future.

\textit{Answer Set Programming}

Parallel execution of logic programs, and more generally different ways of executing logic programs, are one of the two main topics of this chapter. The other main
topic is the ways in which the same problem can be represented and solved by
different logic programs. I gave examples of different representations of the path-
finding and list-sorting problems. I also discussed the different possibilities of
representing data in general: by means of terms or assertions; and I suggested
that the representation by assertions is more powerful in many cases.

In recent years, Answer Set Programming (ASP) has taken the idea of repre-
senting data by assertions much further. In ASP, the input data is represented by
assertions, and the output is represented by Herbrand models.

ASP exploits the fact that a normal logic program (with negative conditions) can
have several “intended” Herbrand models, and that different models can represent
different outputs for the same input. However, the basic idea of ASP also applies
to Horn clause programs, which have a unique intended minimal model given any
set of assertions as input. The Horn clause definition of Ancestor is a simple

\[
\text{Ancestor}(x, y) \leftarrow \text{Parent}(x, y) \\
\text{Ancestor}(x, y) \leftarrow \text{Ancestor}(x, z), \text{Ancestor}(z, y)
\]

Suppose we are given as input data the assertions:

\[
\text{Parent}(\text{Zeus}, \text{Ares}) \\
\text{Parent}(\text{Hera}, \text{Ares}) \\
\text{Parent}(\text{Ares}, \text{Harmonia})
\]

Then the parenthood assertions together with the ancestor assertions:

\[
\text{Ancestor}(\text{Zeus}, \text{Ares}) \\
\text{Ancestor}(\text{Hera}, \text{Ares}) \\
\text{Ancestor}(\text{Ares}, \text{Harmonia}) \\
\text{Ancestor}(\text{Zeus}, \text{Harmonia}) \\
\text{Ancestor}(\text{Hera}, \text{Harmonia})
\]

constitute the unique minimal model of the input data and the definition of An-
ccestor. The Ancestor assertions in the model can be regarded as the output cor-
responding to the input.

Given the same input data and the program:

\[
\text{Mother}(x, y) \leftarrow \text{Parent}(x, y), \text{not Father}(x, y) \\
\text{Father}(x, y) \leftarrow \text{Parent}(x, y), \text{not Mother}(x, y)
\]

instead of the Ancestor program, there are eight minimal models (or answer sets),
corresponding to the different alternatives for whether the parents Zeus, Hera and
Ares are mothers or fathers.

It is too early in the commentary to discuss the ASP semantics here. Suffice it
for now to underline that ASP treats program execution as model generation, and
not as inference. In fact, the model generation techniques used in ASP are similar
to those used in SAT solvers, and can similarly be viewed as optimizations of the
semantic tree method described in the commentary on Chapter 1.
Transaction Logic Programming

Transaction Logic Programming [Bonner and Kifer, 1993] builds on similar ideas of representing data by means of assertions, but uses logic programs both to define data and to manipulate it. The data is represented in a deductive database, and the logic programs that manipulate it do so by querying and updating the database. Such deductive databases are clearly much higher-level than the data structures found in conventional programming languages.

As this chapter argues and as subsequent developments have shown, logic programming can support both terms and assertions as data structures. Transaction Logic shows that logic programming can also support deductive databases as data structures. However, I like to think that the Transaction Logic approach points in the direction of the programming languages of the future.

CHAPTER 6

This is another one of my favourite chapters. Like Chapter 3, it emphasizes the difference between reasoning top-down and reasoning bottom-up, this time in the context of the planning problem. Of course, much progress has been made in the area of representing and reasoning about actions since the writing of this book. However, logic programming has continued to play a useful role in these later developments. In particular, the \textit{Holds} predicate and negation as failure have become standard tools in the knowledge representation tool kit. Using these tools, here is how I would represent the situation calculus in logic programming form today, but employing the notational conventions of the 1979 book:

\[
\text{Holds}(f, \text{result}(a, s)) \leftarrow \text{Poss}(a, s), \text{Initiates}(a, f, s)
\]
\[
\text{Holds}(f, \text{result}(a, s)) \leftarrow \text{Poss}(a, s), \text{Holds}(f, s), \text{not Terminates}(a, f, s)
\]

Here \textit{Initiates}(a, f, s) expresses that the action \textit{a} performed in state \textit{s} initiates \textit{f} in the resulting state \textit{result}(a, s); and \textit{terminates}(a, f, s) expresses that \textit{a} terminates \textit{f}. Together, the two clauses assert that a fact holds in the state resulting from an action either if it was initiated by the action or if it held in the previous state and was not terminated by the action. The main difference from the representation used in the book is the explicit use of negation in the second clause.

The Event Calculus

Since the publication of the book, probably the most influential development to which I have contributed is the event calculus [Kowalski and Sergot, 1986], which combines some of the ideas about the representation of events in Chapter 2 with the ideas of representing change in this chapter.

The event calculus replaces states by linearly ordered time points and uses a predicate \textit{Happens}(e, t) to express that an event \textit{e} happens at a time \textit{t}. An event can be either an external event or an action. Here is a simplified version of the
event calculus, using similar predicates to those used in the situation calculus representation above, and using an extension of logic programming form in which conditions can be formulas of full first-order logic [Lloyd and Topor, 1984]:

\[
\text{Holds}(f,t_2) \leftarrow \text{Happens}(e_1,t_1), \text{Initiates}(e_1,f,t_1), t_1 < t_2, \\
\text{not } \exists e \exists t [\text{Happens}(e,t), \text{Terminates}(e,f,t), t_1 \leq t < t_2]
\]

The single clause asserts that a fact holds at a time \( t_2 \) if it was initiated by an event taking place at an earlier time \( t_1 \) and it was not terminated by an event taking place between \( t_1 \) and \( t_2 \).

The Lloyd-Topor transformation converts this clause into normal logic programming form by using an auxiliary predicate. For example:

\[
\text{Holds}(f,t_2) \leftarrow \text{Happens}(e_1,t_1), \text{Initiates}(e_1,f,t_1), t_1 < t_2, \\
\text{not } \text{Clipped}(f,t_1,t_2)
\]
\[
\text{Clipped}(f,t_1,t_2) \leftarrow \text{Happens}(e,t), \text{Terminates}(e,f,t), t_1 \leq t < t_2
\]

The event calculus was intended for reasoning about the consequences of given events, catering for the possibility that several events can occur simultaneously. It was also intended to alleviate the computational inefficiency of using the situation calculus frame axiom to determine whether a fact \( f \) holds at a time \( t_2 \) by considering all of the actions and other events \( e \) taking place between \( t_2 \) and the time \( t_1 \) when \( f \) was initiated. Using the event calculus, it suffices to consider only those (considerably fewer) events \( e \) between \( t_1 \) and \( t_2 \) that can terminate \( f \).

The event calculus was not originally intended for planning applications. However Eshghi [1988] showed that planning problems can be solved by using abductive reasoning, where:

- \( P \) is a logic program consisting of the event calculus together with clauses defining the predicates \( \text{Initiates}, \text{Terminates}, \text{Poss}, \leq, < \), and assertions of the form \( \text{Happens}(E_0,0) \), describing events that generate an initial state.
- \( A \) is a set of ground atoms of the form \( \text{Happens}(E,T) \), describing candidate actions.
- \( I \) is a set of integrity constraints of the form \( \text{Poss}(a,t) \leftarrow \text{Happens}(a,t) \).
- \( G \) is a goal clause of the form \( \leftarrow \text{Holds}(F_1,t), \ldots, \text{Holds}(F_n,t) \), where \( t \) is the time of the goal state.

To solve the planning problem, it suffices to find a set \( \Delta \subseteq A \) such that \( P \cup \Delta \) solves \( G \) and satisfies \( I \).

**Abductive Logic Programming**

The application of abduction to planning with the event calculus is a special case of abductive logic programming (ALP) [Kakas et al, 1992; Denecker and Kakas, 2002], which is closely related to answer set programming (ASP). The map colouring program, commonly used to illustrate ASP, can also be used to illustrate
ALP. Given a map with countries $x$ represented by the predicate $\text{Country}(x)$ and adjacent countries $x$ and $y$ represented by $\text{Adjacent}(x,y)$, the problem is to find a colouring $\text{Red}$, $\text{Yellow}$ or $\text{Green}$ for each country, such that no two adjacent countries have the same colour. Here is a simple representation in ALP:

$$
P \text{ defines the predicates Country, Adjacent and } =, \text{ defined by } x = x.
$$

$$
A \text{ is a set of ground atoms of the form Colour}(X,C).
$$

$$
I = \{ \text{Colour}(x, \text{Red}), \text{Colour}(x, \text{Yellow}), \text{Colour}(x, \text{Green}) \leftarrow \text{Country}(x),
$$

$$
c = d \leftarrow \text{Colour}(x,c), \text{Colour}(x,d),
$$

$$
\text{Colour}(x,c), \text{Colour}(y,c), \text{Adjacent}(x,y)\}
$$

To solve the map colouring problem, it suffices to find a set $\Delta \subseteq A$, such that $P \cup \Delta$ satisfies $I$.

In general, an abductive framework is a triple $\langle P, I, A \rangle$, where $P$ is a logic program, $I$ is a set of integrity constraints, and $A$ is a set of ground atoms (whose predicates are called abducible). Given $\langle P, I, A \rangle$ and a goal clause $G$, an abductive solution (or explanation) of $G$ is a subset $\Delta$ of $A$, such that

$$
P \cup \Delta \text{ solves } G \text{ and } 
$$

$$
P \cup \Delta \text{ satisfies } I.
$$

It is conventional in introductions to ALP, to state the solution and satisfaction requirements in such vague (or abstract) terms. This is partly because many concrete instances of these notions are possible, and partly because it has been difficult to decide which instances are best. The biggest difficulty has been how to understand integrity constraint satisfaction.

Having been involved in the early debates about the semantics of integrity constraints in the 1980s, and having contributed to proof procedures for both integrity checking [Sadri and Kowalski, 1988] and ALP [Fung and Kowalski, 1997], I am now convinced that solving $G$ and satisfying $I$ should both be understood in the same model-theoretic terms. Moreover, there is no need to distinguish between goals and integrity constraints, because goal clauses can be regarded as just a special kind of integrity constraint. In the simple case where $P$ is a Horn clause program:

$$
\text{Given } \langle P, I, A \rangle, \text{ an abductive solution is a subset } \Delta \text{ of } A, \text{ such that } I
$$

$$
is true in the minimal model of $P \cup \Delta$.
$$

With this semantics, finding an abductive solution in ALP is a model-generation problem, similar to ASP. Moreover, it has the added attraction that, because the definition of truth applies to any sentence of first-order logic (FOL), $I$ can be an arbitrary set of sentences of FOL (as in the ID-Logic of [Denecker, 2000]). It also extends to the case where $P$ is a more general logic program whose semantics is defined in terms of a unique canonical model, as in the case of the perfect model of a locally stratified program [Przymusinski, 1988], or the well-founded semantics of an arbitrary logic program [Van Gelder et al, 1991].
From EC and ALP to LPS

Both the event calculus (EC) and ALP have been relatively well received. Moreover, they have both contributed to my recent work with Fariba Sadri on developing a Logic-based Production System language (LPS) [Kowalski and Sadri; 2009, 2011, 2012, 2014a, 2014b]. The framework was originally intended to give a logical semantics to condition-action rules in production systems. But its original goal has been greatly extended to incorporate the functionalities of many other frameworks, including BDI agents, Golog, active databases, Transaction Logic, and abstract state machines.

In LPS computation is viewed as performing actions and generating state transitions in order to make rules of the form:

$$\forall x [\text{antecedent} \rightarrow \exists y [\text{consequent}_1 \lor \ldots \lor \text{consequent}_n]]$$

true. Here \text{antecedent} and the disjuncts \text{consequent}_i are temporally constrained conjunctions of event atoms and FOL formulae referring to individual states. The \text{antecedent} of a rule represents a complex (or composite) event, and each \text{consequent}_i represents a conditional plan of actions (or a transaction).

The framework combines such rules both with logic programs that define intensional predicates, complex event predicates and complex transaction predicates, and with an event theory that specifies the postconditions and preconditions of events. In the model-theoretic semantics, time is represented explicitly, as in the event calculus. However, in the computation of the model, states are updated destructively, as in most practical programming and database languages.

CHAPTER 7

Before rereading this chapter to write this commentary, I remembered it as a standard introduction to resolution. In fact, it is an introduction to resolution with a focus on how non-Horn clauses extend Horn clauses. Back in those days, I thought that it would be useful to extend logic programs from Horn clauses to non-Horn clauses. In particular, that was the point of exercise 6. But in practice other extensions of Horn clause programs have proved to be more useful - the most important one being the extension to normal logic programs, with negative conditions. This extension from Horn clauses to normal logic programs, and the relationship with non-Horn clauses is one of the main topics of Chapter 11.

Normal Logic Programs with Negative Conditions

Chapter 11 contains several examples showing how (meta-level) reasoning with normal logic programs, using negation as failure, can sometimes simulate (object-level) reasoning with non-Horn clauses expressing the only-if halves of definitions.

Here is another example, showing how the non-Horn clauses T1-14 in this chapter can be represented by a normal logic program:
T1 \( \text{True}(x \& y) \leftarrow \text{True}(x), \text{True}(y) \)
T4 \( \text{True}(x \lor y) \leftarrow \text{True}(x) \)
T5 \( \text{True}(x \lor y) \leftarrow \text{True}(y) \)
T7' \( \text{True}(x \supset y) \leftarrow \neg \text{True}(x) \)
T8 \( \text{True}(x \supset y) \leftarrow \text{True}(y) \)
T10 \( \text{True}(x \leftrightarrow y) \leftarrow \text{True}(x \lor y), \text{True}(y \lor x) \)
T13' \( \text{True}(\neg x) \leftarrow \neg \text{True}(x) \)

The non-Horn clauses T7 and T13 are turned into the logic programming clauses T7' and T13' by making one of the alternative conclusions a negative condition. The missing clauses T2 and T3 are the only-if halves of T1; clause T6 is the only-if half of T4 and T5; clause T9 is the only-if half of T7' and T8; clauses T11 and T12 are the only-if half of T10; and T14 is the only-if half of T13'.

The logic program above defines the predicate \text{True} for compound sentences of propositional logic, given definitions of \text{True} for atomic sentences. The missing only-if halves of the program are not needed to compute the predicate \text{True}, but are needed to prove properties of the program. In Chapter 11, I argued that using the non-Horn clauses expressing the only-if halves of the definition (in the object language) is one way to prove such properties, but reasoning about the logic program in the meta-language is another way.

Here is an informal sketch of such a meta-language argument for showing that, for all sentences \( p \) of propositional logic, \( \text{True}(p \supset p) \) is a property of the logic program above:

There are only two ways of using the program to show \( \text{True}(p \supset p) \), either by using T7' and showing \( \neg \text{True}(p) \) or by using T8 and showing \( \text{True}(p) \). Interpreting negation as failure, the only way to show \( \neg \text{True}(p) \) is by trying to show \( \text{True}(p) \) and failing. But trying to show \( \text{True}(p) \) either succeeds or fails. If it succeeds, then using T8 shows \( \text{True}(p \supset p) \). If it fails, then using T7' shows \( \text{True}(p \supset p) \). So either way, \( \text{True}(p \supset p) \) can be shown.

**The Value of Resolution**

I do not mean to give the impression that reasoning with non-Horn clauses is unnecessary in general, but rather that there are other possibilities in the case of reasoning about properties of logic programs. Nor do I mean to suggest that all knowledge representation problems can be reduced to representation by means of logic programs. On the contrary, non-Horn clauses can be used to represent integrity constraints, including the rules I mention at the end of my commentary on Chapter 6, and resolution is useful for reasoning with such clauses.

Resolution and its refinements played an important role in the development of logic programming [Kowalski, 2014]. One of the main reasons for this is its use of unification (called “matching” in the book) to avoid the potentially infinite number
of applications of the rule of universal instantiation (from $\forall x \ p(x)$ derive $p(t)$ for any term $t$). Another is its avoidance of the thinning rule (from $p$ derive $p \lor q$ for any sentence $q$). The thinning rule is responsible for the fact that in classical logic it is possible to derive any conclusion from an inconsistent set of sentences (because the thinning rule can be used to derive any sentence $q$, equivalent to $\text{false} \lor q$ from $\text{false}$).

Resolution is inconsistency tolerant. For example, given the inconsistent set of sentences $\{p, \leftarrow p\}$, resolution can derive only the empty clause $\text{false}$. However, the refutation completeness of resolution means that $\text{false}$ can also be derived from the set of clauses $\{p, \leftarrow p, \leftarrow q\}$, which shows that $\{p, \leftarrow p\}$ logically implies $q$. But from a pragmatic point-of-view, inspecting the resolution refutation, it is obvious that $q$ does not play any role in the refutation, and therefore is not relevant to the proof of inconsistency. Such analysis of proofs of inconsistency is an important part of knowledge assimilation, the topic of Chapter 13.

Linear resolution (or backward reasoning) is even better. Given the same set of clauses $\{p, \leftarrow p, \leftarrow q\}$, and treating the clause $\leftarrow q$ as a goal, linear resolution fails to generate a refutation, and therefore to solve the goal, even though linear resolution and its various refinements are refutation complete.

**A Semantic Tree Proof of the Completeness of Resolution**

Before completing the commentary on this chapter, let’s see how easy it is to prove the refutation completeness of resolution, using the semantic tree method described in my commentary on Chapter 1:

Assume that the set of clauses $S$ is inconsistent, and therefore has no models. Let $A_1, \ldots A_n, \ldots$ be an enumeration of the Herbrand base of $S$. Then the generation of the corresponding semantic tree terminates in a finite number of steps with a finite subtree $T$ all of whose leaf nodes are failure nodes. The proof that there exists a resolution refutation of $S$ is by induction on the number of nodes $m$ in $T$.

If $m = 1$, then, because the only clause that is false at the root of $T$ is the empty clause, $S$ must contain the empty clause, and proof by resolution terminates in 0 steps.

Otherwise, there must exist a node $N$ in $T$ with exactly two children, both of which are failure nodes. (If not, then $T$ would contain an infinite branch.) Therefore there exist clauses $C_1$ and $C_2$ in $S$ that are falsified at the two children of $N$. It is easy to see that the resolvent $C$ of the two clauses is falsified at the node $N$, and possibly already falsified at some earlier node on the branch to $N$. Therefore, there exists some smaller subtree $T'$ of $T$ all of whose leaves falsify some clause in $S \cup C$. By induction hypothesis, there exists a resolution refutation of $S \cup C$. Adding to this refutation the derivation of the resolvent $C$ of $C_1$ and $C_2$ produces a resolution refutation of $S$. 
Combining the semantic tree procedure with the addition of judiciously chosen resolvents of the kind involved in the completeness proof is similar to adding "lemma clauses" to SAT solvers based on the DPLL method [Marques-Silva and Sakallah, 1999].

CHAPTER 8

Unfortunately, except for the Horn clause case [Smolka, 1982], none of the more general completeness proofs referred to at the end of the Chapter have held up. Moreover, Eisinger [1986] constructed an ingenious counterexample that shows that the proof procedure is incomplete for a natural notion of fair selection of links, which is intended to ensure that every link (or descendant of a link) will eventually be selected.

The history of the various attempts to prove completeness and the problems they have encountered is discussed by Siekmann and Wrightson [2002]. However, it is still not known whether the proof procedure is complete for some other notion of fairness, or some further restrictions on the deletion of clauses or the inheritance of links.

**Connection Graphs and the Web of Belief**

In my 2011 book, I argue that connection graphs can be viewed as a concrete realisation of the web of belief, proposed by the philosopher W. V. O. Quine [1953], as a metaphor for the way that individual statements are connected in scientific theories and human beliefs. Quine appealed to the web of belief to support his argument against the analytic-synthetic distinction. Analytic truths are supposed to be true simply by virtue of their meaning, independent of matters of fact. Synthetic truths are true because of their correspondence with reality.

Quine argued that, if a set of beliefs is contradicted by observations, then any belief in the web of beliefs can be revised to restore consistency. From this point of view, there is no distinction between analytic statements and synthetic ones. The argument not only attacks the analytic-synthetic distinction, but it also attacks the modal distinction between necessary and possible truths, which was the original inspiration for modal logic. Quine’s argument had a big influence on my own views about modal logic. (Note that databases and ALP also make a similar distinction between data, which is possibly true, and integrity constraints, which are necessarily true. However, they make this distinction without the use of modal logic.)

**Connection Graphs and Action Networks**

Connection graphs are also related to the action networks of [Maes, 1990], in which nodes are actions, and one action node $A_1$ is positively connected to another action node $A_2$ if $A_1$ initiates one of the preconditions of $A_2$. Action nodes have levels of
activation, which are input both from the facts that are observed in the current situation and from the goals that are currently active. These activation levels are propagated through the network. When the activation level of an action reaches a given threshold, then it is executed if all its preconditions hold in the current situation. The resulting behaviour is both situation-sensitive, goal-oriented, and similar to that of neural networks.

Ignoring frame axioms and negative connections due to one action terminating a precondition of another action, Maes-like action networks can be represented by connection graphs containing clauses:

\[
Holds(F, t + 1) \leftarrow Happens(A, t), \text{Holds}(F_1, t), \ldots, \text{Holds}(F_n, t)
\]

which represent that an action \( A \) initiates \( F \) if the preconditions \( F_1, \ldots, F_n \) of \( A \) all hold. In addition, the graph contains clauses \( Holds(F, T) \) representing the facts \( F \) that hold at the current time \( T \), and goal clauses \( \leftarrow Holds(F_1, t), \ldots, Holds(F_n, t) \) representing goals that are meant to hold at some future time \( t \).

Representing action networks in such connection graph form suggests how activation levels can be used in connection graphs more generally: Initial activation levels can be associated with both current observations and current goals, can be propagated from one clause to another, and activation levels can be used to guide the selection of links connected to the most active clauses.

Moreover, links can be assigned weights (or utilities) that are learned by keeping track of how often they have contributed to the solution of goals in the past (as suggested in Chapter 13). The more often a link has contributed to a solution, the greater its weight. The propagation of activation levels from clause to clause can then be adjusted by the weights associated with the links connecting those clauses. I like to think that the resulting control strategy resembles the way that neurons are activated in connectionist models of the mind.

CHAPTER 9

To the best of my knowledge, there has been little further work on applying difference analysis to logic programs. Probably the most important work in this area has been the identification by Apt and Bezem [1991] of acyclic logic programs, which are guaranteed to reduce differences and terminate for a large class of goals.

The Semantics of Integrity Constraints

Much more work has taken place on goal transformation and on integrity constraints more generally. At the time I was writing the book, the notion of integrity constraint for logic programs (and databases) was only just emerging and was not well understood. In this chapter, I considered that a program or database \( P \) satisfies an integrity constraint or program property \( I \) if \( I \) is consistent with \( P \) and together with \( P \) implies no ground atoms not already implied by \( P \).
It would have been simpler to say that $I$ is a logical consequence of $P$. But this simpler alternative does not capture the intuition, for example, that transitivity is a property of the $\leq$ relation defined by:

\[
0 \leq x \\
\text{s}(x) \leq \text{s}(y) \iff x \leq y
\]

It is not possible to prove transitivity of $\leq$ in first-order logic without the only-if half of the program and axioms of induction.

The notion of integrity constraint proposed in this chapter captures the intuition, but in a round-about way. However, it fails with the simple example:

\[
P = \{R(A)\} \\
I = \{R(x) \rightarrow S(x) \lor T(x)\}
\]

According to the proposal in this chapter, program $P$ satisfies the integrity constraint $I$. But intuitively, this is not correct. For $I$ to be a property of the program, $P$ should include or imply an additional atom, either $S(A)$ or $T(A)$.

As I mention in the commentary to Chapter 6, I now believe that the correct definition of what it means for an integrity constraint to be satisfied by a program $P$ is that $I$ is true in the canonical model of $P$. If $P$ is a set of Horn clauses, then the canonical model of $P$ is the minimal model of $P$. In the commentary on Chapter 11, I discuss the notion of canonical model for programs with negative conditions.

**Constraint Logic Programming**

Integrity constraints have many applications, including their use for goal transformation as described in this chapter, as well as their use for constraining abductive solutions in ALP. They are also related to the constraint satisfaction methods used in constraint logic programming (CLP).

In both ALP and most versions of CLP, there are two kinds of predicates: predicates defined by a logic program $P$, and additional predicates that can occur in the bodies of clauses in $P$, but not in their heads. These additional predicates are abducible predicates in ALP, and constraint predicates in CLP. In both cases, given a goal $G$, the computational task is to generate a set (or conjunction) $C$ of conditions (abducible or constraint atoms) such that:

- $C$ solves the initial goal $G$ and
- $C$ is satisfiable.

Proof procedures for CLP are similar to those for ALP. In both cases, the proof procedure uses $P$ to reason backwards from $G$, incrementally generating $C$ and incrementally testing $C$ for satisfiability. In ALP, satisfiability is with respect to integrity constraints. In CLP it is with respect to a predefined domain $D$, such as the domain of real numbers with addition, multiplication, equality and inequality.
Colmerauer [1982] introduced constraints and the domain of rational trees with equality and disequality into Prolog II, mainly to justify the lack of an “occur check” in Prolog. The occur check is needed in the unification algorithm to ensure that a term, such as \( f(X) \), does not unify with a subterm, such as \( X \). The occur check is hard to implement both correctly and efficiently, and Colmerauer showed that unification without the occur check could be viewed as computation in the domain of possibly infinite, rational trees. Jaffar and Lassez [1987] introduced the CLP Scheme, in which the domain \( D \), which defines the semantics of the constraint predicates, can be an arbitrary model-theoretic structure, and the satisfiability check can be an arbitrary algorithm.

Around the same time that the CLP Scheme was introduced, the CHIP system was developed at ECRC, the European Computer Research Centre, set up by the main European computer manufacturers in response to the Japanese FGCS project. CHIP [Dincbas et al, 1988; van Hentenryck, 1989] combined logic programming with constraint propagation techniques developed to solve constraint satisfaction problems (CSP) in AI.

The survey of CLP by Jaffar and Maher [1994] describes the domain constraints of CHIP in terms of CLP Schemes. Operationally, domain constraints in CHIP are predicates that restrict the values of variables, which are further restricted by constraint propagation. For example, given the program and goal:

\[
\begin{align*}
\text{Likes}(John, x) & \leftarrow x \in \{\text{Logic, Wine, Mary}\} \\
\text{Person}(x) & \leftarrow x \in \{\text{Bob, John, Mary}\} \\
& \leftarrow \text{Likes}(John, x), \text{Person}(x)
\end{align*}
\]

backward reasoning combined with constraint propagation derives the solution \( x \in \{\text{Mary}\} \), i.e. \( x = \text{Mary} \), without any search. In contrast, Prolog would represent the two clauses of the constraint logic program as six facts, and would use backtracking search, failing eight times and succeeding only on the ninth and final try.

Given the similarities between proof procedures for ALP and CLP, it is tempting to try to unify them. Such an attempt was made in [Kowalski et al, 1998], treating integrity constraints \( I \) as approximations to relations, whether they are defined by a logic program \( P \) or by a built-in domain \( D \). In the model-theoretic semantics, the integrity constraints \( I \) must be true in the canonical model defined by \( P \cup D \).

(This characterisation exploits the fact that Herbrand interpretations lead a dual life: \( D \) is both a model-theoretic structure and a component of the logic program \( P \cup D \).) In the proof procedure, integrity checking incrementally checks candidate solutions \( C \) for satisfiability.

The unified framework includes not only ALP and CLP, but also goal transformation, as discussed in this chapter. It was another strand of work that also contributed to my more recent work with Fariba Sadri on LPS. In [Kowalski, 2006], I also argued that using goal transformation with integrity constraints is similar to programming with aspects in aspect-oriented programming [Kiczales et al, 1997].
Constraint Handling Rules

The unified framework mentioned above is similar to the general-purpose language CHR [Frühwirth; 1998, 2009], in which a constraint solver is programmed explicitly by means of constraint handling rules. There are two kinds of such rules: equivalences and propagation rules. Equivalences can be used like logic programs written in if-and-only-if form, but they can also be used to simplify conjunctions of constraints. Propagation rules are logical implications that are used to reason forward, like production rules - or like integrity constraints that are used to check updates for consistency.

Here is the classic introductory CHR example, implementing a constraint solver for partial ordering, written in the syntax of the book:

\[
\begin{align*}
  &x \leq x \leftrightarrow \text{true} \\
  &x \leq y, \ y \leq x \leftrightarrow x = y \\
  &x \leq y, \ y \leq z \rightarrow x \leq z \\
  &x \leq y \ \ \ \ x \leq y \leftrightarrow \text{true}
\end{align*}
\]

The first two rules are equivalences, which implement reflexivity and antisymmetry, and are used as simplification rules. The third rule is a propagation rule, which implements transitivity, adding the consequent of the rule when the antecedent is satisfied. The fourth rule, which implements idempotency, is logically an equivalence (in which \(\backslash\) is read as and), but operationally it combines simplification and propagation, by removing a duplicate constraint (before the \(\backslash\)), retaining only one copy. Given the goal \(A \leq B, C \leq A, B \leq C\), CHR computes the solution \(A = B, B = C\).

The semantics of CHR is defined in terms of logical implication: Given a CHR program \(P\) and a goal clause \(G\), a solution of \(G\) is a conjunction of constraints \(C\) to which no inferences can be applied, such that

\[P\] logically implies \(\forall[G \leftrightarrow C]\), where \\
\(\forall\) represents the universal quantification of all the variables in \(G\).

[Abdenmadher and Schütz, 1998] developed an extension \(CHR^R\) of CHR to include disjunctions on the right hand side of rules. The resulting variant of CHR can implement both top-down and bottom-up reasoning with Horn clauses. It can also implement abduction with disjunctive integrity constraints, as the following implementation of the map colouring problem shows:

\[
\begin{align*}
  &\text{Country}(x) \rightarrow \text{Colour}(x, \text{Red}); \text{Colour}(x, \text{Yellow}); \text{Colour}(x, \text{Green}) \\
  &\text{Colour}(x, c), \text{Colour}(y, c), \text{Adjacent}(x, y) \leftrightarrow \text{false}
\end{align*}
\]

The goal clause is a conjunction of all the facts concerning the predicates \(\text{Country}\) and \(\text{Adjacent}\).

Here ; represents disjunction.

Like production systems and concurrent logic programming languages, CHR is a committed choice language, in which all non-determinism is of the “don’t care”
variety. \(CHR^\prime\) retains this feature of CHR. However, it achieves the effect of “don’t know” non-determinism by representing disjunctions explicitly.

CHAPTER 10

Most of this chapter is a fairly orthodox treatment of the relationship between the standard form of logic and clausal form. The last few pages touch upon the relationship between standard form, clausal form and logic programming form. As in Chapter 7, I discuss the representation of the only-if halves of logic programs.

As mentioned in earlier commentaries, and as I will discuss again in greater detail in the commentary on Chapter 11, other views of logic programming and other extensions of Horn clauses have become established in the last forty years. The most important extension is the extension to normal logic programs, which can have negative conditions. Closely related to this, is the extension to generalised logic programs, which can have conditions that are arbitrary formulas of FOL.

In fact, all of the examples on page 203 are examples of this generalised logic programming form. On page 219 in Chapter 11, I show how to transform the definition of subset on page 204 into a normal logic program, using an auxiliary predicate. The notion of generalised logic programs and their transformation into normal logic programs using auxiliary predicates were defined more generally and more formally by Lloyd and Topor [1984].

The Syntactic Form of Reactive Rules

In this chapter, I give examples where the standard form of logic is more natural than clausal form. But I argue that “what is needed is not full unrestricted standard form but a limited extension of clausal form”. Most of the examples, like the definition of subset, show that in many cases what we need is an extension of Horn clause programs to generalised logic programs with conditions that are universally quantified implications. However, I did not appreciate then that we also need a different extension of clausal form to more naturally represent reactive rules and other kinds of integrity constraints. In [Kowalski and Sadri, 2014], we argue that such reactive rules are naturally represented as sentences of the form:

\[
\forall x[antecedent \rightarrow \exists y[consequent_1 \lor \ldots \lor consequent_n]]
\]

where antecedent and the disjuncts consequent\(_i\) are conjunctions.

Here is a typical example in semi-formal notation (from [Kowalski and Sadri, 2012]):

\[
[heat\ sensor\ detects\ high\ temperature\ at\ time\ t1 \land
\ smoke\ detector\ detects\ smoke\ at\ time\ t2 \land
\ |t1 - t2| \leq 60 \ sec \land \ max(t1,t2,t)] \rightarrow
\ [activate\ sprinkler\ at\ time\ t3 \land\ t < t3 \leq t + 10\ sec]\land
\]
The antecedent of the rule recognises the likelihood of a fire when a heat sensor detects high temperature and a smoke detector detects smoke within 60 seconds of one another. The consequent of the rule provides two alternative ways of dealing with the possible fire. The first is to activate the sprinkler and then send a security guard to investigate, within \(10 + 30 = 40\) seconds of recognising the possible fire. The second is to call the fire department within 120 seconds. The reactive rule can be made true, when the antecedent is made true, in either of the two alternative ways. Because of the timing constraints, the first alternative can be tried first, leaving enough time to try the second alternative if the first alternative fails.

As in the case of reactive rules in general, because all variables in the antecedent are universally quantified with scope the entire rule, and all variables in the consequent are existentially quantified with scope the consequent, it is convenient to omit the quantifiers and to let the quantification be implicit.
For definite clause programs $S$, this is equivalent to $S \vdash_{\text{Horn}} P(t_1, \ldots, t_n)$, where $S \vdash_{\text{Horn}} A$ means that $A$ is derivable from $S$ using only the one rule of inference:

From $C$ in $S$ and ground atoms $A_1, \ldots, A_n$, derive $A_0$, where $A_0 \leftarrow A_1, \ldots, A_n$ is a ground instance of $C$.

The more general notion of definition, $S \vdash_{\text{FOL}} P(t_1, \ldots, t_n)$, works perfectly when $S$ is a definite clause program, but not when $S$ is a normal logic program with negation. For example, for $S = \{ P(A) \leftarrow \neg P(B) \}$, provability understood as $\vdash_{\text{FOL}}$ gives the empty relation, rather than the intuitively correct relation represented by $\{ P(A) \}$.

To obtain the intuitive result for normal logic programs, we need to augment $S$ with the only-if halves of definitions. In this example, if we interpret only-if and $\neg$ in the object language, we obtain the augmented set of sentences $S^* = \{ P(x) \leftrightarrow x = A \land \neg P(B) \} \cup \text{CET}$, where $\text{CET}$ is the “Clark Equality Theory”, containing such axioms of equality as $x = x$ and $\neg B = A$. The desired relation $\{ P(A) \}$ is the set of all the ground atoms $P(t)$ such that $S^* \vdash_{\text{FOL}} P(t)$.

**Stable Model Semantics**

We can also obtain the same intuitively correct result, if we interpret a negative ground literal $\neg Q$ as an assertion in the meta-language stating that $Q$ cannot be shown using $\vdash_{\text{Horn}}$. For this purpose, we need to augment $S$ with a set of correct and complete “auto-epistemic” assertions $\Delta$ about what cannot be shown, treating $\Delta$ as a set of ground atoms, and therefore treating $S \cup \Delta$ as a definite clause program. With this interpretation, the relation corresponding to a predicate symbol $P$ defined by $S$ is represented by the set of all ground atoms $P(t_1, \ldots, t_n)$ such that:

$$S \cup \Delta \vdash_{\text{Horn}} P(t_1, \ldots, t_n) \text{ where } \Delta = \{ \neg Q \mid S \cup \Delta \not\vdash_{\text{Horn}} Q \}.$$  

It is easy to see that this meta-level interpretation of the relations defined by a normal logic program is equivalent to the stable model semantics of Gelfond and Lifschitz [1987]. It is also equivalent to the interpretation of negative ground literals as abducible predicates in ALP [Eshghi and Kowalski, 1987].

However, not every normal logic program can be understood naturally as a definition. For example, both the object-level and meta-level interpretations of $\neg$ apply to the program:

$$P \leftarrow \neg Q$$
$$Q \leftarrow \neg P$$

But they can hardly be said to interpret the program as a definition of $P$ and $Q$. 
Stratified Logic Programs and the Perfect Model Semantics

The notion of “definition” in the book was applied mainly to Horn clause programs. However, I also gave a non-Horn logic program $\text{Clear}(y) \leftarrow \neg \exists x \text{On}(x, y)$ defining the predicate $\text{Clear}$ in terms of the predicate $\text{On}$. The definition can be understood as a simple example of a stratified logic program [van Gelder, 1989; Apt et al, 1988]. Here is another example, consisting of a lower stratum $E$ defining a network of nodes, some of whose links may be broken, and a higher stratum $I$ defining when two nodes are connected:

$$
E: \quad \text{Link}(A, B) \quad \text{Link}(A, C) \quad \text{Link}(B, C) \quad \text{Broken}(A, C)
$$

$$
I: \quad \text{Connected}(x, y) \leftarrow \text{Link}(x, y), \neg \text{Broken}(x, y) \\
\text{Connected}(x, y) \leftarrow \text{Connected}(x, z), \text{Connected}(z, y)
$$

The Horn clauses in $E$ extensionally define the predicates in $E$ by means of a definite clause program consisting of ground atoms. The minimal model of $E$ is trivially also $E$. The clauses in $I$ intensionally define the predicate $\text{Connected}$ in terms of the extensional predicates in $E$. In particular, the conditions of the first clause in $I$ are all defined in the lower stratum $E$, and they can be evaluated in the minimal model $E$. This results in a set $E \cup I'$ of Horn clauses, which intuitively define the same predicates as the original non-Horn clause program $E \cup I$:

$$
I': \quad \text{Connected}(A, B) \quad \text{Connected}(B, C) \\
\text{Connected}(x, y) \leftarrow \text{Connected}(x, z), \text{Connected}(z, y)
$$

The minimal model $M$ of this set $E \cup I'$ of Horn clauses is called the perfect model of $E \cup I$, and is intuitively the natural, intended model of $E \cup I$:

$$
M: \quad \text{Link}(A, B) \quad \text{Link}(A, C) \quad \text{Link}(B, C) \quad \text{Broken}(A, C) \\
\text{Connected}(A, B) \quad \text{Connected}(B, C) \quad \text{Connected}(A, C)
$$

(Notice that $A$ is connected to $C$, even though the direct link from $A$ to $C$ is broken.)

This construction of the perfect model can be generalised to the construction of the perfect model $M = M_0 \cup \ldots \cup M_n$ of a stratified logic program $S = S_0 \cup \ldots \cup S_n$, where the negative literals in clauses belonging to a higher stratum $S_i$ are all defined in lower strata $S_j$ where $j < i$:

- $M_0$ is the minimal model of the Horn clause program $S_0$.
- $M_{i+1}$ is the minimal model of the Horn clause program $S'_{i+1} \cup M_i$,
  where $S'_{i+1}$ is obtained by using $M_i$ to evaluate the conditions in $S_{i+1}$ that are already defined in $S_0 \cup \ldots \cup S_i$.

Przymusinski [1988] extended the perfect model construction from stratified programs to locally stratified programs $S$, by treating distinct atoms in the program $\text{ground}(S)$ as though they were distinct predicates. Here is a simple example of a locally stratified program $E$ defining the predicate $\text{Even}$:
\[ E: \quad \text{Even}(0) \quad \text{Even}(s(x)) \leftarrow \text{not Even}(x) \]

The program \( \text{ground}(E) \) can be partitioned into a countably infinite number of strata \( \text{ground}(E) = \bigcup_{i \in \omega} E_i \) where:

\[ E_0: \quad \text{Even}(0) \]

\[ E_{i+1}: \quad \text{Even}(s^{i+1}(0)) \leftarrow \text{not Even}(s^i(0)) \]

The perfect model of \( E \) is the limit \( \bigcup_{i < \omega} M_i = \{ \text{Even}(0), \text{Even}(s(s(0))), \ldots \} \) where:

- \( M_0 \) is the minimal model of the Horn clause program \( E_0 \).
- \( M_{i+1} \) is the minimal model of the Horn clause program \( E'_{i+1} \cup M_i \), where \( E'_{i+1} \) is obtained from \( E_{i+1} \) by using \( M_i \) to evaluate the negative condition \( \text{not Even}(s^i(0)) \).

### The Well-founded Semantics

The perfect model semantics formalises the intuitive notion of inductive (or recursive) definition in many cases. However, [Denecker et al., 2001] argue that it was only a step in the development of the well-founded semantics of [Van Gelder et al., 1991], which "provides a more general and more robust formalization of the principle of iterated inductive definition that applies beyond the stratified case."

The well-founded semantics can be viewed as a generalisation of the perfect model semantics in which the stratification is determined dynamically, and the submodels \( M_i \) are three-valued models represented by sets of ground literals. A ground atom \( A \) is true in \( M_i \) if \( A \in M_i \), false if \( \text{not } A \notin M_i \), and undefined if neither \( A \in M_i \) nor \( \text{not } A \notin M_i \). Every normal logic program, whether it is stratified or not, and whether it has a natural interpretation as a definition or not, has a unique well-founded model.

For example, the program \( \{ P \leftarrow \text{not } Q, \quad Q \leftarrow \text{not } P \} \), which has two stable models \( \{ P \} \) and \( \{ Q \} \) and no perfect models, has the unique well-founded model \( M = \emptyset \), in which \( P \) and \( Q \) are both undefined.

For another example, consider the following program \( Ev \), which intuitively defines the same predicate \( \text{Even} \) as the program \( E \) above:

\[ Ev: \quad \text{Even}(0) \quad \text{Even}(y) \leftarrow \text{Successor}(x,y), \text{not Even}(x) \quad \text{Successor}(x,s(x)) \]

This program does not have a perfect model, because \( \text{ground}(Ev) \) contains clauses, such as \( \text{Even}(0) \leftarrow \text{Successor}(0,0) \), \( \text{not Even}(0) \), that cannot be stratified. However, it does have a well-founded model \( M = \bigcup_{i < \omega} M_i \), which is two-valued:

\[
\begin{align*}
M_0 &= \emptyset \\
M_1 &= \{ \text{Even}(0), \text{Successor}(0, s(0)), \ldots, \text{Successor}(s^{i-1}(0), s^i(0)), \ldots \} \\
&\quad \cup \\
&\quad \{ \text{not Successor}(s^i(0), s^j(0)) \mid j \neq i - 1 \} \\
M_{i+1} &= M_i \cup \{ \text{Even}(s^i(0)) \} \text{ if } i > 0 \text{ is even}. \\
M_{i+1} &= M_i \cup \{ \text{not Even}(s^i(0)) \} \text{ if } i > 0 \text{ is odd}.
\end{align*}
\]
As in the case of a stratified or locally stratified program, a positive atom \( A \) is in \( M_{i+1} \) if and only if it can be derived from the Horn clauses obtained by evaluating the conditions in \( \text{ground}(Ev) \) that are already true in \( M_i \). However, a negative ground literal \( \text{not} \ A \) is in \( M_{i+1} \) if and only if every clause in \( \text{ground}(Ev) \) of the form \( A \leftarrow \text{body} \) contains in its \text{body} a condition that is false in \( M_i \).

In general, the well-founded model of a normal logic program \( S \) is the smallest three-valued interpretation \( M \) such that:

\[
A \in M \text{ if } A \text{ can be derived from the Horn clauses obtained by evaluating the conditions of clauses in } \text{ground}(S) \text{ that are true in } M.
\]

\[
\text{not} \ A \in M \text{ if every clause in } \text{ground}(S) \text{ of the form } A \leftarrow \text{body} \text{ contains in its } \text{body} \text{ a condition that is false in } M.
\]

The well-founded model can be generated bottom-up, starting with the empty model \( \emptyset \) and repeatedly adding positive and negative atoms until the above condition holds. It can also be queried top-down using tabling [Chen and Warren, 1996].

As we have seen in this commentary, the object-level interpretation of “only-if” and the corresponding interpretation of logic programs as standing for object-level definitions in "if-and-only-if" form has largely been superseded by model-theoretic interpretations of logic programs. Moreover, the positive atoms in these models are all generated by Horn clause derivations. These Horn clause derivations give the resulting models a syntactic core, which makes these model-theoretic semantics meta-level in nature.

I have speculated elsewhere [Kowalski, 2014] on the relationship between the object-level and meta-level/model-theoretic interpretations and suggested that their relationship is similar that that between first-order axioms of arithmetic and the standard model of arithmetic.

CHAPTER 12

When I was writing this chapter, I was aware of a much simpler Horn clause definition of Horn clause provability, which I did not mention because I did not understand its logic.

Ambivalent Combination of Object Language and Meta-language

The definition:

\[
\begin{align*}
\text{Demo}(p \& q) & \leftarrow \text{Demo}(p), \text{Demo}(q) \\
\text{Demo}(p) & \leftarrow \text{Demo}(p \leftarrow q), \text{Demo}(q)
\end{align*}
\]

is a notational variant of clauses \( T1 \) and \( T9 \) in Chapter 7, defining the truth predicate for propositional logic. Here the infix function symbol \& names conjunction
and the infix function symbol ← “ambivalently” names the implication symbol ←. (The symbol ← is not ambiguous, because the context makes its intended interpretation clear.)

With this representation of the proof predicate, it suffices to represent the problem of the fallible Greek simply by the additional clauses:

\[
\begin{align*}
\leftarrow \text{Demo}(\text{Fallible}(x) \land \text{Greek}(x)) \\
demo(\text{Fallible}(x) \leftarrow \text{Human}(x)) \\
demo(\text{Human}(\text{Turing})) \\
demo(\text{Human}(\text{Socrates})) \\
demo(\text{Greek}(\text{Socrates}))
\end{align*}
\]

Notice that, in first-order logic, \textit{Fallible}, \textit{Greek} and \textit{Human} are function symbols, and not predicate symbols. However, it is possible to combine these clauses with additional clauses, in which the same symbols are used ambivalently as predicate symbols - for example, by adding such clauses as:

\[
\begin{align*}
\text{Fallible}(x) & \leftarrow \text{Human}(x) \\
\text{Human}(\text{Turing}) \\
\text{Human}(\text{Socrates}) \\
\text{Greek}(\text{Socrates}) \\
\text{Greek}(\text{Aristotle})
\end{align*}
\]

The resulting ambivalent amalgamation of object-language and meta-language resembles a modal logic, in which the \textit{Demo} predicate behaves like a modal operator representing belief. In this example, the combined set of clauses represents a situation in which \textit{Aristotle} is \textit{Greek}, but is not known or believed to be \textit{Greek}.

I have investigated different representations of the wise man puzzle, using such an amalgamation of object language and meta-language, in which the \textit{Demo} predicate represents an agent’s beliefs. The representation in [Kowalski and Kim, 1991] uses an explicit naming convention like the one presented in this chapter, whereas the representation in [Kowalski, 2011] uses the kind of ambivalent syntax, which resembles modal logic, illustrated in the example above. The ambivalent syntax is much simpler and more natural.

The ambivalent syntax has also been used for practical applications, since the earliest days of Prolog. However, a common problem with the logic of many of these applications is that they often use a meta-predicate \textit{Var}(t), to test whether a term \( t \) is a variable. This predicate holds, as intended, when \( t \) truly is a variable. Logically, like any other predicate containing variables, it should continue to hold if the variable \( t \) is later instantiated to a non-variable. But this is not the correct, intended interpretation of the meta-predicate \textit{Var}(t).

The problem is due to the ambiguity of the implicit quantification of variables in clauses such as \textit{Demo}(\textit{Fallible}(x) \leftarrow \textit{Human}(x)). It is tempting to interpret the clause as standing for \textit{Demo}("\forall x(\textit{Fallible}(x) \leftarrow \textit{Human}(x))"). But the status of \( x \) in this interpretation is problematic. Is it an object-level variable, a meta-variable that ranges over object-level variables, or a meta-constant that names
an object-level variable? It depends in part on how the quotation marks are implemented.

For Horn clause provability, the problem goes away if clauses with variables are understood as standing for all their variable-free instances. In that case, $x$ can be understood as a meta-variable ranging over object-level terms $t$, and the clause can be interpreted as standing for the sentence $\forall x \text{Demo}(\text{Fallible}(x) \leftarrow \text{Human}(x))$. In this interpretation, the single meta-level sentence states there are possibly infinitely many object level sentences of the form $\text{Fallible}(t) \leftarrow \text{Human}(t)$ for all ground terms $t$. To be sensible, of course, the instantiation of the variable $x$ by terms $t$ needs to be restricted to terms of the appropriate sort, as in many-sorted logic.

The problems of the semantics of the ambivalent combination of object language and meta-language have a complex history, which is recounted in [Costantini, 2002]. It is still not obvious to me whether all of the problems have been fully resolved.

CHAPTER 13

This chapter was my first step in the attempt to show how an intelligent agent can use logic to guide its interactions with the world.

*From Information Systems to Intelligent Agents*

At the time I was working on the book, I was not fully aware of the importance of actions in helping an agent to achieve its goals. I addressed this broader use of logic in [Kowalski, 1988], which was a response to Carl Hewitt’s [1985] advocacy of open systems as a challenge to logic programming. In this broader use of logic as an agent’s language of thought, logic programs represent the agent’s beliefs and integrity constraints represent the agent’s goals.

As I put it more generally in [Kowalski, 2011]:

In Artificial Intelligence, an agent is any entity, embedded in a real or artificial world, that can observe the changing world and perform actions on the world to maintain itself in a harmonious relationship with the world. Computational logic, as used in artificial intelligence, is the agent’s language of thought. Sentences expressed in this language represent the agent’s beliefs about the world as it is and its goals for the way it would like it to be. The agent uses its goals and beliefs to control its behaviour.

In recent years, the notion of intelligent agent has become a unifying theme of much research in AI, and showing how computational logic can be used to model the thinking of an intelligent agent has become the driving force of most of my own research.

One of the main challenges of AI has been to reconcile the notion of a deliberative agent, which uses its beliefs to achieve its goals, with the contrary notion
of a reactive agent, which acts “instinctively” in response to situations that arise in its environment. In [Kowalski, 1995], I argued that computational logic can reconcile and combine the characteristics of both deliberative and reactive agents. In [Kowalski and Sadri; 1996, 1999, 2009], we used abductive logic programming to develop in greater detail an agent model in which beliefs are represented by logic programs, goals are represented by integrity constraints, and actions are represented by abducible predicates. We argued that this combination of logic programs and integrity constraints can model both deliberative and reactive behaviour. More recently, we developed LPS [Kowalski and Sadri; 2011, 2012, 2014a, 2014b], as a scaled down version of the agent model, using destructive change of state for practical database and programming applications.

Abduction

In this chapter, I also explored the use of abduction to generate hypotheses, and to reason by means of defaults. The use of abduction for default reasoning was developed in greater detail in Theorist [Poole et al, 1987; Poole, 1988]. In Theorist, abduction extends a first-order clausal theory $T$ with assumptions $\Delta$ from a set of candidate hypotheses $A$, restricted by a set of first-order constraints $I$. The implementation of Theorist used a combination of backward reasoning from $G$ to generate candidate $\Delta$, and a refutation procedure to show that $T \cup \Delta \cup I$ is not inconsistent (similar to negation as failure). Theorist was one of the main inspirations of abductive logic programming [Eshghi and Kowalski, 1989].

Argumentation

Building on Phan Minh Dung [1991], [Kakas et al, 1992] showed that the abductive proof procedure in [Eshghi and Kowalski, 1989] could be given an argumentation interpretation, in which, given a logic program $P$ and set of negative literals $\Delta$, a derivation $P \cup \Delta \vdash_{Horn} G$ is interpreted as an argument for $G$ supported by the assumptions $\Delta$. With this interpretation, argument$_1$ for $G$ attacks argument$_2$ if not $G$ is in the set of assumptions $\Delta$ supporting argument$_2$. A set of arguments Args is admissible, if for every argument$_1$ that attacks an argument$_2 \in$ Args there is an argument$_3 \in$ Args that attacks argument$_1$. In other words, a set of arguments Args is admissible if it can counter-attack every attack.

Dung [1993, 1995] generalized this interpretation and developed an abstract argumentation theory, which has had a wide-ranging impact. [Bondarenko et al, 1997] developed a more concrete assumption-based version of Dung’s abstract theory, and showed that it could be used to reconstruct not only most logic programming semantics, but also most semantics developed for non-monotonic reasoning.

Inductive Logic Programming

Another important development, related to the topic of this chapter, is inductive logic programming (ILP), which is concerned with generating inductive generali-
ILP was introduced by Muggleton [1991] building upon the inverse unification of [Plotkin, 1970]. Given a background theory $B$ represented as a logic program, a set $E^+$ of positive examples, and a set $E^-$ of negative examples, the inductive task in ILP is to generate a set of hypotheses $H$ represented by a logic program such that:

$$H \cup B \text{ covers } E^+ \text{ and } \quad H \cup B \text{ does not cover any of the negative examples in } E^-.$$

Informally speaking, $H$ solves the inductive task if $H$ explains all the positive examples, without “implying” any of the negative examples.

There is an obvious parallel here with the definition of abduction, with $H$ being the parallel of abductive assumptions, $E^+$ the parallel of the goal to be solved, and $E^-$ the parallel of integrity constraints to be satisfied. A number of frameworks have been developed (e.g. [Ade and Denecker, 1995; Flach and Kakas, 2000; Lamma et al, 1999]), combining ILP and ALP, and exploiting this parallelism.

As in the case of the vague (or abstract) specification of the abductive task, the abstract notion of “covering” also admits several different concrete instances.

In recent years, the field of ILP has been extended to incorporate the representation of probability. The recent survey of ILP [Muggleton et al, 2012] suggests that this extension of ILP can function as a foundation for much of AI, both helping to understand existing research and to serve as a vision for the future. To this extension of ILP with probability, I would add its embedding in the dynamic setting of an intelligent agent interacting with the world, observing changes and performing actions to satisfy its goals. I like to believe that the use of probabilistic ILP in such a setting, to generalise observations and to learn new beliefs together with their probabilities and their utilities, will play a central role in the future, both to develop more intelligent artificial agents and to build better cognitive models of human agents.
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