


THEOREM PROVING
Condition (i) may be improved and replaced by

(i") replace each non-positive clause 4 by its factor 40 =4 ; where 0 is
the identity substitution. Choose any total ordering of the
distinguished literals . . ., etc.

Condition (i) states in effect that non-positive clauses are not factored at
all. The proof that completeness is preserved when (1) is replaced by (i) is
scmewhat complicated and does not lie within the scope of this paper,

Darlington (1969) shows how to exploit renaming, A-ordering, and the
ordering of negative literals in non-positive clauses to avoid performing
most of the reselutions excluded by set of support. He does this for the case
of applications of theorem-proving to large-scale information retrieval sys-
tems where a set of support strategy seems to be highly desirable.

Other applications of semantic trees

The notion of semantic trees employed in this paper can easily be extended
to the predicate calculus with equality. Indeed, Robinson’s (1968) original
formulation of the semantic tree construction was for this logic. None the
less, we have been unable to find any binary semantic trees which yield
reasonably mechanizable inference systems. It is easy to show that assignment
trees (Sibert 1967) can be constructed as semantic clash trees, In this case, by
exploiting the generalized notion of failure, it has been possible to impose
additional restrictions on the generation of unifiable partitions. However, the
basic system of three inference rules corresponding to inference nodes re-
mains essentially that of Sibert’s thesis. We are pessimistic about the possi-
bilities of finding other semantic tree constructions which yield efficient
inference systems for the predicate calculus with equality.

Hayes (1969) has applied the semantic tree method to obtain a simple
mechanizable inference system for J. McCarthy’s three-valued predicate
calculus.
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