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Abstract.

Yamamoto has shown that the Inverse Entailment (IE) mechanism described previously
by the author is complete for Plotkin’s relative subsumption but incomplete for entailment.
Such a form of incompleteness impedes the learning of mutually recursive definitions such
as those found in grammar learning. Thus Yamamoto shows that an hypothesised clause�

can be derived from an example � under a background theory � using IE if and only if�
subsumes � relative to � in Plotkin’s sense. Yamamoto gives examples of

�
for which

��� ���  � but
�

cannot be constructed using IE from � and � . The main result of
the present paper is a theorem to show that by enlarging the bottom set used within IE, it
is possible to make a revised version of IE complete with respect to entailment for Horn
theories. Furthermore, it is shown for function-free definite clauses that given a bound !
on the arity of predicates used in � and � , the cardinality of the enlarged bottom set is
bounded above by the polynomial function "$#&%�')(+*-, , where " is the number of predicates
in �/.0� and % is the number of constants in �1� � .
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1. Introduction

In [8] Yamamoto shows that the mechanism of Inverse Entailment (IE) introduced in [5] is
complete for Plotkin’s relative subsumption, but incomplete for entailment. In this paper it
is shown that enlarging the bottom set leads to completeness of IE with respect to entailment
for Horn theories.

The form of incompleteness uncovered by Yamamoto is the most recent in a series of
related results [4, 1, 2] over the last decade. For instance, in [4] the author showed that for
any clauses 23.04 and background theory �

rlgg 56#&23.047*  18:9�9 #<;>=5 #&2?*�.@;�=5 #&47*A*
where (r)lgg is Plotkin’s (relative) least general generalisation and ; = is the closure of most
specific inverse resolvents of a clause. Owing to the close relationship between inverse
resolution and inverse entailment, this result is quite similar to that of Yamamoto. The sub-
problem of broadening subsumption-based searches to deal with implication is dealt with
in [1, 2]. The completeness result in the present paper generalises these previous studies,
and is believed to be of fundamental importance for the learning of recursive theories, such
as those required for grammar learning.
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This paper is organised as follows. The next section gives formal definitions used in
the rest of the paper. Some useful properties of Herbrand models of Horn theories are
proved in Section 2.3. Section 3 introduces the definitions of IE and and the revised bottom
set. A useful model intersection property of Horn theories is also proved. The definitions
are applied to the example Yamamoto uses to show the incompleteness of IE. The main
completeness theorem is proved in Section 4. The results are summarised and an open
problem is discussed in Section 5.

2. Preliminaries

It is assumed the reader is familiar with first-order logic and logic programming (see [7]).

2.1. Clauses and clausal theories

A positive literal is an atom, a negative literal is the negation of an atom. A clause is a finite
set of literals, and is treated as a universally quantified disjunction of those literals. A finite
set of clauses is called a clausal theory and is treated as a conjunction of those clauses. A
Horn clause is a clause containing at most one positive literal. Non-definite Horn clauses
are called goals. A Horn theory is a clausal theory containing only Horn clauses. A definite
clause is a clause containing exactly one positive literal. A definite clause program is a
clausal theory containing only definite clauses. A clause C can be written as

�����������������! �" . ��� .  $#
where the ��% are the positive literals and the  '& are the negative literals. In this case 2)( .@2+*
denote the clauses consisting of the positive and negative literals of 2 respectively.

A clause is said to be function-free whenever it does not contain functions of arity ( or
more. A clausal theory is said to be function-free whenever all its clauses are function-free.

A unique Skolem constant %�, will be assumed to be associated with every variable - . If.
is a first-order formula then / # . * is formed by replacing each variable 0 in

.
by the

Skolem constant %�1 and each Skolem constant %32 by the associated variable 4 . If
8
is a literal

then
8
is formed by removing all occurrences of double negation ( 565 ) in 57/ # 8 * . Thus

8  8
for all literals

8
. If 2  98 8 " . �:� 8 #<; is a clause then 2 is the Horn theory

8�8 8 "3; . �:� . 8 8 #=;�; .
Definition 1. Subsumption. Let 2 and 4 be clauses. 2 subsumes 4 , denoted 2?> 4 , if
and only if there exists a substitution @ such that 2A@CB 4 .

2.2. Herbrand models

Suppose D is a clausal theory. �7#ED * will denote the Herbrand Base of D (see [7] for a
definition of � #FD * ). As usual, Herbrand interpretations and Herbrand models of D are
represented by subsets of �7#ED * . GHB �7#FD3* is a Herbrand model of D if and only if it is a
model of all the clauses in D . G is a Herbrand model of a clause 2JIKD if and only if there
does not exist a ground substitution @ and a clause 4  2A@ such that 4K(LB��7#ED *�M	G
and 4N*OBLG . P # . *  J8 G " .'GRQ . ��� ; will be used to denote the Herbrand models of D .
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When P #ED * is non-empty G #ED * denotes
� % G % . If G #FD * is a model of D then it will be

known as the least Herbrand model of D . According to Herbrand’s theorem D is satisfiable
if P #ED * is non-empty and unsatisfiable otherwise.
The following is a restatement of Proposition 6.1 in [3] Theorem 2.14 in [7] and Proposition
7.13 in [6].
��������������

Model intersection property. Let � be a definite clause program and
P  8 G " . G Q . �:� ; be a non-empty set of Herbrand models of � . Then

� % G % is a
Herbrand model of � .

2.3. Herbrand models of Horn theories

The following Lemma is a generalisation of Theorem 1 to Horn theories
"
.

�����������
Horn theory model intersection property. Let D  D � � D " be a satisfiable

Horn theory in which D � .�D " are the non-definite and definite subsets of D respectively. Let
P  J8 G " . GRQ�. ��� ; be a non-empty set of Herbrand models of D . Then G  � % G % is a
Herbrand model of D .
Proof. Assume false. Then there exists D for which P is non-empty and G is not a model
of D . G must either not be a model of D � or not be a model of D " . However, every model
in P is a model of D " since D �  D " and thus according to Theorem 1 G is a model of D " .
It follows that G must not be a model of D � . Thus there must exist a ground instance of a
clause in D � :

� ��" . �:� . ��#
for which � " . �:� . � # are all in G . Then � " . ��� . � # are in every model in P . But this
means that no element of P is a model of D , which contradicts the assumption that P is
non-empty. This completes the proof.
 ���!��"#"#�$�#%��

Least Herbrand model of Horn theories. Let D be a satisfiable Horn
theory. G #ED * is the least Herbrand model of D .
Proof. Follows directly from Lemma 1 and the definitions of satisfiability and least Her-
brand model.

3. IE and the enlarged bottom set

The following is a variant on the definition of the bottom set used by Yamamoto in describing
IE.

Definition 2. Enlarged bottom set. Let � be a Horn theory, � be a clause, such that.� #&� � �>* is satisfiable (ie. �'&�  �>* ). The enlarged bottom set of � under � is denoted
BOT #&�/.0�>* and is defined as follows.

BOT ( # �/.0�>*  8 � � � I � # . * M G # . * ;
BOT * # �/.0�>*  8 5 � � � I G # . * ;

BOT #&�/.0�>*  
BOT ( # �7.-�>* � BOT * # �7.-�>*



4 ���������	��
�
���������

Note that the cardinality of BOT #&�/.-� * can be infinite. However, this will not be the case
when �/.0� are function-free.

Remark. Cardinality of BOT #&�/.0�>* (function-free case). Let � be a Horn theory and
� be a clause, such that

.  #&� � �>* is satisfiable. Suppose
.

contains " predicate
symbols with maximum arity ! and % is the number of constants in

.
. The cardinality of

BOT #&�/.0�>* has an upper bound of "$#&% ')(+*-, .
Proof. Follows from the fact that for each of the " predicate symbols there are at most
# % ' ( * , different atoms that can be constructed from the at most % ' ( constants in �7# . * .

Below we give a revised definition of IE similar to that in [8], but based on the enlarged
bottom set.

Definition 3. IE based on enlarged bottom set. Let � be a Horn theory and � be a
clause, such that ��&�  � . A clause

�
is derived by IE from � under � if and only if there

exists a clause
��� B BOT #&�/.-� * such that

� > ���
.

The following example demonstrates the construction of BOT # �7.-�>* for a function-free
version of the example Yamamoto uses to demonstrate the incompleteness of IE.���$�$����" ���

Yamamoto’s example.

�  	��
 - 
� #���* �
 - 
� #F4�* ��� #F0$. 4�*�.�������#F0�*��
�  ������#���* ��� #F4�.�� *�. � #E0 .�4 * . � #��	. 0�*
�  ��� ��!

� ������#&%#"�*� # % 2 .0%#"+* �� # % 1 .-% 2 * �� #��	.-% 1 * �
$ ��%��&

�7#&� � �>*  	� 
 - 
� #���*�. 
 - 
� # % 1 * . 
 - 
'� #&% 2�*�. 
 - 
� # % " *�.�������#���*�.������# % 1 *�.�������# %�2 *�.�������# % " * . � #��	.�� * . � #��	.-% 1 *�. ��� . � # % " .-% " *(�
G #&�1� �>*  *) 
 - 
� #���*�. � #&% 2 .-% " * . � # % 1	.-% 2 * . � #��	.-% 1 *�+

BOT #&�/.-� *  
 - 
� #&% 1 * � 
 - 
� #&% 2 * �3�:��� ������#&% 1 * � 
 - 
� #���*�. � #&% 2 .-% " * . � # % 1	.-% 2 * . � #��	.-% 1 *
Note that BOT #&�/.0�>* is subsumed by the following clause

�
.������#-, * ��� #E-�.�,�* . 
 - 
� #E- *

Thus
�

can be derived by IE from � under � .
�

is a function-free version of the
one which Yamamoto showed could not be derived by the original definitions of IE.

4. Completeness

Below is the main completeness result for clauses derived using IE.
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Horn theory completeness of IE. Let � be a Horn theory, � be a clause,

such that
.� #&� � ��* is satisfiable (ie. ��&�  �>* ). �  #&� � � � �>* is unsatisfiable (ie.

�1� � �  � ) and �7#�� *  � # . * only if
�

is derived by IE from � under � .
Proof. Assume false. Then � is unsatisfiable and �7#�� *  �7# . * and (according to
Definition 3) there does not exist

� � B BOT #&�/.0�>* such that
� > ���

. Since
.

is a
satisfiable Horn theory according to Corollary 1 G # . * is its least Herbrand model. But
G # . * cannot be a Herbrand model of � since � is unsatisfiable, and therefore there
must be a ground substitution @ such that

� (7@NB #&�7# . *7M G # . *A* and
� * @ B G # . * .

Therefore letting
���  � @ clearly

� > ���
and

� � B BOT # �7.-�>* . This contradicts the
assumption and completes the proof.

It is worth drawing attention to the “only if” in the theorem above. For some clauses�
derived by IE from � under � it is not the case that � � � �  � . In example 3, the

following is such a clause.

������#-, * ��� #E-�.�,�* . � #�� .�- * . 
 - 
'� #�� *
5. Discussion

Yamamoto [8] demonstrated the incompleteness of the mechanism of IE described in [5].
This paper defines an enlargement of the bottom set definitions of [5, 8]. In fact this
enlargement is a generalisation of the use of sub-saturants in [5]. Although the enlarged
bottom set is infinite in the non-function-free case, a polynomial bound to the cardinality of
the enlarged bottom set is provided in the case of function-free Horn background theories.
Example 3 shows how the enlarged bottom set deals with a function-free form of the
example Yamamoto used to show the incompleteness of IE. Finally a completeness result
is given for definite clauses for the revised version of IE.

It is an open question as to whether a further generalisation of this approach would be
complete for arbitrary clausal background theories.
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Notes

1. Lemma 1 is not found in logic programming theory texts such as [3, 7, 6].
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