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Abstract

This paper describes the use of a mixture of abduc-
tion and induction for the problem of identifying
the effects of toxins in metabolic networks. Back-
ground knowledge is used which describes net-
work topology and functional classes of enzymes.
This background knowledge, which represents the
present state of understanding, is incomplete. In
order to overcome this incompleteness hypothe-
ses are entertained which consist of a mixture of
specific inhibitions of enzymes (ground facts) to-
gether with general rules which predict classes of
enzymes likely to be inhibited by the toxin (non-
ground). The foreground examples were derived
from in vivo experiments involving NMR analy-
sis of time-varying metabolite concentrations in rat
urine following injections of toxin. Hypotheses
about inhibition are built using Progol5.0 and pre-
dictive accuracy is assessed for both the ground and
the non-ground cases.

1 Introduction
The combination of abduction and induction has recently
been explored from a number of angles [Flach and Kakas,
2000]. Moreover, theoretical issues related to completeness
of this form of reasoning have also been discussed by var-
ious authors [Yamamoto, 1997; Ito and Yamamoto, 1998;
Inoue, 2001]. Some efficient implemented systems have been
developed for combining abduction and induction [Muggle-
ton and Bryant, 2000] and others have recently been pro-
posed [Ray et al., 2003]. There have also recently been
demonstrations of the application of abduction/induction sys-
tems in the area of Systems Biology [Zupan et al., 2001;
2003; King et al., 2004].

The research reported in this paper is being conducted as
part of the MetaLog project 1, which aims to build causal
models of the actions of toxins from empirical data in the
form of Nuclear Magnetic Resonance (NMR) data, together
with information on networks of known metabolic reactions
from the KEGG database 2. The NMR spectra provide in-

1http://www.doc.ic.ac.uk/bioinformatics/metalog/
2http://www.genome.ad.jp/kegg/

formation concerning the flux of metabolite concentrations
before, during and after administration of a toxin.

In a previous paper [Tamaddoni-Nezhad et al., 2004] de-
scribing the initial investigation in this topic we modelled the
initial effects of a toxin (Hydrazine). The previous model ig-
nored the temporal variance of metabolite concentrations. By
contrast, in this paper we describe an extended study in which
temporal variation is captured by the model.

In this study, examples extracted from the NMR data con-
sist of metabolite concentrations (up-down regulation pat-
terns extracted from NMR spectra of urine from rats dosed
with the toxin) for different time periods. Background knowl-
edge (from KEGG) consists of known metabolic networks
and enzymes known to be inhibited by the toxin. This back-
ground knowledge, which represents the present state of un-
derstanding, is incomplete. In order to overcome this incom-
pleteness hypotheses are entertained which consist of a mix-
ture of specific inhibitions of enzymes (ground facts) together
with general rules which predict classes of enzymes likely to
be inhibited by the toxin (non-ground). Hypotheses about
inhibition are built using Progol5.0 [Muggleton and Bryant,
2000] and predictive accuracy is assessed for both the ground
and the non-ground cases. Models performance is evaluated
using a leave-one-out test procedure. It is shown that even
with the restriction to ground hypotheses, predictive accuracy
exceeds the default (majority class).

The paper is organised as follows. Section 2 introduces
the biological problem. The logical modelling of inhibition is
given in Section 3. The experiments of learning ground and
non-ground hypotheses are then described in Section 4 and
Section 5 concludes the paper.

2 Inhibition in metabolic pathways
Metabolism is made by the processes used by living organ-
isms to transform elements from their environment into build-
ing bricks or as a source of energy and also to transform
toxic compounds that may have penetrated in them into less
toxic compounds to be excreted. All these processes form
a very complex network of chemical reactions or metabolic
network [Jeong et al., 2000 Oct 5; Ravasz et al., 2002;
Alm and Arkin, 2003]. Not all reactions take place at the
same time in this network, and need to be finely coordinated.
Biochemical reactions are sped up by highly specialised pro-
teins, the enzymes. Enzymes are the most efficient catalysers
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Figure 1: A metabolic sub-network involving metabolites af-
fected by hydrazine. Information on up/down changes in
metabolite concentrations after hydrazine treatment is ob-
tained from NMR spectra. This information is combined with
KEGG metabolic diagrams, which contain information on the
chemical reactions and associated enzymes.

known, and most of the reactions taking place in living organ-
isms would be too slow without them to sustain life. Enzymes
can be considered as the keys controlling the activation of
different parts of the network, and are therefore the main el-
ement for coordination of the different parts of the metabolic
network.

Even with the help of the new Systems Biology approach
to metabolism, we are still far apart from understanding many
of its properties. One of the less understood phenomena, spe-
cially from a network perspective, is inhibition. Some chem-
ical compounds can affect enzymes impeding them to carry
out their functions, and hence affecting the normal flux in the
metabolic network, which is in turn reflected in the accumu-
lation or depletion of certain metabolites.

In this work, toxicity experimental data were used, to look
at the normalised variations of different metabolites concen-
trations in rat urine, measured by Nuclear Magnetic Res-
onance (NMR). The data was obtained after injecting Hy-
drazine (NH � -NH � ) to rats, and following the concentration
of metabolites over time using NMR. The NMR data repre-
sent variations of concentration of the metabolites relative to
their concentration before injection of hydrazine, at 8 hours,
24 hours, 48 hours, 72 hours, 96 hours, etc.

Figure 1 shows the metabolic pathways sub-network of in-
terest also indicating with “up” and “down” arrows, the ob-
served effects of the hydrazine on the concentration of some
of the metabolites involved.

This sub-network was manually built from the information
contained in the KEGG metabolic database

�
. Starting from

the set of chemical compounds for which there is information
on up/down regulation after toxin treatment coming from the
NMR experiments, we tried to construct the minimal network
representing the biochemical links among them by taking the
minimum pathway between each pair of compounds and col-

lapsing all those pathways together through the shared chem-
ical compounds. When there is more than one pathway of
similar length (alternative pathways) all of them are included.
Pathways involving “promiscuous” compounds (compounds
involved in many chemical reactions) are excluded.

3 Abduction for modelling inhibition
We will develop a model for analyzing (understanding and
subsequently predicting) the effect of toxin substances on the
concentration of metabolites. We use as the set of observables
the single predicate:��������� �"!$#&%'!$($���*),+-�.!/%102�&34(5!/�'6879� :;� 3<6<=>(5?@�&A
expressing the fact that at some time, =B(,?@� , a metabo-
lite, +-� !/%102�&3C(5!/� , has a certain level of concentration, 7D� :E��3
which in the simplest case can take the two values, F ��G>� orHEI . In general, the concentration predication would contain
a fourth argument, namely the name of the toxin that we are
examining but we will assume here for simplicity that we are
studying only one toxin at a time and hence we can factor this
out. Background predicates such as:#���%;�2!$($���"��� F �E),+-� !/%;0��&3C(5!/�&JLK'6NMO��P'Q;?R�&J'68+-� !/%102�&34(S!/�&J�TUA
describe the topology of the network of the metabolic path-
ways as depicted in Figure1. For example, the statement

reactionnode(’l2aminoadipate’,’2.6.1.39’,’2oxoglutarate’)
expresses the fact that there is a direct path (reaction) between
the metabolites 3<VWTXVY%E?Z(5���&% F ([I\%E!/� and T]V^��_X�]V>`13CH\!/%'#&%E!/�
catalyzed by the enzyme T1a bca[KLa dLe . More generally, we can
have a set of metabolites on each side of the reaction and a
set of different enzymes that can catalyze the reaction.

Note also that these reactions are in general reversible, i.e.
they can occur in either direction and indeed the presence of a
toxin could result in some reactions changing their direction
in an attempt to compensate (re-balance) the effects of the
toxin. The model also involves background biochemical data
on enzymes and metabolites that would be used in the process
of inductive generalization of the abduced hypotheses.

The incompleteness of our model resides in the lack of
knowledge of which metabolic reactions are adversely af-
fected in the presence of the toxin. This is captured through
the declaration of the abducible predicate:(,�gf](/0h(5!/� F )SMO��PLQ;?@�E68+-� !/%102�&3C(5!/�&J'KL68+i� !/%10h�&3C(5!$�&J Tc6/=>(,?R�&A
capturing the hypothesis that at the time =>(5?@� the reaction
from +-� !/%102�&34(,!/�&J'K to +-� !/%;0��&3C(5!/�&J T is inhibited by the toxin
through an adverse effect on the enzyme, MO��P'Q;?R� , that nor-
mally catalyzes this reaction. For example,(,�gf](/0h(5!/� F )SjkT1a bca[KLa dLe'jl6 jm3STL%E?Z(5���&% F (nI\%'!/��jn6 j TL��_X� `13CH\!/%E#�%E!/��jC68o'A
expresses the abducible hypothesis that at time o the the reac-
tion from 3cVpT>Vq%'?R(5���&% F (nIX%E!/� to T>Vq��_X�BV@`;34HX!/%E#&%E!/� via
the enzyme T1a bca[KLa dLe is inhibited by the toxin.

Hence the set of abducibles contains the only predicate(5�gfc(/0h(5!/� F1r�s and completing this would complete the given
model. The experimental observations of increased or re-
duced metabolite concentration will be accounted for in
terms of hypotheses on the underlying and non-observable
inhibitory effect of the toxin represented by this abducible
predicate.



We now need to provide the rules and the integrity con-
straints of our model representation. The rules describe an
underlying mechanics of the effect of inhibition of a toxin
by defining the observable �m������� �"!$#�%E!$($��� r d predicate. This
model is simple in the sense that it only describes at an appro-
priate high-level the possible inhibition effects of the toxin,
abstracting away from the details of the complex biochemi-
cal reactions that occur. It sets out simple general laws under
which the effect of the toxin can increase or reduce their con-
centration. Examples of these rules are:

concentration(X,down,T):-
reactionnode(X,Enz,Y),
inhibited(Enz,Y,X,T).

concentration(X,down,T):-
reactionnode(X,Enz,Y),
not inhibited(Enz,Y,X,T),
concentration(Y,down,T).

The first rule expresses the fact that if a reaction producing
metabolite � is inhibited at time = then this will cause down
concentration of this metabolite at this time. The second rule
accounts for changes in the concentration through indirect ef-
fects where a metabolite � can have down concentration due
to the fact that some other substrate metabolite, � , that pro-
duces � was caused to have low concentration (even when
the reaction is not currently inhibited). Increased concentra-
tion is modelled analogously with rules for ”up” concentra-
tion. For example we have

concentration(X,up,T):-
reactionnode(Y,Enz,X),
inhibited(Enz,X,Y,T).

where the inhibition of the reaction from metabolite � to �
causes the concentration of � to go up as � is not (currently)
consumed due to this inhibition.

Note that for a representation that does not involve nega-
tion as failure, as we would need when using the Progol
5.0 system, we could use instead the abducible predicate(5�gfc(/0h(5!/� F )4MO��PX6<=>#�H\!<f��Y%;3CH �E6 � 6 � 6N=YA where =>#�HX!<f�� %;34H\�
would take the two values !$#�H � and � %;3SJ � .

The underlying and simplifying working hypotheses of our
model are:

(1) the primary effect of the toxin can be localized on the
individual reactions of the metabolic pathways;

(2) the underlying network of the metabolic pathways is cor-
rect and complete;

(3) all the reactions of the metabolic pathways are a-priori
equally likely to be affected by the toxin;

(4) inhibition in one reaction is sufficient to cause change in
the concentration of the metabolites;

The above rules and working hypotheses give a relatively
simple model but this is sufficient as a starting point. In a
more elaborate model we could relax the fourth underlying
hypothesis of the model and allow, for example, the possibil-
ity that the down concentration effect on a metabolite, due to
the inhibition of one reaction leading to it, to be compensated
by some increased flow of another reaction that also leads to
it. We would then have more elaborated rules that express
this. For example, the first rule above would be replaced by:

concentration(X,down,T):-
reactionnode(X,Enz,Y),
inhibited(Enz,Y,X,T),
not compensated(X,Enz,T).

compensated(X,Enz,T):-
reactionnode(X,Enz1,Y),
different(Enz1,Enz),
increased(Enz1,Y,X,T).

where now the set of abducible predicates � includes also
the predicate(5���2#&��%;J � F )4MO��P'Q;?R�E68+-� !/%102�&34(,!/�&J'KL6h+-� !/%;0��&3l(5!/��J�T;6N= (5?R��A
that captures the assumption that the flow of the reaction
from +-� !/%;0��&3C(5!/�&JLK to +-�.!/%102�&34(5!/��J�T has increased at time= as a secondary effect of the presence of the toxin.

The abducible information of (5�gfc(/0h(5!/� F;r&s is required to
satisfy several validity requirements captured in the integrity
constraints of the model. These are stated modularly and sep-
arately from the program rules and can be changed without
affecting the need to reconsider the underlying model. They
typically involve general self-consistency requirements of the
model such as:
� V>��������� �"!$#&%E!$(5���*) � 6 F ��G>� 6N=YA268��������� �"!$#&%'!$($���*) � 6<HEIg6N=YA

expressing the fact that the model should not entail that the
concentration of any metabolite is at the same time down and
up.

In addition, specific partial information that we may have
on the abducible predicates (5�gfc(/0h(5!/� F;r&s (such as that a cer-
tain reaction cannot be inhibited by the toxin that we are ex-
amining) can be captured as a validity requirement.

Other such constraints can help us restrict further the form
of the abductive explanations that we are looking for, essen-
tially adding in this way extra working hypotheses to our
model. We could, for example, be interested only in expla-
nations whose inhibition effects are separated apart on the
pathways network. This would be captured by an integrity
constraint of the form:

:-inhibited(Enz,X,Y,T),inhibited(Enz1,Y1,Z,T), close(Y,Y1)

where the auxiliary background predicate ��34�UJ �;) � 6 � K�A holds
true iff the shortest distance between the two metabolite
nodes � and � K is smaller than a given minimum distance.

4 Empirical evaluation
The purpose of the experiments in this section is to empiri-
cally evaluate the inhibition model, described in the previous
section, on real metabolic pathways and real NMR data.

In this experiment we evaluate ground hypotheses which
are generated using the inhibition model given observations
about the change in the concentration of some metabolites.

Abduction and induction could be combined to generate
general (non-ground) rules about inhibition of enzymes. In
this experiment we also examine if we can achieve this by
further generalising the ground hypotheses. In particular, we
test the following null hypothesis:

Null hypothesis: Generalising ground hypotheses, which
are generated from the abductive model for inhibition,
does not lead to increased predictive accuracy.



In this experiment Progol 5.0 3 is used to generate ground
hypotheses from observations and background knowledge.

As a part of background knowledge, we use the rela-
tional representation of biochemical reactions involved in
a metabolic pathway which is affected by the toxin. The
observable data is up-down regulation of metabolites ob-
tained from NMR spectra. These background knowledge
and observable data were explained in Section 2 and illus-
trated in Figure 1. Background knowledge required for non-
ground hypotheses can be obtained from databases such as
BRENDA 4 and LIGAND 5. This background information
can include information about enzyme classes, co-factors etc.

In this experiment we use NMR observations for 8hrs to
96hrs as training/test examples and apply a leave-one-out test
strategy (leaving out one example as the test data and using
the rest as training data).

The model which has been used for evaluating the hypothe-
ses generated by Progol explicates the Closed World Assump-
tion (CWA). In other words, we are working under the as-
sumption that a reaction is not inhibited unless we have a fact
which says otherwise:

inhibited(Enz,false,X,Y,T):-
reactionnode(Y,Enz,X),
not(inhibited(Enz,true, , ,T)).

The predictor which we have used in our experiments con-
verts the three class problem which we have (‘up’, ‘down’
and ‘unknown’) to a two class prediction with ‘down’ as the
default class. For this purpose we use the following test pred-
icate:

concentration1(X,up,T):-
concentration(X,up,T),
not(concentration(X,down,T)).

concentration1(X,down,T).
According to our model, there are many possible hypothe-

ses which can explain the up-regulation and down-regulation
of the observed metabolites. However, Progol’s search at-
tempts to find the most compressive hypotheses. The follow-
ing are examples of ground hypotheses returned by Progol for
the inhibitory effect of Hydrazine at time 8hrs:
inhibited(’2.6.1.39’,true,’l2aminoadipate’,’2oxoglutarate’,8).
inhibited(’2.3.1.61’,false,’2oxoglutarate’,’succinate’,8).
inhibited(’1.13.11.16’,false,’succinate’,’hippurate’,8).
inhibited(’2.6.1.-’,true,’taurine’,’citrate’,8).
inhibited(’3.5.2.10’,false,’creatine’,’creatinine’,8).
inhibited(’4.1.2.32’,true,’methylamine’,’tmao’,8).
inhibited(’4.3.1.6’,true,’beta-alanine’,’acryloyl-coA’,8).

In this experiment Progol is also used to generate general
rules for inhibition by generalizing the ground facts in the
abductive explanations. An example of such a rule is:

inhibited(Enz, true, M1, M2, T) :-
reactionnode(M2,Enz,M1),
class(Enz,’aminotransferase’).

expressing the information that reactions that are catalysed by
enzymes in the enzymatic class ’aminotransferase’ are inhib-
ited by the toxin.

3Available from: www.doc.ic.ac.uk/� shm/Software/progol5.0/
4http://www.brenda.uni-koeln.de/
5http://www.genome.ad.jp/ligand/

Model Predictive accuracy

Ground hypotheses 62%
Ground hypotheses + cwa 83%
Non-ground hypotheses + cwa 86%

Default class 54%

Table 1: Overall predictive accuracies of ground (abduction
only) and non-ground (abduction + induction) hypotheses
with the closed world assumption (cwa) from a leave-one-out
test procedure. The ’Default class’ model is one that simply
guesses the majority class.

The overall predictive accuracies of ground and non-
ground hypotheses are summarised in Table 1. According
to this table, in all cases the overall accuracies are above the
default accuracy of 54% (a model that simply guesses the ma-
jority class). This table also suggests that a model which
uses non-ground hypotheses has a bettter performance than
the one which only uses ground hypotheses.

5 Conclusions

We have studied how to use abduction and induction in sci-
entific modelling concentrating on the problem of inhibition
of metabolic pathways. Our work has demonstrated the fea-
sibility of a process of scientific model development through
an integrated use of abduction and induction.

The abduction technique which is used in this paper can be
compared with the one in the robot scientist project [King et
al., 2004] where ASE-Progol was used to generate ground
hypotheses about the function of genes. Abduction has
been also used within a system, called GenePath [Zupan et
al., 2001; 2003], to find relations from experimental genetic
data in order to facilitate the analysis of genetic networks.
Bayesian networks are among the most successful techniques
which have been used for modelling biological networks. In
particular, gene expression data has been widely modelled
using Bayes’ net techniques [Friedman et al., 1998; 2000;
Imoto et al., 2002]. On the MetaLog project Bayes’ nets have
also been used to model metabolic networks [Tamaddoni-
Nezhad et al., 2003]. A key advantage of the logical mod-
elling approach in the present paper compared with the
Bayes’ net approach is the ability to incorporate background
knowledge of existing known biochemical pathways, together
with information on enzyme classes and reaction chemistry.
The logical modelling approach also produces explicit hy-
potheses concerning the inhibitory effects of toxins.

In the present study we used simple background knowl-
edge concerning the class of enzymes to allow the construc-
tion of non-ground hypotheses. Despite this limited use of
background knowledge we achieved an increase in predictive
accuracy over the case in which hypothesis were restricted
to be ground. In future work we hope to extend the repre-
sentation to include structural descriptions of the reactions
involved in a style similar to that described in [Muggleton et
al., 2003].
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