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Abstract

With the eye on defining a type-based semantics, this paper defines intersection and union
type assignment for the sequent calculus X, a substitution-free language that enjoys the
Curry-Howard correspondence with respect to the implicative fragment of Gentzen’s sequent
calculus for classical logic.

We investigate the minimal requirements for such a system to be complete (i.e. closed under
redex expansion), and show that the non-logical nature of both intersection and union types
disturbs the soundness (i.e. closed uder reduction) properties. This implies that this notion of
intersection-union type assignment needs to be restricted to satisfy soundness as well, mak-
ing it unsuitable to define a semantics. We will look at two (confluent) notions of reduction,
called Call-by-Name and Call-by-Value, and prove soundness results for those.

keywords: Classical Logic, Sequent Calculus, intersection types, union types.

Introduction

The Intersection Type Discipline has proven to be an expressive tool for studying termination
and semantics for the A-calculus [18,15]. Intersection type assignment is defined as an exten-
sion of the standard notion of implicative type assignment known as Curry’s system [22] (see
also [32]), which expresses function composition and application; the extension made consists
of relaxing the requirement that a parameter for a function should have a single type, adding
the type constructor N next to —. This simple extension allows for a great leap in complex-
ity: not only can a (filter) model can be built for the A-calculus using intersection types, also
strong normalisation (termination) can be characterised via assignable types; however, this
expressiveness comes at a price, since type assignment becomes undecidable. The literature
on intersection types is vast; it was first defined by Coppo and Dezani-Ciancaglini in [19], and
its development took place over a number of years, culminating in the paper by Barendregt,
Coppo, and Dezani-Ciancaglini [16], and has been explored by many people sincell.

It is natural to ask if these results can be achieved for other calculi (reduction systems) as
well; in fact, partial results were achieved in the context of term rewriting by Fernandez in
collaboration with the author [10], and in the context of object orientation by de’Liguoro and
the author [9]. In this paper we will bring intersection types to the context of sequent calculi,
by presenting a notion of intersection and union type assignment for the (untyped) calculus
X, that was first defined by Lengrand in [36], is in part based on Urban and Bierman’s work
[43) 44], and was later extensively studied by Lengrand, Lescanne and the author in [11].
X has its foundations in Gentzen’s sequent calculus LK [28], in contrast to the A-calculus [15]
which is related to natural deduction (see also [28]); in X, duality is ubiquitous, as for example
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call-by-name is dual to call-by-value (see also [45]), and as intersection will be shown to be
dual to union in this paper. The advantage of using the sequent approach here is that now
we can explore the duality of intersection and union fully, through which we can study and
explain various anomalies of union type assignment [41} [14] and quantification [29, 39].

The type system defined here will initially be shown to be the natural one, in that inter-
section and union play their expected roles for witness expansion (also called completeness).
However, we show that witness reduction (also called soundness, the converse of completeness)
no longer holds, and will reason that this is caused by the fact that both intersection and
union lack a logical foundation: although departing from a type system where there is a di-
rect Curry-Howard correspondence (also attributed to de Bruijn) between proofs and terms,
an extension of the system with intersection (or union) types no longer enjoys that property,
as already observed by Hindley for the A-calculus [31]. There M can only be assigned type
ANB if it can be assigned both A and B, i.e. seen as propositions, A and B must have the same
proof, so N does not correspond to the logical &; it is easy to see that this problem is caused by
the fact that accompanying syntax for the intersection and union type constructors is missing.

The problem of loss of soundness also appears in other contexts, such as that of ML with
side-effects [29]46,[39]], and that of using intersection and union types in an operational setting
[23,27]. As here, also there the cause of the problem is that the type-assignment rules are not
fully logical, making the context calls (which form part of the reduction in X’) unsafe; this
has, in part, already been observed in [30] in the context of Curien and Herbelin’s calculus
Aufi [21]]. This also explains why, for ML with side-effects, quantification is no longer sound
[29)139]: also the (VI) and (VE) rules of ML are not logical.

The advantage of studying this problem in the context of the highly symmetric sequent
calculi will be made clear: intersection and union are truly dual for these calculi, and the
at the time surprising loss of soundness for the system with intersection and union types in
[41],14] becomes now natural and inevitable. Also, contrary to the case for the A-calculus, we
will show that it is not union alone that causes problems, but that the problem is much more
profound: also intersection disturbs soundness. Intersection and union have been studied
in the context of classical sequents in [5] 24, 30, 26} 25], and all these systems suffer from the
same kind of problem with respect to reduction as we encounter here. In this paper we will
improve on those results by showing counterexamples in detail, and presenting two more
restrictive systems that address the problems successfully.

The origin of X lies within the quest for a language designed to give a Curry-Howard
correspondence to LK, a logical system in which the rules only introduce connectives (but
on both sides of a sequent), in contrast to natural deduction which uses introduction and
elimination rules. The only way to eliminate a connective is to eliminate the whole formula
in which it appears via an application of the (cut)-rule. A number of variants exist for LK; the
one we will consider in this paper, and that lies at the basis of the calculus X, is the implicative
fragment of the calculus known as Kleene’s G3 [34], which can be defined by:

r-AA T,AFA

AX) : cut) :
(A): T a1 A (cut) TC A
I'-A,A T,BEA I AF B,A
(=L): (=R): ———
I’ A=BFA I'+A=B,A

It allows sequents of the form Aj,..., A, = By,..., By, where Aj,..., A, allhave to hold (so is to
be understood as A1A...AA,) and at least one of By, ..., B, has to hold (so is to be understood
as B1V...VBy;), and has implicit weakening and contraction.

Starting from different approaches in that area [21] 43} 44], the calculus X was introduced in
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[36], and shown to be equivalent to the Aujfi-calculus in terms of expressivity@. Using this cor-
respondence, a strong normalisation result is shown for Auji. In fact, [36] did not study any
property of untyped X, but focused only on its type aspects in connection with the sequent
calculus, by considering only terms that correspond to proofs. X is defined as a substitution-
free calculus that is well equipped to describe the behaviour of functional programming lan-
guages at a very low level of granularity (see [36,[11]), and provides an excellent general pur-
pose machine, very well suited to encode various calculi (for details, see [11]). Amongst the
calculi studied in [11], Bloo and Rose’s Calculus of Explicit Substitutions Ax [17] stands out.
In fact, a ‘subatomic’ level was reached by decomposing explicit substitutions into smaller
components.

As far as the Curry-Howard isomorphism is concerned, X is the first calculus to achieve
that in full for LK. For example, in X‘u fi, all provable propositions can be inhabited, but not all
typeable terms correspond to proofs in LK (in fact, the underlying logic of Auji is that of one
with focus, as in Parigot’s Ay [40]), and in Ay not all proof contractions can be represented,
since there reduction is confluent, whereas proof contraction in LK is not. Even more, the
calculus X is actually symmetric [13]; the ‘cut’, represented by P& t X¥Q represents, in a sense,
the parameter passing of explicit substitution of P for x in Q, but also that of calling the
context Q via « in P.

Perhaps the main feature of X is that it constitutes a variable and substitution-free method
of computation. Rather than having variables like x representing places where terms can be
inserted, in X the symbol x represents a socket, to which a term can be attached via a plug «.
In fact, the main computational operation in X is renaming in that reduction in X’ boils down
to renaming of sockets and plugs, in addition to the restructuring of proofs. This particular
feature is shared with the 7r-calculus [37] [38]]; this was investigated further and reported on in
[8], where X-terms are mapped into processes of the asynchronous 7r-calculus [33], enriched
by pairing [1]], preserving types and reduction.

In this paper we will treat X" as a pure, untyped calculus, and ignore its logical origin in
that we define a notion of sequent-style intersection type assignment on X'. We will see that,
in view of the special nature of X" as an input-output calculus, to achieve a natural notion of
type assignment that is closed under expansion, we will also need to add union types as dual
to intersection types.

The system we define in this paper is a conservative extension of the Krivine’s ‘Systeme
D’ Intersection Type Assignment System for the A-calculus ([35]; see also [16) 2} 3, 4]), in that
lambda terms typeable in that system translate to X'-terms, whilst preserving the type. As was
the case for systems with intersection types for the A-calculus [16)} 3], in order to get a notion
of type assignment that is closed under 5-reduction, we would need to introduce a <-relation
on types which is contra-variant in the arrow; for simplicity, this is not part of the present
system. The system presented here is also a natural extension of the system considered in
[11], i.e. the basic implicative system for Classical Logic, but extended with intersection and
union types and the type constants T and _L. The main result of this paper is that this notion
is closed under expansion, but needs to be restricted to become closed under reduction.

In [7] similar results have been obtained for Auji; the notions of context assignment consid-
ered there are not directly compatible to the one we consider here, so the results presented
here are not a consequence of those in [7].

2But not all proof contractions represented in X’ are represented in Apji.
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Contents of this paper

This paper is constructed as follows. Section 1 presents the syntax and reduction system of the
calculus X, and the basic system of context assignment for X’; in Section 2 we will embed the
A-calculus into &, preserving types, and present Systéme DT, Krivine’s Intersection System
for the A-calculus. Then, in Section 3, we will define a notion of type assignment on A" that
uses intersection and union types, and show that type assignment in Systéeme DT is preserved
by the translation of the A-calculus into X.

This is followed in Section 4 where we show that the system of Section 3 is closed under wit-
ness expansion; as for witness reduction, in Section 5 we will see that this collapses. We will
partially overcome these shortcomings in Section 6 where we define a number of subsystems,
restrictions of the system defined in Section 3, that are either closed under Call-By-Name or
Call-By-Value reduction. Being restrictions, for these systems now witness expansion col-
lapses. We draw our conclusions in Section 7.

This paper corrects [5], and is an extension of [6]; the system now types all normal forms,
and the subject-reduction problem is caught and treated.

1 The calculus X

In this section we will give the definition of the X'-calculus which has been proven to be a
fine-grained implementation model for various well-known calculi [11], like the A-calculus,
Ax, Ap, and Xyﬁ. As discussed in the introduction, the calculus X is inspired by the sequent
calculus LK; the fragment of LK we will consider in this section has only implication, and no
structural rules. X features two separate categories of ‘connectors’, plugs and sockets, that act
as input and output channels, respectively, and is defined without any notion of substitution
or application.

Definition 1.1 (SYNTAX) The terms of the X'-calculus are defined by the following syntax,
where x,y range over the infinite set of sockets, and a, B over the infinite set of plugs.

P,Q u= (xa) | §PB-a | PBy]XQ | PAtXQ

capsule  export import cut

The * symbolises that the socket or plug underneath is bound in the term. The notion of
bound and free connector is defined as usual, and we will identify terms that only differ in
the names of bound connectors, as usual.

Definition 1.2 The free sockets and free plugs in a term are defined through:

fl(xa)) = {x} f(xa)) = {a}

(xPa-p) = fs(P)\{x} fp(xPa-p) = (fp(P)\{a})U{B}
FPayxQ) = fs(P)U{yt U (fs(QN\{x})  fp(Prly|xQ) = (fp(P)\{a}) Ufp(Q)
(Pat1xQ) = fs(P)U(f(Q\{x}) f(Pa1xQ) = (fp(P)\{a}) Ufp(Q)

A socket x or plug a occurring in P which is not free is called bound, and we write x € bs(P)
and a € bp(P). We will write x € fs (P, Q) for x € fs(P) & x € fs(Q).

We adopt Barendregt’s convention (called convention on variables by Barendregt, but here it
will be a convention on names), in that free and bound names of terms will be different.

The calculus, defined by the reduction rules below, explains in detail how cuts are propa-
gated through terms to be eventually evaluated at the level of capsules, where the renaming
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takes place. Reduction is defined by specifying both the interaction between well-connected
basic syntactic structures, and how to deal with propagating active nodes to points in the
term where they can interact.

It is important to know when a connector is introduced, i.e. is connectable, i.e. is exposed
and unique; this will play a crucial role in the reduction rules.

Definition 1.3 (INTRODUCTION) P introduces x :: Either P = QB [x] 7R with x ¢fs (Q,R), or P =
(x-a).
P introduces « : : Either P = ¥QpB-a and a €fp(Q), or P = (x-a).

The principal reduction rules are:

Definition 1.4 (LOGICAL RULES) Let a and x be introduced in, respectively, the left and right-
hand side of the main cuts below.

(cap): ()@t x(x-p) — (y-p)
(exp): (yPB-a)atx(xy) — yPB-y
(imp):  {y-a)xtX(QP[x]ZR) — QP[y]ZR
poimp) : (7PE-a)@ t B(OFx]E Q71 7(PB1ZR)
(exp-imp) : (yPB-a)a t X(Q¥[x]ZR) — {(QW?P)MER

The first three logical rules above specify a renaming procedure, whereas the last rule spec-
ifies the basic computational step: it links the export of a function, available on the plug «,
to an adjacent import via the socket x. The effect of the reduction will be that the exported
function is placed in-between the two sub-terms of the import, acting as interface. Notice
that two cuts are created in the result, that can be grouped in two ways; these alternatives do
not necessarily share all normal forms (reduction is non-confluent, so normal forms are not
unique). And in fact, this rule presents a critical pair.

In X there are in fact two kinds of reduction, the one above, and the one which defines
how to reduce a cut when one of its sub-terms does not introduce a connector mentioned in
the cut. This will involve moving the cut inwards, towards a position where the connector is
introduced. In case both connectors are not introduced this search can start in either direction,
indicated by the tilting of the dagger, via the activation of the cut.

Definition 1.5 (ACTIVE cUTS) The syntax is extended with two flagged or active cuts:
P:=... ’ P]&/(fpz ’ P]&\fpz

Terms constructed without these flagged cuts are called pure.
We define two cut-activation rules.

(af): Pat1xQ — Pa/xQ if Pdoes not introduce a
(Ra): Pat+xQ — P&XxQ if Q does not introduce x

Notice that, by these rules, in case both « is not introduced in P and x is not introduced in
Q, activation can take place in both directions, so the cut P { XQ forms another critical pair,
which is a second source of non-confluence.

The next rules define how to move an activated dagger inwards.
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Definition 1.6 (PROPAGATION RULES) Left propagation rules:

(dF): (y-a)x )XP — (y-a)a tXP
(cap /) : (y-p)asxP — (y-p) B#u
(exp-outs/):  (yQP-a)x/xP — (y(Qa/,xP )A[% Y)Y TXP, vy fresh
(exp-ins/):  (JQB-7)&/FP — §(QaFFP)B-1, T
(imp/): (QB[zlyR)a/xP — (Qu/xP)p [z] (Ra/xP)
(cut’): (QBtFRIZ/RP — (QR/%P)B17(RA/%P)
Right propagation rules:
(Xd): Paxx(x-B) — P Tx(x-B)
(Ncap): Pax\x(y-p) — (y-B), ~ y#x
(rexp): PRZ(QE7) — J(PRAZQ)B7
(\imp-outs) : PaxX(QB[x]yR) — Patz((PaxxQ)p [z] J(P&XXR)), z fresh
(\imp-ins) : P&X®(QB[z]JR) — (PEXZQ)B [z] 7(PAXXR), z#£x
(xcut): PAXZ(QBtJR) — (PAXXQ)Bty(PAXZR)

We write P — Q for the (reflexive, transitive, compatible) reduction relation generated by
the logical, propagation and activation rules.

It is possible to define reduction on terms in & without using activation, allowing cuts to
propagate over cuts at will; Urban and Bierman introduced the activated cuts to obtain a
more controlled (limited) reduction, making a proof of strong normalisation possible [44].

Summarising, reduction brings all cuts down to logical cuts where both connectors are single
and introduced, or elimination cuts that are cutting towards a capsule that does not contain
the relevant connector, as in PaX X (z-B) or (z-B) & / X P; performing the elimination cuts, via
(Xcap) or (cap /), will then remove the term P.

In [12], two sub-reduction systems were introduced which explicitly favour one kind of
activation whenever a critical pair occurs:

Definition 1.7 (CALL BY NAME AND CALL By VALUE) We define Call By Name (CBN) and Call
By Value (CBV) reduction by:

e If a cut can be activated in two ways, CBV only allows to activate it via (a/); we write
P —y Qin that case. This is obtained by replacing rule (Xa) with:

(Ray): PatxQ —y P&XXQ, if Pintroduces a and Q does not introduce x.

e CBN can only activate such a cut via (Xa) and we write P —y Q. Likewise, we can refor-
mulate this as the reduction system obtained by replacing rule (a/) with:

(a/N): PatxXQ —w Pa/xQ, if P does not introduce o and Q introduces x.

e Asin [36], we split the two variants of (exp-imp) over the two notions of reduction:
(yPp-a)& 1 X(QF[x]ZR) —v QF1H(PB1ZR)
(FPB-w)a 1 2(Q7[x]ZR) —n (QTTYP)BTER

This way, we obtain two notions of reduction that are clearly confluent: all reduction rules are
left-linear and non-overlapping.
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Notice that the full reduction relation — is not confluent. In fact, assuming a does not occur
in P and x does not occur in Q, then P& 1 XQ reduces to both P and Q. The first reduction
takes place in CBV, the second in CBN.

X offers a natural presentation of the classical propositional calculus with implication, and
can be seen as a variant of the G3 system for LK [34].

We first define (simple) types and contexts.

Definition 1.8 (TYPES AND CONTEXTS [11,[12]) i) Let ® be a countable (infinite) set of type-
variables, ranged over by ¢. The set of types is defined by the grammar

AB == ¢|(A—B)

it) A context of sockets I' is a mapping from sockets to types, denoted as a finite set of state-
ments x:A, such that the subject of the statements (x) are distinct. We write I';,I'; to mean
the union of I'; and I'y, provided I'y and I'; are compatible (i.e. identical on the intersec-
tion of their domains: if I' contains x:A; and I', contains x: A, then A1 = A»), and write
[,x:AforT,{x:A}.

iit) Contexts of plugs A are defined in a similar way.

When building witnesses for proofs, propositions receive names; in the style of Ay and
Aujl, those that appear in the left part of a sequent receive socket names like x,v,z, etc, and
those that appear in the right part of a sequent receive plug names like «, 8,7, etc. When in
applying a rule a formula disappears from the sequent, the corresponding connector will get
bound in the term that is constructed, and when a formula gets created, a connector will be
associated to it.

Definition 1.9 (TYPING FOR X [11]) 1) Type judgements are expressed via the ternary relation
P:-TF A, whereT is a context of sockets and A is a context of plugs, and P is a term. We
say that P is the witness of this judgement.

i) Context assignment for X is defined by the following rules:

_ PLTHwAA Q:T,xBFA
(cap): (ya): Tyarwan  UMP): e ASBr A

P: T,x:AF«a:B,A ( t) P:THa:AA Q: T,x:AFA
cut) :
XPw-B .- THpB:A—B,A PatxQ: THA

(exp) : (%)
() : this rule is also applicable to activated cuts.

We write P - T' = A if there exists a derivation that has this judgement in the bottom
line, and write D :: P ;- T' I A if we want to name that derivation.

The Curry-Howard property for LK is easily achieved by erasing all term information.
Notice that I and A carry the types of the free connectors in P, as unordered sets. There is
no notion of type for P itself, instead the derivable statement shows how P is connectable.

Example 1.10 (A PROOF OF PEIRCE’S LAW) The following is a proof for Peirce’s Law in LK:

aras ™
I—Ai/ (=R) (Ax)
=B, A AFA
(=L)
(A=B)=AF A
=R)

F((A=B)=A)=A
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Inhabiting this proof in X gives the derivation:

(y-o) - y:AlF0:A,n:B (cap)
y(y-o)j-a: Fa:A—=B,0:A () (w-o) - w:At:A (.Cap)
(Y(y-o)ij-a)a [z] W (w-0) :- z:(A=B)—=AF A Elmp))
exp

Z(J(y-o)j-a)a z] W(w-0))T-7y - Fy:((A—-B)—A)—A
The soundness result of simple type assignment with respect to reduction is stated as usual:

Theorem 1.11 (WITNESS REDUCTION [12]]) IfP:-TFA,and P — Q, then Q .- T+ A.

2 The relation with the Lambda Calculus

The remainder of this paper will be dedicated to the definition of a notion of intersection type
assignment on &X'. The definition will be such that it will be a natural extension of a system
with intersection types for the A-calculus; we will start by briefly summarising the latter.
We assume the reader to be familiar with the A-calculus [15]; we just recall the definition of
lambda terms and p-contraction.

Definition 2.1 (LAMBDA TERMS AND B-CONTRACTION [15]) i) The set A of lambda terms is de-
fined by the syntax:
M,N = x|Ax.M| MN

ii) The reduction relation — is defined as the compatible [15] closure of the rule:
(Ax.M)N —3 M[N/x]

iii) The relation —»4 is the reflexive and transitive closure of — g, and the =g is the equiva-
lence relation generated by —».

We can define the direct encoding of the A-calculus into X':

Definition 2.2 ([11]) The interpretatiorﬁ of lambda terms into terms of X" via the plug «,
M1, is defined by:

My = (xa)

Mx.Mily = XTMIGB-a
TMNIy = TMI}7 1 R(TNIGB [x] §{y-a)), with x fresh

We can even represent substitution explicitly (so interpret Ax), by adding
TM(< x:=N) >la = INIYFXETMI,, v fresh

Notice that every sub-term of UMJIQ has exactly one free plug, which corresponds to the name
of hole of the present context in which M appears, i.e. its continuation.

As shown in [11], the notion of Curry type assignment for the A-calculus, I' -y M: A, is
strongly linked to the one defined for X.

3This encoding corresponds to Gentzen’s encoding of natural deduction into LK.
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Definition 2.3 (CURRY TYPE ASSIGNMENT FOR A-CALCULUS) The type assignment rules for the
Curry type assignment system for the A-calculus are:
Ix:AFy M:B

R p— (1) (-E) I'HyM:A—B Tk, N:A
X) T . —1I): —E):
[xiAbyx:A [y Ax.M:A—B '~y MN:B

In [11], the following relation is shown between the A-calculus and X

Theorem 2.4 ([11]) i) If M —g N, then TMIZ — TN,
ii) IFT by M: A, then TMIJ ;- T F a:A.

It is worthwhile to notice that the image of A in to X’ is not extensional:

Mxyxly £ ZlyxigBa £ 2(Tyls712(Tx3d 2] @(w-g))Ba 2
()7 12((x-0)0 [z] @ (w-B))) - —
2((x-6)0 [y] @ (w-p)) p-n # (y-a) = Tyly

This means that, below, it is not necessary to get our notion of type assignment to be closed
under extensionality as well.

The notion of intersection type assignment for X" as defined in the next section is a conser-
vative extension of the Intersection Type Assignment System of [16]], in that we can translate
lambda terms typeable in that system to & terms whilst preserving types.

The main concept covered by adding intersection types is that terms (and variables) are
allowed to have any number of types, including zero; that a term has both types A and B
is expressed by the type ANB, and that it has zero types by the type constant TH, which is
the universal type, i.e. a type for all terms. There are many different notions of intersection
type assignment in existence (see also [16} 35, 2, 3]), that in the context of the A-calculus more
or less coincide; the most important difference is normally the language of types (full BCD
[16}135] or strict [2,3]), and the availability of a contra-variant <-relation [16} 3] or not [35} 2].
As we will see in Example 5.1, the natural system with intersection and union types for & has
intersection on the right of the arrow, so is based on BCD types.

The type assignment system presented here is based on Krivine’s Sytéme D [35], which in
itself is a restriction of the BCD-system defined by Barendregt, Coppo and Dezani-Ciancaglini
in [16]. The BCD-system treats the two type constructors ‘—’ and ‘N’ the same, allowing, in
particular, intersection to occur at the right of arrow types. It also introduced a contra-variant
partial order relation ‘<’ on types, adds the type assignment rule (<), and introduced a more
general form of the rules concerning intersection. The strict system of [2] essentially allows
intersection only on the left of the arrow type constructor (which corresponds to the approach
of [20]), and only considers a < relation induced by the associativity and commutativity of
intersection; the system of [3] generalises this by making < contra-variant over arrow types.
Krivine’s system does not have the contra-variant <-relation, and also omits the type constant
T.

The system we will use here sits in-between Krivine’s and the BCD-system: we will use T,
but not allow a contra-variant <-relation; this system is known as Systeme DTE.

Definition 2.5 (INTERSECTION TYPES, STATEMENTS, AND CONTEXTS) i) T, the set of intersection
types, ranged over by A, B, ..., is defined through:

A,B == ¢|T|(A—=B)|(ANB) .

4In [16], Greek characters are used to represent types, and w is used for T; here we use Greek characters for
plugs.
SBetter known as Systéme Dew.
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T is pronounced “top”. In the notation of types, as usual, right-most outer-most brackets
will be omitted, and N binds more strongly than —.

ii) A statement is an expression of the form M : A, with M € A, and A € T. M is the subject
and A the predicate of M : A.

iif) A context I is a partial mapping from term variables to intersection types, and we write
x:AeT if Tx = A, ie. if A is the type stored for x in I'. We will write x ¢ I if T is not
defined on x, and I'\ x when we remove x from the domain of T.

iv) We write I'Nx:A for the context defined by:

I'nx:A = Tu{x:A}, ifx¢gT
= INxU{x:ANB}, ifx:BeT

We will often write I', x: A for TNx:A when x ¢ T.

We will consider a pre-order (i.e. reflexive and transitive relation) on types which takes into
account the idem-potence, commutativity and associativity of the intersection type construc-
tor, and defines T to be the maximal element.

Definition 2.6 (RELATIONS ON TYPES) 1) On 7, the type inclusion relation < is defined as
the smallest pre-order such that:

A<T ANB<A  ANB<LB C<A&C<B=C<ANB
ii) The relation ~ is defined by:

A<B<A = A~B
A~C & B~D = A—-B~C—D.

T can be considered modulo ~; then < becomes a partial order.

We need to point out that the < relation as defined in [16] is different. It also contains the
cases
(A—»B)N(A—=C) < A—(BNC)
C<A&B<D = A—B<C—D
T < T—>T

These were mainly added to obtain a system closed under 77-reduction (see also [3]), which is
not an issue in this paper. Also, we could add these cases to Definition 3.7, but would then
have to add a type assignment rule dealing explicitly with <.

It is easy to show that both (ANB)NC ~ BN(ANC) and ANB ~ BNA, so the type con-
structor N is associative and commutative, and we will write ANBNC rather than (ANB)NC.
We will write n for the set {1,...,n} with n > 0, and often write N, A; for A1N---NA,, and
consider T to be the empty intersection: T = NpA;.

Definition 2.7 (Systeme D) Intersection type assignment and derivations are defined by the fol-
lowing natural deduction system.

ThM:A; (Vjen)

A I £ FFDMZDEAI' X
(AT vap A (MDi—p o (20 (NE): oy

(jen)

Ix:Ap M:B ', M:A—-B Tk N:A
(—=I): (—E):
I'H Ax.M:A—B I'H MN:B

We will write I' b, M: A for statements that are derived using these rules.
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Again, notice that the BCD-system contains also the rule (<),

FI_D M:A

(<) T wp =P

which supersedes rule (NE), and is added to be able to express contra-variance of the (origi-
nal) <-relation over arrow types. The system as set up here does not need this rule.
Notice that the above notion of type assignment is not closed under #-reduction: take

x:ANChy x: ANC
y:A—=Bky:A—B x:ANChpx:A
y:A—B,x:ANChp yx:B
y:A—Btp Ax.yx:(ANC)—B

NE)
(—E)

(=1)

Now Ax.yx —, y, but we cannot derive y:A—B I, y: (ANC)—B.
It is easy to check that the type assignment system is closed under =. First, that the system
is closed under subject reduction can be illustrated by the following ‘Cut and Paste” proof:

Example 2.8 Suppose first that I' b, (Ax.M)N: A is derived by (—E), then there exists B such
that I' 5, Ax.M:B—A and I' b, N:B. Then (without loss of generality) (—1I) is the last step
performed for the first result, and there are sub-derivations for I', x:B, M:Aand I' 5, N:B.

[
Ix:BkHp M:A (1) D

I'H Ax.M:B—A I't N:B
I'H (Ax.M)N:A

(=E)

Then a derivation for I' , M[N/x]: A can be obtained by replacing in the derivation for
I',x:B ', M: A, the sub-derivation I', x:B I, x: B by the derivation for I' -, N:B.

L

I'H N:B

L]

Tt M[N/x]: A

In fact, this reasoning is applicable to many notions of type assignment, and does not de-
pend at all on the presence of either N or T.
The second problem to solve in a proof for closure under S-equality is that of f-expansion:

Example 2.9 In order to show ‘if I'k, M[N/x]: A, then Tk, (Ax.M)N:A’, we consider two
cases:

e Assume that the term-variable x occurs in M and so the term N is a sub-term of M[N/x];
then N is typed in the derivation for D::T' b, M[N/x]|: A, probably with several different
types By, ...,B,.

[ e W

I'p N:By --- Tk, N:By

\ J

Tt M[N/x]: A
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A derivation for I', x:N, B; I, M: A can be obtained by replacing all derivations for I' iy, N: B;
in D by the derivation for

(A
F,x:ﬁ,lBi F x:ﬁ,lBl-
I',x:Ny,B; ) XZB]‘

Then, using (—1I), we can derive I' b, Ax.M: (N, B;)— A, and, using (NI) on the collection
of removed sub-derivations, derive I' i, N:N,B;. Then, using (—E), the redex can be
typed:

(Ax) (Ax)
I,x:NyBi b x:N,B; E I,x:NyB;i b x:N,B;
I,x:N,Bi b x:Bj I,x:NyBi b x:Bj
I,x:N,Bip M:A I'HN:B; (Vjen
nDi ™ (—>I) D ] ( ) _) (ﬂI)
' Ax.M:(N,B;)—A I'p N:N,B;

(—E)
Tt (Ax.M)N:A

e When the term-variable x does not occur in M, the term N is a not a sub-term of M[N/x]
and I' b, M[N/x]: A stands for I' b5, M: A. In this case, the type T is used: since x does not
occur in M, by weakening x: T can be assumed to appear in I, and applying rule (—1I)
gives 't Ax.M: T—A. By (NI), T, N: T, so, using (—E), the redex can be typed.

(I

Ix:ThHM:A
(=) ——— (NI
' Ax.M: T—A FI—DN:T( 5)
—
I'h (Ax.M)N:A

3 Intersection and Union Context Assignment for X’

The notion of intersection context assignment on &” that we will present in this section is a
natural extension of the system of Definition 1.9, i.e. the basic implicative system for Classi-
cal Logic, but extended with intersection and union types and the type constants T and L.
The proofs we present here are corrections of those presented in [5]; it mistakenly claimed a
witness reduction result.

Note that, as with intersection type assignment for the A-calculus, the relation between the
system we presented above and (classical) logic is lost. In fact, although the rules for dealing
with intersection and union types are similar to the rules for the logical connectors ‘and” (&)
and ‘or’ (V), intersection and union have no logical content [31]: read as logical rules, (NR) and
(UL) are only applicable when all sub-formulae are shown by proofs with identical structure -
they have the same witness.

The system presented in this section is set up to be concise, and closed under reduction
and expansion. As discussed in the previous section, the intersection type constructor is
needed for expansion in the A-calculus; in X we need intersection during expansion when,
for example, considering the reduction step (X\imp-outs):

Pax%(QF [x]7R) — Pa15((PAx%Q)7F [¢] 7(PRXZR))

Assume we have a derivation for the right-hand side, constructed like this (notice that, by
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Barendregt’s convention, we can assume that y and <y are not free in P):

2 ] Ds N Ds /
PiTraCA Q-T,xCry7AA  P.TFaDA R:T,yBxDFA

I D, ] PAXZQ: T 1AA (cut PaXZR: T,y:BF A (cut)
P TraA—BA (PRXXQ)7 [0] 7(PRXZR) - [,0:A>BF A

P& 15((Pax%Q)7 [v] 7(PAXER)) :- [ F A

(imp)

(cut)

Then, in order to construct a derivation for the left-hand side, we need to combine the deriva-
tions for P; as above for the A-calculus, since this combines a number of types on the output
«, the natural tool to use is intersection:

\ Dy J L J

\ Dy / \ D, / \ D, QDT,X:C"’Y:A,A R:-F,y:B,x:DI—A

(imp)

P-TFaASBA P..TraCA P.TraDA QYRYR:Ix:(A=B)NCNDEA
NR .
P: Tka:(A—B)NCND,A ()
PANF(QF[x]7R) - T+ A

(cut)

Notice that we also naturally construct an intersection type for the socket x.
Similarly, we need union, for example, when dealing with rule (exp-outs/):

(yPe-a)a/xQ— (y(Pa/xQ)év)71xQ

Assume we have a derivation for the right-hand side, shaped like

\ Dy J L 2 |
P:T,y:AFo0:B,a:C,A Q:~F,x:CI—A(Cut)

PafxQ: I,y:Ato:B,A (5R) \ D, /
J(PR/xQ)0-v:-TFy:A—B,A Q: T x:A—>BFA

(Y(PR/XQ)T-7)7TXQ:-THA

(cut)

When trying to build a derivation for the left-hand side, we need a way to gather the deriva-
tions for Q using a new type constructor, dual to intersection; the natural choice is union:

\ D1 | (Y Ds /

P T,y:AF 0:B,a:C,A R Q: T, xCFA Q:T,x:A-BFA
%
7P7-a - THa:CU(A—B),A Q: T,x:CU(A—B)F A
(FPG-2)a /XQ - THA

(cut)

Also here the building of the union type for x (as in the logical rule for V) is mirrored by the
automatic construction of a union type for the plug «.

Using union and intersection is also supported by the normal view for statements like I' - A,
in that the formulae in the context I' are all necessary for the result, and not all the formulae
in A necessarily follow from I'; in other words, the formulae in the context I' are connected
through the logical ‘&’, whereas those in A are connected through the logical “vV’. And al-
though ‘N is not ‘&’, and ‘U’ is not “V’, the link between these concepts is strong enough to
justify our choice.

The notion we define below builds intersection types for sockets, and union types for plugs.
However, a union type like AUB for sockets is allowed, but only if both A and B can be
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justified (see rule (UL)); similarly, an intersection type like ANB for plugs is only allowed if
both A and B can be justified (see rule (NR); this corresponds to rule (NI) in k).

The following definition of types is a natural extension of the notion of types of the previous
section, by adding union as a type constructor.

Definition 3.1 (INTERSECTION AND UNION TYPES, CONTEXTS) i) Theset T of intersection-union
types, ranged over by A, B, ... is defined by:

T w= @|T|L|(T=T)|(TNT)|(TUT)
The set 7, is the set of proper types, defined by:
Tp = ¢ | (T=T)

i) A context I' of sockets (A of plugs) is a partial mapping from sockets (plugs) to types in
T, represented as a set of statements with only distinct connectors as subjects. We write
xeT (e )if x edom(T) (w € dom (A)).

As before, we will omit unnecessary brackets in types, and the type constructors ‘N’ and ‘U’
will bind more strongly than ‘—’, so ANB—CND stands for ((ANB)—(CND)), A—-BNC—D
stands for (A—((BNC)—D)), and (A—B)NC—D stands for (((A—B)NC)—D). We will
sometimes write the omissible brackets to aid readability.

We will consider a pre-order on types which takes into account the idempotence, commu-
tativity and associativity of the intersection and union type constructors, and defines T to be
the maximal element, and L to be the minimal.

Definition 3.2 (RELATIONS ON TYPES) i) The relation < is defined as the least pre-order on
T such that:

ALZT ANB<A ANB<LB 1<A A<AUB B<AUB
A<C&A<B = A<BNC A<C&B<C = AUB<ZC

if) The equivalence relation ~ on types is defined by:

A<B&B<A = A~B
A~C & B~D = A—->B~C—D

Since the relation defined here is a natural extension of that in Definition 2.6, we are free to
use the same symbol.
The following is easy to prove:

Proposition 3.3 (ANC)NB ~ AN(BNC) and (AUC)UB ~ AU(BUC).

As before, we will write N; ¢ ,A; (or NyA;) for A1N---NA, and T (top) for the empty in-
tersection type, as well as U; ¢ ,A; (or U, A;) for AjU---UA, and L (bottom) for the empty
union. o

As mentioned above, the relation < is not defined over arrow types, as in the system of [16]].
More pointedly, we do not consider the type A—(CN(C— D)) smaller than (A—C)N(A—C—D);
the type assignment system would not be closed under the relation.

Proposition 3.4 1) If Ny Ai <Ny B; then, for every Bj, there exists an Al-j such that AZ-]. <B;.
i) If Uy A; < U Bj then, for every A;, there exists a B, such that A; < B;..
iii) (AUC)N(BUC) ~ (ANB)UC, and (AUC)N(BUC) ~ (ANB)UC.



To appear in Fundamenta Informaticae, 2011 15

iv) Ny A; < Uy Bj, then there exists k € n,1 € m such that Ay <B,.
v) If A<B, then ANB ~ A and AUB ~ B.

Definition 3.5 i) For contexts of sockets I7, ..., I}, the context I N--- NI}, is defined by:
x:A1N---NA, € N---NT,

if and only if {x:A;1,...,x: A, } is the set of all statements about x that occur in | J,, I}, where
U is set-union. We write I'Nx:A for the context of sockets 'N{x:A}; as before, we will
write I', x: A for 'Nx:A when x € I, and we will write Nj¢,I; (or N,I;) for I1N---NI,.

i) For contexts of plugs, Ay, ...,A,, the context A;U- - -UA,, is defined by:

w:A1U---UA,, € AjU---UA,

if and only if {a:A1,...,a: A, } is the set of all statements about « that occur in J, A;. We
write a: AUA for the context of plugs {a:A}UA, and write a: A, A for a: AUA when a Z A,
and write U;c,,A; (or Uy A;) for AjU---UA,,.

iii) We extend < to contexts by: I' <T" if for all x: A’ € I" there exists x:A € I such that A< A/,
and A <A if for all a: A € T there exists a: A’ € " such that A< A’.

Proposition 3.6 For all k € n: N, I; <Ij, and A <UyA;.
We will now define a notion of intersection-union context assignment for X'

Definition 3.7 (INTERSECTION AND UNION TYPING FOR X) i) NU-type judgements are expressed
via a ternary relation P ;- I' = A, where I' is a context of sockets and A is a context of plugs,
and P is a term. We say that P is the witness of this judgement.

it) Intersection and union context assignment for X is defined by the following sequent system:

P T1 F Dé:A,Al Q . rz,XIA F Az
PZX\T.;C\Q . Flﬂrz "A]UAZ

(Ax) : (ya) - TNYy:AFa:AUA (4 proper) (cut):

P: T,x:Atuw:B,A P: I |_D(ZA,A1 Q - Ip,x:B '_AZ
(SR): — (L): o2
XPx-B:-T'FB:A—BUA Pafy]xQ - INLNy:A—B+ AjUA,
PI'F1|_DCZA1,A1 PZ'FH'_D(ZAH,An
NR) : n>2 T): 5. .
(NR) PNl oy Ag, Un A (n22) (T) P:TkaT,A
P:Ty,x:AiEAN -+ P Tyx:Apk Ay
1): 5 ) UL) : n>2
(L) piTxtia (L) P Nl x:Up A F Uy (=2

NB: the rule (cut) is also used for the activated cuts. We will say that rule (NR) and (T)
are applied to o, and (UL) and (_L) are applied to x, respectively.

iii) We will write P :- T' = A if there exists a derivation that has this judgement in the bottom
line, and write D:: P ;- T I A if we want to name that derivation.

The most important thing to notice is that, via the rules, intersection types are built of contexts
of sockets, and union types are built for contexts of plugs. However, a union type can appear
in a contexts of sockets, but only via rule (UL); similarly, an intersection type can appear in a
contexts of plugs, but only via rule (NR). Moreover, the last two rules (L) and (T ) are almost
special cases of rules (UL) and (NR), but for the fact that the intersection (or union) over zero
sets would give the empty set; since weakening should be an admissible rule, we need to state
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the zero cases as separate rules. This could be avoided by forcing the rules to agree on the
contexts, as in, for example,

P:TrFaA,A ... P:TFaAyA
(NR) : (n>0)
P: Tkan,A;A
P T,x:Ai-A ... P:T,x:AFA
(UL): (n>0)

P T,x:UyAi A

We have chosen for the present variant that allows for the combination of contexts since this
is convenient when constructing derivations where it avoids additional weakening; this does
not exclude the normal approach, since the contexts can be equal, whereby the alternative
rules become derivable. Whenever possible, we will treat the rules (L) and (T) as empty
cases of (UL) and (NR), respectively, and will use a short-hand notation for (NR) and (UL):

P TiFwaA; A (ViEﬂ)

(NR) : (n>0)

P ML F Ny Ay Ugh,

P T,x:AFA; (ViEE)
PN xU A B UGN,

(UL):

so will allow the counter be zero as well in these rules, conveniently ignoring the discrepancy.
We consider the system to have a limited applicability for certain rules:

Definition 3.8 (PROPER DERIVATIONS) We call a derivation proper if it ends with either rule
(Ax), (—=R), (—L), or (cut) (we call those rules proper as well), and limit the applicability
of the non-proper rules in that rules (NR), (T), (UL), or (L) are followed by a proper rule
that binds the connector to which they are applied. Moreover, at least one of the two sub-
derivations of rule (cut) has to be propelﬁ.

This implies that in proper derivations rules (NR) and (UL) cannot be repeated, and that
we can assume that immediate sub-derivations of proper derivations have a precise shape, as
for example for (—L):

]

P:T;FB:C,A; (Vien) R P:T,zDj- A} (Viem)
N
P Nl BNy Ci, Uy A P - Nyl 2:UpDj = Un A}
PB[x]2Q : Nul; N Nl N 2:0,Ci—Un Dj F UnAAj U Uy A

UL)
(—=L)

where n and m can be 1 or even 0.

In the proof of Theorem 4.1, we will allow the construction of derivations using rules (NR)
and (UL) from collections of derivations that not necessarily are proper, in fact constructing
derivations shaped like

P.-TFgC A (Viem
IJ'BI : <]] )](QR) ,
P Njenli B BNiemC, Ujemd; (Vien)
P mleﬂm]emr{ I_ ﬁ:mieﬂm]‘emcf, UlGEUJGMAg

This is much in the spirit of the notion of strict intersection type assignment [2], where rule (NI) can only be
used for the right-hand sub-derivation for rule (—E).
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which seems to violate the restriction put on those rules. However, notice that then we can
construct:

P.T/FBC,A  (ViemVien)
P mleﬂm]emr{ I_ lB:mieﬂm]‘emC{, UleﬂujemAg

(NR)

so can remove (collapse) a cascade of (NR); we can reason similarly for derivations ending
with (UL).

Example 3.9 Since 1 and T are union/intersection types, they can be used on the right and
on the left, respectively.

L
L bhal (z-B) - A B:A
z

X
— —— — (—L) (xy) Ay T E A
_ <x-zx>Azx [y]A z-,B)A x: Lyl —AFBA (5R) T 5B wAF pToA —R
T((xa)a [y 2(z-B)) By y:Ll—AFy:L—A — S BB OF wAST oA (=R)
FE(a)E ) 22BN BNT3 - F oo o ioa 0 FHEmThp or

Notice that these terms correspond to Myx.yxﬂ,? and Mxy.xl A respectively.
For the capsule, we can show:

Lemma 3.10 (x-a) .- T,x:AF a:B,A, ifand only if A<B.

Proof: By easy induction. O
We can type all terms in normal form (i.e. that are cut-free).

Lemma 3.11 If P is in normal form, then there exist I and A such that P .- T F A.

Proof: By induction on the structure of terms; if P is in normal form, then P is either:

(x-a) :: Take any proper A, then (x-a) - x:A F a:A by rule (Ax).

xXQu-pB:: Then by induction, there exist I', A such that Q :- I' - A; we can assume that x has a
type AinT, and « a type B in A, added by weakening if necessary. Then, by rule (—R)
we can construct XQa-p ;- T'\x - f:A—BUA\«.

Qu[x]yR:: Then by induction, there exist I7,15,A1, Ay such that Q ;- T1 - Ajand R :- Ta F Ay;
we can assume that a has a type A in A1, and y a type B in I, added by weakening if nec-
essary. Then, by rule (—L) we can construct Qa [x| R ;- 1N \yNx:A—B F A1\aUA.
L

Notice the role of intersection and union in the last part. We cannot show that the term
Qu t YR is typeable this way: we can assume that there exist I'1,I5, A1, A such that Q ;- I'y -
a:A,A1 and R :- Ty, x:B F Ay, but have no way of knowing if A and B are the same type; we
would normally need unification to establish this, which will likely be undecidable.

As will be argued below, this notion of type assignment is too liberal to obtain preservation
of types under conversion. As illustrated above, the system is constructed to satisfy preser-
vation of types under expansion (see Theorem 4.1), but we will see that it is not closed under
reduction (Section 5). We will partly recover from this in Section 6, where we define restric-
tions of the system above that satisfy preservation of types under, respectively, CBN and CBV
reduction. However, a natural consequence of these restrictions is that the systems no longer
will be closed under expansion.

First we show some basic properties:
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Proposition 3.12 (WEAKENING) The following rules are admissible:

P:TEA P:T,x:AFA P:THaAA
———— (I'<Tr,A<A)  (NL): (UR):
P T'HA P:T,x:ANBEA P:THa:AUB,A

(W):

Notice that rules (NL) and (UR) are special cases of (W).

Since weakening is an admissible rule, we will, whenever convenient, assume that contexts
are equal in sub-derivations, rather than being combined using intersection and union by
application of the rule.

We can also show the following (standard) result:

Proposition 3.13 (THINNING) The following rules are admissible:

P: THA P: THA

(Th-L): Prrara CEFP) (Th-R) : poTFaw PO

Applying these repeatedly gives that the following rule is admissible:

P THA
P:{xAeT|xefs(P)}F{n:AcA|acfp(P)}

(T):

Lemma 3.14 (ELIMINATION) The following rules are admissible:

P THan,A,A P T,x:U A A

(NE): PoTrmAs VY (VE): PoLxAra U

Proof: By easy induction on the structure of derivations. [

The converse of the elimination rules does not hold. In particular, the system is truly clas-
sical in that it does not have choice (i.e., we cannot show that, if P ;- I' - a: AUB, A then either
P. . THa:A,AorP:- T+ a:B,A).

Example 3.15 Notice that

< .

x-0) - x:AlF6:A,B:B
X (x-0)

J) R (x7) - x:AF A (va) - v:Cka:C
B-6: F6:AU(A—B) =R (x7)7 [x] 9(v-a) ;- x:AN(A—C) F a:C

(=L)

but we cannot derive X(x-6)B-6:-  8:A, nor ¥(x-0)B-6:- F 5:A—B. As for the second
derivation, neither can we derive (x-v)% [x] 0(v-a) ;- x:AF a:C, nor (x-y) 7 [x] 0 (v-a) ;- x:A—CH
«:C.

To link our notion of type assignment to Systéme DT, we can show that typeability is pre-
served by I-17:

Theorem 3.16 IfT' b, M: A, then TMIZ ;- T F a:A.

Proof: By induction on the structure of derivations in H.
(Ax):: Then M= x,and T =T",x:A, so x¢1’; let A =N, A;. We can construct

A
Txly - T/, x:A; b e A; (4x) (Vien)
T} o TNy Ar b ey, A

(NR)
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(—=I):: Then M = Ax.N, A=C—D,and I',x:Ct, N:D. Then D:: UNJI!);‘ - T, x:CF B:D exists
by induction, and we can construct:

\ D |
INIg @ T,x:C+ B:D
ZINI;B-a - T a:C—D

(—R)

Notice that fﬂNﬂgB-zx = TAx.N1j.

(—E) :: Then M = M;jMj, and there exists B such that both T'H, Mj:B—A and I' i, My B.
By induction, both D; :: UMlllQ TFy:B—A,and D;:: ﬂMzﬂg .- T+ B:B exist, and we can
construct:

(I
) (Ax)
\ Dy / IMplj - THB:B  (y-a) - Al wA
TMyl} - T+ y:B—A TMol;B [x] §(y-a) - T,x:B>A b a:A
TV 312 (TMalg B [x] F(y-a)) - T a:A

cut)

Notice that TM; Ml = ﬂMlﬂg yix( HMzﬂl);\,/B\ [x] 7(y-«)), and that, by construction, x,y ¢
T.

(NI) :: Then A=nN,A;, and wehaveI' I, M: A, for alli € n. By induction, we have [TMH,;\ - TH
a:A;, for alli€n, so, by rule (NR), also TMIY - T Ny A

(NE) :: Then A = A;, and we have I' 5, M:N,A;. By induction, TMIZ - T+ a:Ny A; for all
i€n, so, by (NE) (see Lemma 3.14), also [TMJIQ S THaA;

(T):: Then A = T; notice that Pl :- T a:T by rule (T). [

4 Preservation of types under expansion and (some) reduction

One of the main properties of the intersection type assignment system is the preservation of
types under both subject reduction and subject expansion. We will show the same results for
our system for X, but with restrictions. We are able to show the witness expansion result for
the notion of context assignment of Definition 3.7, but for witness reduction, we will have to
limit that notion.

We start by showing that witness expansion follows relatively easily.

Theorem 4.1 (WITNESS EXPANSION) Let P — Q:if Q ;- I Athen P .- T F A.

Proof: By induction on the definition of —, where we focus on the rules; we will only show
some of the more interesting cases.

o~

(exp-imp) :: (?Pﬁfx)& TX(Q%[x]ZR) — { é%iTﬁzg}Sﬁth\ili ,witha & fp(R), x € fs(Q,R).
We have two shapes for the (proper) derivation; first (with n > 0):

(I Dj ]
Q:TFHyA,A P:-T,y:A; - B:B;, A cut)
QYTyP:-THB:B,A (Vien) (R) | Ds ]
Q¥ tyP:- Tk BnyB,A R:T,z:N,B;i - A
(Q7TyP)ptER:-THA

(cut)
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and we can construct:

L n ]
P:-T,y:A; - B:B;,A (Vien TEy:ALA (Vien | D /
P T,y:N,A; b B:NyBi, A R Q: Tk y1:n,A;, A R:T,zN,BiF A )
= — —
yPB-a:-T'Fw:n,Ai—N,Bi, A Q7I[x]zZR :- T, x:N, Ai—NuBi A (cut)
= . C cut
(7PP-a)a T 2(QF[x]ZR) + TF A
or it is shaped as:
\ Dy / \ D; / D}
Q:THy :AA P:T,y:Ak B:UnCj, A R:T,zCiEA (Vjem)
— (cut) (urL)
QY TYP - Tk B:UnCj, A R:T,z2UnCi = A (cut)
~ LT\ oL~ cut
(QYTYP)pTZR - THA
(notice that B ¢ fp(Q)) and then we can construct:
\ D, / { D I R:- F,Z:Cj FA (Vjem) L)
P T, y: At B:UnCj, A (SR Q: Tky:ANA R:T,z2U,Ci = A (1)
= - -
XPB-a:- Tk a:A—UyCj, A Q7[x]ZR - T, x:A—=U,Ci F A (cut)
cut

(GPP-2)a 1 2(Q7 [x|ZR) - T F A
The case of Q7 t 7(Pp 1 ZR) is similar.
(cap/):: (y-B)® /XP — (y-B), with B # a. By Lemma 3.10, there exists A < B such that

\ D J

(y-B) .- T,y:At B:B,A

and, using weakening, we can construct

| D ]
(y-B) :-T,y:A+ B:B,A W -
(y-B) - T,y: At a:1,B:B,A P:T,x:LFA
(y-B)& /ZP - T,y:AF B:B,A

(L)

(cut)

(exp-outs /) :: (JPB-a)& *XQ — (J(P& /XQ)B-7)7  £Q, with -y fresh. We have two cases:
first (with n > 0),

o ] >

P F,y:Ci F a:Ei,ﬁ:Di,A Q . F,X:Ei FA

P& /%Q - T,y:Ci - p:D;, A . (cut)
]//\(Pafo)BrY - T'kFy:Ci—D;, A (=) (Vien) AR) \ Ds /
(PR /XQ)B-7 :- T+ v:N, (C;—=D;), A Q- T,x:N,(C;—D;) - A

(F(PR/ZQ)B-7)F T2Q - THA (cut)
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and we can then construct:

\ D] J \ Ds J

P:T,y:C;iF a:E;, B:D;, A W Q: F,x:QH(Ci—>Di) FA

f - Ty:CiF atUyE, B:D;, A (5R) D}
y\Pﬁ-lX I~£|‘0¢:(Ci—>Di)UUEEi,A (Vieﬂ) (OR) Q: T ,xEFA (Vieﬂ)
]7P/3~1x - TE a:ﬂﬂ(Ci%Di) UULE;, A Q- F,x:ﬂﬂ(Ci—>Di) UUEiFA

(cut)

(JPB-2)&/XQ - THA

(notice that we use N, (A;UB) ~ N, A;UB - see Lemma 3.4 ((iii))). For the second case
(m > 0):

| Dy ] L P
P T,y:Cta:E, B:D,vy:F,A Q: T x:EFA (cut) Dé
Pa /xQ A Iy:CF B:D,y:F,A (SR) Q:T,x:Bi-A (Vjem) L)
7(P& /£Q)B-v - T+ y:C—DUF,A Q:-T,x:UpBj F A

(cut)

(F(P&/ZQ)B-1)7TXQ:-THA

so C=»DUF =UyBj, and C—D = By, for some h € m, and we can then construct:

\ Dy |
P: T,y:CkuaE, B:D,y:F,A (1) \ Dl / \ D, /

Ii:~ Iy:CHwa:E,B:D,A (5R) Q: TI'x:C»DFA Q: T x:EFA L)
yPB-a: THa:(C—D)UE,A Q: TI,x:(C»D)UEFA (cut)

(JPB-2)& /XQ - THA

Notice that we can argue that (UL) is obsolete here; below we will ignore these cases.

(imp/):: (PBlz] Q)& /ZR — (P& /XR)B [z] 7(Q& XR). We can assume that y, are not
free in R; the derivation for the right-hand side is shaped as follows (with n,m > 0):

= /> | L= | 7

P TFawaGC,pB:A;LA R:T,x:CiFA Q: LyBjtwDj A RZ'T,XiD]‘l—A( )
t t
Pa/ZR .- TFpBA,A (Vien) Rcu Qi /3R Ty A (Vjem) L)Cu
N @]
P& fXR T F BNy Ay A QR /TR TyUnBiFd
= — —

(P& /ZR)B 2] §(Q& /ZR) - TNz:Ny Ai—UyBj - A

and we can construct:

\ Dé / Di
- T,y:BiFwa:D;, .
| D / Q: Ly:BjF a:Dj, A (UL) R:T,x:DjFA(Vjem)
P TFaC,BA, A (Vien) Q5 DY UnBjaUnDy A o :
A . :
P TFaU,Cp BN, AL A : R:Tx:CFA(Vien)
~— (—L) (UL)
PBz]7Q - TNz:NyAj— Uy Bj - a:U, C; U Uy D), A R:T,x:UyCiUUy D = A

(cut)

(PBlz]7Q)@ #%R :- TNz:Ny A;—UyB; - A

(Xcap) :: PaXx(y-B) — (y-B), y # x. By Lemma 3.10, D :: (y-B) - I, y:A F B:B, A for some



To appear in Fundamenta Informaticae, 2011 22

B > A and, using weakening, we can construct

\ D /
s () g
- B:T,A (y-B) - T,y:A,x:T - B:B,A

PaxZ(y-B) - T,y:AF B:B,A (cut)

(\imp-outs) :: PRXX(QB[x]7R) — P& 1 5((P&XXQ) B [v] J(P&XXR)), with v fresh. We have
two cases; the first, with (NR) applied to the left-most P, as argued above for the case
(exp-outs /'), will imply that the number of types in the intersection is 1. The second case
is (with I,m,n > 0):

\ ZDQ _ / \ 7’9 ] / \ pik / \ Dik /
P:-l"l—zx:C]?,A Q:T,x:C;I—,B:D;,A . 4' l. - : 1.5 —
PaxF0 - TEBD A (V] (cut) P TrwaE,A R:T,y:F,x:E A .
ANXQ:TFADyA (viem) PANFR . TyFF A (vkel
PPN i (NR) aNx Ry ( G_)
Pvc’\xQ.Tl—,B:ﬁijDj,A - (UL)

PZ)Z\)/C\RI-F,]/ZU](ELF]“_A (imp)
T o) ] (PRNZQ)P [0] §(PANER) - ,o:N,DiUFL - A& (Vien) (m;};
. =S - - @]
P rka:uﬂ(mmD]HUIFl) A (PE\:?Q)[% [v] y(P@XXR) :- I, v0:Uy (N Dj— Uy Fy) = A (cut)
cut
| R))::THA

and we can construct:

\ ;| \ Df /
Q: T,x:CiF B:DL A (Vjem) - R:-T,y:F,x:EL - A (Vkel) 0
Q- I,x:NyC F ﬁ:ﬂmD},A W) R: r,y:ulf,@,x:mlE;{ F A )
Q: r,x:mﬂmmc]l- H ﬁ:mmD]l-,A R:T,y:UF, x:N,NE FA (imp)
= - - - - m
QB[R : T,x:(Ny"uCh N (M;N,E) N (NuDImUF) F A (Vien) (;LI)’
P THaCLA (Vjem)QPIR]YR - T,x:(NyNwC)) N (NuNiER) N (Un (N Dj—UFY)) F A

P: THwaE, A (Vkel) P:TH zx:UE(ﬁmD;—)UZF,i),A
P THa:(NaNwCh N (NN ER) N (Un (N D= U F)), A
PEXZ(QB[x]UR) :-TFA

~ (cut)

(here we use that U, (ANC;) ~ ANU, C;, again by Lemma 3.4 ((iii))).
(\imp-ins) :: PRXX(QB[z]JR) — (PAXXQ)B [z] §(PAXZR), x # z. We have:

.~ J > J o [/ |\ o

P:-THaC;A Q:-T,x:Ci+ B:A; A ) P:.l"l—zxsz,A R:.l",y:B]-,x:Djl—A( )
t t
PAXZQ T+ BA,A (Vien) R)Cu PRNTR - TyBik A (vjem) L)Cu
N @]
PEXZQ - T+ BingAs A PANER - [,y:UpB; F A

(PAXZQ)P [z] F(PRXER) :- T,2:N, Ai—UpB; - A (imp)
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and can construct

% J o= J 1L & ]

P-. FI—OCICI‘,A(VI'EE) Q Z'F,X!CH‘,BZA{,A (ViEﬂ) AR R :-F,y:Bj,x:Djl—A (V]Gm)

Q: F,x:ﬁECi FB:N A A R T, y:UnBj, x:Nw D; FA (1:;)
P TFa:DjA (Vjem) QPEITR:T,x:(0uCi) N (MwDj) 2:0nAi—Un By = A
P:. T+ Dc:(ﬁij)Aﬂ (NwDj),A : (cut)
PaX%(QB[z]FR) - T,z:Ny Ai—UyBj - A L

As for reduction, we can only show a partial result, as we will do in the following sections.
Before we come to that, we show the (unrestricted) witness reduction results we can prove.
We start by showing that the logical rules are sound.

Theorem 4.2 If Pa + XQ — R via a logical rule, and PR+ xQ :-T' = A, thenalso R :- T - A.

Proof: We consider the four cases.
(AX) :: (y-a)@ 1 X(x-B) — (y-a). Then, by Lemma 3.10 there are A <B <C such that:

\ ]\ J

(ya) - T,y:AF a:B,A (x-B) - T,x:BF B:C,A
(ya)atx(x-B):-T,x:AF B:CA

(cut)

Since then also A <C, by Lemma 3.10 also (y-8) :- I,y:A F B:C,A.

(exp) :: (JPB-a)& t X(x-) — JPB-v, with a ¢ fp(P); we can assume that « does not occur
in A, but cannot assume that for 7. The derivation is constructed either as (with n > 0):

\ D |

P T,y:Bi - B:C;,v:A;, A
— SR
yPB-a - THa:B;—Cj,v:A;, A (Vien) (R) | /
yPB-a TFa:ng(Bi—C;), 1:UsAj A (x-y) - T,x:N, (Bi—C;) F y:E, A

(JPB-a)& T X (x-y) - TF:EUU,A;, A

(cut)

with N, (B;—C;) <E by Lemma 3.10, so there exists h € n such that B,—C;, <E. For the
right-hand side we can construct:

\ D /

P F,y:Bh F ﬁ:Ch,'y:Ah,A

= -
YPB-v - TF v:(B,—C,)UA, A

JPB-y - THy:EUUA;,A

Else, the derivation is constructed using (UL) for (x-7), but, as above, we can then
argue that there is only one type in the union.

(imp) :: (y-a)& 1 X(PB[x]2Q) — PBy]7Q, with x & fs (P, Q). We have only one case to con-
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sider:
| D; [\ D} /
P: T, y:AF ﬁ:Cj,A Q- T,y:A,z:Dj FA 0
= —
| [ PBx]zQ: T y:Ax:Ci—DiFA (Viem) L)
(y-a) - T,y:A - a:Uy (Cj—D;j), A PB[x]ZQ : T,y:A,x:Uy (C;— D)) - A (cat)
= cu
(y-a)atx(PB[x]zQ) - T,y:AE A

Notice that, by Lemma 3.10, A <U,,(C;—Dj), so ANUy, (Cj—D;) = A; we can derive:

\ Dé / \ Dé /
P:T,y:AFB:Ci,A Q:T,y:A zDiFA
PBly)zQ - L,y:AN(Cj—D;) - A (= (Vjem)
Pﬁ[y] zQ - T,y:ANUy (Cj—Dj) F A

~

(exp-imp) :: (ﬁPﬁ-a)ETf(Qf?[x] ZR) — {(Q’?TJ//\P%BT?R, with a € fp(R),x € fs(Q,R).

Q7 1§(PBTZR)
We have either the following structure of the derivation:
\ D J
_ PA Iy:A; = B:Bj, A SR \ D, / \ Ds /
yPB-a - THwa:Aj—B;, A (Vien) . Q:TkHyCA R:-F,Z:DI—A( 0
= —
yPB-a - THa:n,(A;—B;),A Q7[x]ZR :- TNx:C—DF A (cut)
cu

(FPB-a)&tZ(QF[x]ZR) :- T A

so there exists x:E € T such that N, (A;—B;) = EN(C—D), so A;,—Bj, = C—D for some
h € n. Then we can construct:

[ D} /
Q: TFy:CA P:T,y:Ahl—/%:Bh,A( '
Q7 T §P - T+ B:By, A Y R TzDFa

(Q7TyP)ptER:-THA

(cut)

and

| o ] LD ]
\ D, I P:T,y:AyF B:By, A R: T, zzDFA
(cut)

Q:TFy:CA PBtZR - T,y:Ap - A
QFtF(PBTZR) - THA

(cut)

or we have the structure:

(I e N T

\ D, / Q:~l"|—'y:Cj,A R:T,Z:Djl—A

—L
P:T,y:AlF B:B,A Q7 [x]zZR:- T, x:C;j—D; - A =5 (Vjem)
P (=R) — = (UL)
yPB-a - THa:A—BUA Q7 [x]ZR :- T, x:Uy (C;—D;) - A

(7PB-a)@t (Q7[x]ZR) - T+ A (cut)
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and there exists a:E € A such that (A— B)UE = Uy, (C;— D), so there exist h € m such that
A—B = C,—D,;,, and we can construct both

(U e W J
Q:TkyCyA P:T,y:AF B:B,A
(cut)

QY tyP:-THB:B,A R:T,z:Dy+ A
(Q7tJP)BTZR:-THA

(cut)

and

U e W T

DI P:T,y:At B:B,A R:-T,z2Dy+ A
Q: Tk y:CyA PBTZR:-T,y:Al A
Q7 t7(PBTZR) - THA
In fact, we have shown in this last case that the application of (NR) (or (UL)) is obsolete, in

that the ‘other” connector x («) occurs only once, so does not carry an intersection (union)

type. [

(cut)

(cut)

We now come to the soundness results we can show for the propagation rules. These ba-
sically show that both intersection and union distribute properly for, respectively, right and
left propagation. We will see that it is the propagation in the ‘other” direction that creates
problems.

First, we will now show that left-propagation into a union type is safe (sound).

Theorem 4.3 If Pw /X Q is typed as follows:

\ J o

P:TraUgA A Qi TxiU A FA
PR/%Q:-THA

(cut)

and P /xQ — R (in one step), then R .- T+ A.

Proof: We check the various possibilities; we only show the more illustrative cases:
(exp-outs/) :: (JPB-2)& /XQ — (F(P& #XQ)B-7)7 T £Q, with 1 fresh. We have for the left-
hand term:

\ Dy J D} \ D3 /

Ij& [,y:At B:B,a:UyCj, A R QI x:Ci-A(Vjem) Q:T,x:A—BEA

yPB-a: THa:U,CiU(A—B),A Q: T,x:UuCiU (A—=B) F A
(JPB-2)& /XQ - THA

(cut)

We can construct for the right-hand term:

D}
| Dy ] Q:ILxG FA(Vjem) L)
P T,y:At B:B,a:Uy,Cj, A Q- IxUnCiEA (cut)
PR /%Q: T,y:Ak B:B,A R | Ds /
= —
y(PaxQ)B-y:- T+ y:A—B,A Q: I'x:A=BFA

(cut)

(PR /ZQ)B-1)7TEQ:THA
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(imp/):: (PB[z]7Q)& /ZR — (P& /XR)B [z] §(Q& /XR). Let n = k + m.

\ D ] D2 J

pP: Tk oc:AUkCl,/S:A,A Q: T y:BFa:U,Cj,A L R:T,x:CiFA (Vien) oL)
PB[z]7Q - TNz:A—B+ a:U,C;, A R:T,x:U,Ci A
(PB[2]7Q)& /FR :- TNzA—BF A (cut)
We can now construct:
Dj
\ Dy [ R:LxGEA (Viek) o)
P THa:UCpB:A A R:T,x:UC H A Z.
—— (cut) Dy
P‘X/‘XR*IT'_[%:A/A \ D, / R:T,x:CiEA (Vjem)
: Q: Ly:BFaU,C;,A R:T,x:UuCi A (cut)(UL)
: _ QR7#R:TyBra
(PR /XR)B [z] (Qa /XR) ;- TNz:A—BF A O

Similarly, we can show that right-propagation into an intersection type is safe (sound).

Theorem 4.4 If PaX\xQ is typed as follows:

\ | inmr | J

NR
Q:-P,x:ﬂﬂAil—A( ) P3~F|_D(ZQEA1‘,A(
PEXXQ:-THA

cut)

and PaXxQ — R (in one step), then R .- T = A.

Proof: We check some more illustrative cases:
(Xexp) :: Paxx(yQp-v) — y(PaxxQ)B-v. For the left-hand term we can derive:

\ D: /
\ Dy / Q:I'x:N,Ci,y:AF B:B,A R)

= —
P TFa:n,C,A 9Q/3~'y:~l”,x:ﬂncil—'y:A—>BUAE 0
Pax%(QB-) - T - 1 A—>BUA Cu

Then we can construct:

I D: J

P:Tkan,Ci,A Q:IxN,Ci,y:AF B:B,A
PaxxQ:-I,y:AlF B:B,A
J(PRXXQ)B-7 :- T 1:A—BUA

(cut)

(=R)

(\imp-outs) :: PRXX(QB[x]JR) — P& 1 5((PRXXQ) B [0v] J(P&XXR)), with v fresh. We have:

\ D; / Ds /
| - T,x:BFB:C,A R:T,y:D,x:BFA
\D—/(QR) Q-T,x:BFp Yoo (>L)

P:TFan,C,A QB[x]7R :- T,x:BN(C—D) F A
PAXX(QPB[x]JR) - THA

(cut)



To appear in Fundamenta Informaticae, 2011 27

so Ny A; =BN(C—D); let A, = C—D. Then we can construct:

\ D, / \ Ds J
Q: TI,x:BF B:C,A R:-T,y:D,x:BF- A
P:Tra:A;,AVi#hen) : P TkaA,AVi£hen) :
(NR) . (NR)
P:TFaB,A : P:TFaB,A :
— (cut) — (cut)
| Dl [ PaxxQ: FI—ﬁCA PRXXR:T,y:DFA
P TFaCoD,A (PaXxQ)B [0] F(PAXZR) :- TCoDEA (imp)
P&t 9((PRX%Q)B [0] J(PEXXR)) - TF A < n

5 The problem with witness reduction

As in the system of [14] defined for the A-calculus, we suffer loss of the subject reduction
property (here called witness reduction), as will be shown by the four examples in this section.
Analysis of these examples will lead to the definition of two restrictions on the notions of type
assignment, y and K, that we will show to be closed under reduction for, respectively, Call-
By-Name and Call-By-Value reduction.

First we give a counter example for the full witness reduction result by presenting a re-
ducible, typeable term, for which we cannot type the CBV-contractum using the same con-
texts:

Example 5.1 Take

P = ((x1)7 [x] 0(v-a))@ 1 5 ({y-6)0 [y] @ (w-p)),
Q = {xm7 [x] 9((0-0) ¢ [0] @ (w-

We can type P as follows:

(x7) - x:AF A (va) - v:Cka:C (xy) - x:AF 1A (va) - v:C—DFa:C—D
)7 1] 9(oa) - vANA=C) FaC Y w)5 ] 6(oa) - wAN(A—C—D)F aC—D
(v7)7 [x] 9(o-a) AN (AC)N(A—C—D) F:CN(C—D) (NR)
. (y-6) .- y:CkF8:C (w-B) ;- w:DF B:D
: (y-6)8 y] @ (w-B) :- y:CN(C—D) F B:D
((x1) 7 [x] 9(o-a))@ T §({y-6)3 [y] @ (w-p)) :- x:AN(A—C)N(A—C—D) I p:D

=

—L)
(cut)

Notice that, in step (—L), the type C—D is added for y to the type C that was used to type
the capsule (y-9).

Now the cut in P can be activated in two directions, both to the left and to the right. The
CBN-reduction creates no difficulties; we consider going left via a CBV-reduction, reducing P

to Q:

(e} [x] O(v-a)) @ 17 ({y-6) 0 [y] @ (w-B)) — (a/)
((x7) 7 [x] 0(0-a)) & 25 ((y-0) 6 [y] @ (w-p)) — (imp/)
((x7) & F((y-6)3 [y] @ (w-))) 7 [x] D((v-a)&*F((y-6)3 [y] @ (w-B))) — (cap/)
(x7)7 [x] 0((o-) @ 7y ((y-0) 6 [y] W (w-B))) —
(d/),(xa),(\imp-ins), (Xd), (cap), (Xcap), (med)

(x1)7 [x] 5((0-6)8 [0] @ (w-p))

We cannot derive P’s contexts for Q, so cannot derive:

(x7)7 [x] 9((y-6)8 [o] @ (w-B)) :- x:AN(A—C)N(A—C—D) - B:D
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We can at most achieve:

(y-0) .- y:Ck4:C (w-B) - w:D + B:D
(xy) - x:AF 'y:AA (y-6)6 [y] @ (w-B) - y:CN(C—D) F B:D N
(x7)7 [x] 9((y-0) 6 [v] W(w-B)) :- x: AN(A—CN(C—D)) F B:D

Notice that the outermost import forces the construction of the type A—CnN (C—>D)E], which
should be amongst the types A, A—C or A—C—D; this is not the caseld

Also using union types we can create a counter example, but now for CBN-reduction.
Example 5.2 Similarly, take
P —
Q = o(x(x
Then for P we can derive:

(z-a) - z2A,0:CFa:A R (z-a) ;- z2A—B,v:CtHw:A—B
—

—R)
v{z-n -z2AF v C—A v{za)a-y - z2zZA—BFy:.C—A—B
CAF6A BB (za)u-y 7 (zea)@-y Vi L)

x-

5) - = :
T80 B0 FOAU(ASE) (=»R) U(za)@-7y: z2AU(A—B)F 7.(C—>:A) (C—A—B)

(%(x-6)B-0)6 1 2(3(z-a)@-7) - F7:(C—A)U(C—A—B) (cut)

In CBN, P reduces to Q:

(2(x:6)B-8)5 1 2(3(z-0)T7) 5 (xa), (sexp)
5(%(x:6) B-6) 1 2{z-a)) - ~ (d), (a7)
0((x(x-0)p-0)0 /Z(z-a)) -y — (exp-outs/)
0((x((x-6)072(z-a)) p-e)€TZ(z-a)) -y — (d/),(cap),(exp)
O(X(x-a)B-a)a-y

@
'U

We cannot derive P’s typeing for Q, so cannot derive:
o(x(x-a)B-a)q-q: Fy:(C=A)U(C—A—B)

We can only manage to show:

(x:6) - v:C,x:AF 5:A,B:B
Z(x-a)p-a:-v:CHa:AU(A—B)
(x-a)B-a)&-7y - Fy:C—AU(A—B)

(=R)
(=R)

5%

Notice that we would need to transform (weaken) C—+AU(A—B) into (C—A)U(C—A—B)
to close this case, but cannot show that this step is admissible.

These two examples show that it is not possible to obtain a general witness reduction result;
we can only partially recover from that, as we will show in the next section.

To highlight the problem, focussing on two of the propagation rules, it becomes evident
that subject reduction cannot always be shown:

7This example also shows elegantly that using strict types (no intersection on the right-hand side of arrows)
would not suffice for X.

8Even if we extend the system with a contra-variant <, which would solve this case, we can still give counter
examples for soundness. Since such a relation is not needed for completeness, we have not considered it here.
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Example 5.3 Take rule (cut/): (PBt7Q)& /R — (P& /ZR)B 1 7(Q& #XR). Suppose the
derivation the left-hand term is shaped like:

\ D [ D} ]
P: TFwC;B:A;LA Q: TIyAiFaC,A
PET?AQ »ThaC,A (Vien) (R) cut) | Dy ]
PB1yQ: Tk wn,C;, A R:-T,x:N,GCiF A
(PBT7Q)&fXR:-THA

(cut)

and assume that all C; are needed to type R (as in Example 3.15). Then, for the reduct, given
the present sub-derivations, we can at most derive:

\ D / (I | D} / \ Dy /
P:TFaC,B:A;,A (Vien) I;R) LG A Qi T,yA - a:C,A (Vien) I;R) LG A
P TFwan,Ci, B:UsAj A . (cut) Q- LyN,Ai Fa:n,Ci, A . (cut)
PR /XR - TF B:U,A; A Q& /XR - T,y:N, A F A o

(P& /XR)BT7(Q& FZR) - THA

Notice again that we cannot weaken U, A; to N, A;, so we cannot close the (?) gap to make
the last step to finish this derivation.

Example 5.4 Take the rule (\cut) : PRX(Qp T 7R) — (PRXZQ)B t 7(PEXZR). Suppose the
derivation for the left-hand side is shaped like:

\ D} [\ D} |
Q: I xCtBA,A R:-T,x:Cy:AiE A
| D, ] QETZR T,x:CiFA  (Vien) oL
P:TFaU,Ci,A QBtyR - I,x:U,Ci - A
PAXX(QBtYR):-THA

(cut)

(cut)

and assume that all C; are needed to type P (as in Example 3.15). Then, for the reduct, given
the present sub-derivations, we can at most derive:

\ Dy /

\ D [ PoThaUC,A | Di [
\ D, | Q:T,xCFBA;,A(Vien) L) - R:T,xChy:Ai-A(Vien) L)
P TFaU,Ci, A Q: I x:U,Ci F B:U Aj A . R: T, x:U,Cp,y:N A = A
PRXZQ T F B:UyA; A (cut) PANER - TynuAif A (cut)

(PRXXQ)B T 7(PRXZR) - THA
Notice that we cannot weaken U, A; to N, A;, so we again cannot fill the (?) gap.

We could build similar examples also for the other propagation rules (exp-outs /), (exp-ins /),
(imp /), (Xexp), (\imp-outs), and (X\imp-ins).

So, this notion of type assignment is too liberal to obtain preservation of types under
conversion: analysing the problems above, we can summarise them by: both (1) right-
propagation into an introduced union, i.e. the result of rule (UL), and (2) left-propagation
into an introduced intersection, the result of rule (NR), break the witness reduction property.
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In this paper, the solution to the above problem is to, in Section 6, ‘flatten” the context as-
signment rules of Definition 3.7 by defining two separate systems, P .- 'y Aand P - T A,
as in Definition 6.1 and Definition 6.5. The first system will give a notion of context assign-
ment P - I' ¢ A which solves problem “no left propagation into intersection” restricting to
CBN reduction, and solves problem “no right propagation into union” by restricting union
types to terms that introduce sockets; the second system P :- I' 5, A for the CBV restriction
limits intersections to terms that introduce plugs.

6 Systems with preservation of types under CBN or CBV reduction

In this section, we will try and retrieve the witness reduction property using a restriction
of the system proposed in Definition 3.7. The approach we choose here is, in fact, partially
inspired by [14], where union types can only be assigned to values. The solutions we present
here are, however, very different: we do not need to limit the structure of types, and, for CBN,
limit rule (UL) to names, i.e. introduced sockets. To avoid left-propagating into an intersection
type, first note that we only left-propagate if the socket x involved in the cut is introduced:
then x occurs only once in the right-hand term, and an intersection for x should be obsolete;
after all, the introduced occurrence only needs one type, and the other types can be safely
removed. For CBV, we limit intersection types to values, i.e. terms that introduce plugs; this is
reminiscent of the limitation in ML of quantification of types to terms that are values [29,/39],
and is used also in [42].

We define P ;- T ky A as in Definition 3.7, where we change the applicability of rule (UL),
and add a rule to treat left-activated cuts:

Definition 6.1 The context assignment rules for Hy are as in Definition 3.7, but for:

P F1 = DCIA,A] Q . rz,JCA =N Az
(cut) : —— (for inactive and right-activated cuts)
Pw T XQ . Flﬂfz =N A]UAZ

P: I H w:A, A Q I,x:A o AY)
(f) : —— (A not an intersection type, x introduced)
Pa/xQ - THINL K A{UA,

P:T,x:A; A, (Vien
(UL) : d itnAi n) (n >0, x introduced in P)
P:- ﬂﬂE,x:UﬂAi l_N UﬂAi

Remark 6.2 Before coming to the proof that the system is closed under reduction, we can
easily verify that this notion of type assignment is not closed for witness expansion. This is
clear from the fact that the side-condition of rule (UL) is not preserved by witness expan-
sion: take (7P B-a)@ 1 X(x-7) such that « is introduced, and  does not appear in P, then v
is introduced in the term that is the result of contracting this cut, P E -y, but not in the term
(FPB-a)& t X (x-) itself.

We will see that the addition of rule (/) solves the problem of ‘left propagation into inter-
section’ in the context of CBN reduction, and that the restriction on rule (UL) solves ‘right
propagation into union’.

Below, we need the following property.

Lemma 6.3 If D::P:-T,x:N,A; Ais aproper derivation, and x is introduced in P, then, for some

jen, P:-T,x:Aj kA

Proof: We look at the two cases:
P = (x-a) :: then there exists I’,A’ and a proper A such that I'Nx:A =T,x:N,A; and A =
w:AUA'. But then A = A}, for some j€ n, and, by rule (Ax), also (x-a) - ", x: Ay a: AUA'.
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P =Qu[x]yR:: there exists I1,I5,A1,A,C,D such that Q ;- T1 by a:C,A1, R:-Tp,y:D H Ay
and I1NLNx:C—D =T, x:N, A, so there exists x:B € I1NI; such that BN(C—D) = N, A,,
so there is a j€n such that A; = C—D, and A = AjUA;. By thinning, we have both
Q- T\xhya:C,Ayand R ;- I\ x,y:D Hy Ag, so also P :- T\x,C—D Hy A. Ul

Notice that we cannot generalise this by limiting to terms that are ‘linear” in x (i.e. have only
one occurrence of x), since x could then appear in more than one sub-derivation, e.g. in (NR),
so could have a true intersection type.

Using this lemma, we can now show a first soundness result.

Theorem 6.4 (WITNESS REDUCTION FOR Fy WRT CBN) If P - T'Hy A, and P —y Q, then Q - T
A.

Proof: By induction on the definition of —, where we focus on the rules; since by Lemma 4.2,
4.3 and 4.4 the only remaining (problematic) cases are right-propagation into a union and left-
propagation into an intersection, we will only focus on those.
(a/N):: PRtXQ — Pa /xQ, if P does not introduce «, and Q introduces x. Then there
exists C such that both P ;- T' g a:C,A and Q :- I', x:C Iy A. Now the (proper) derivation
is shaped like:

[

P:ThaCy,A (Vien) | D /

(NR)
P: T hya:n,Ci A Q: T,x:N,CiFku A

PAt3Q:THA

cut)

(with n > 0) and D is proper. Since x is introduced in Q, by Lemma 6.3 Q :- ', x:C; Iy A
for some j€n; since P ;- I' ky a:Cj, A is part of the derivation on the left-hand side, we can
derive:

\ ] J

Pl—"_NDCC],A QF,XC] l_NA
P&/%Q - Thy A

Notice that now the left-activated cut is typed correctly, since the side-condition to rule
(/) is satisfied.

(exp-outs/) :: (JPB-a)& *XQ — (J(P& /XQ)B-v)7¥ t Q, with 7 fresh. Then the derivation
for the left-hand side is shaped as:

\ J \ ] /

P:T,y:A h B:B,a:U,Ci, A R Q:T,x:A»Bh A Q:T,x:Citu A (Vien) o)
= —
7PB-a o T hy a:(A—B)UU,C;, A Q: I,x:(A—B)UU,Ci ky A

(JPB-a)&/FQ: T A

(/)

(Since the type involved in the cut is not an intersection type, the left-hand sub-derivation



To appear in Fundamenta Informaticae, 2011 32

does not end with (NR).) For the right-hand side, we can now derive:

L]

\ [ Q:T,xG kA (Vien) I
P: T,y:A B:B,a:U,Cj, A Q:IxU,Ciky A
Pﬁ/‘J?Q: I,y:Ak B:B,A (SR) 7) \ /
y(Pa/xQ)B-a:- T'yatA—B,A Q:T,x:A—-BHKA

(7(P&/TQ)B-0)atTQ T hy A o)
(exp-ins /), (imp /), (cut/) :: Much as in the previous part.

(Xexp) :: PRXX(FQB-v) — J(PAXTQ)B-y. Notice that §QB-v cannot be typed with a
union type, since it does not introduce x; this part concludes much in the style of the
previous parts.

(\imp-outs) :: PRXX(QpB[x]7R) — P& 15((PaxXQ)p [v] 7(PRXXR)), with v fresh. As-
sume QP [x]JR is typed with a union type; then x is introduced, so does not occur in
either Q or R, and we have (with n > 0):

L= ] o ]
Q:ThBA,A  R:T,yBikA
ok T (imp) .
\ Dy / QPB[x]7R :- T,x:A;—B; F A (Vien)
P:THaU,(A;—B)),A Q,B\[X} YR :-T,x:U, (Ai—B;) kv A
PRXX(QB[x]UR) - THA

(UL)

(cut)

By weakening, also Q ;- I',x: T ky B:Aj,Aand R :- T, x: T,y:B; I B:A;, A. We can then con-
struct:

| ] PritreaTta )] /
(T)
P: ThHaT,A Q:TIx:TkH B:A;LA , . R:-T,x:T,y:Bi B:Ai, A ,
Paxz0 - T pAss ) PaXER - I,y:B; kA (cut)
| Dy / (PRXXQ)B [v] J(PRXZR) - T,0:A;—B; v A (Vien)
P: T h Uy (Ai—B;),A (sz\xQ),E[ ] 7(PRXZR) - T,0:U, (Aj—B;) by A
P& 1y

i)
t5((PRXZQ)P [v] F(PRXXR)) - T+ A

(imp)

(\imp-ins) :: PRXX(QB[z]JR) = (PRXZQ) B [z] 7(P&XZR), x # z. Notice that QB [z] R in
the left-hand term is not typed using (UL) towards x, since it does not introduce x. So the
only possibility is that the cut propagates towards an intersection, which is safe.

(xcut) :: PRXZ(QB 1 jR) — (PAXTQ) B F(PRXZR). As above. O

To conclude, we will now define a notion of context assignment that will prove to be closed
to reduction with respect to CBV reduction. Since the definition is in idea and concept entirely
dual to the restriction for CBN defined above, we will just focus on the differences.
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Definition 6.5 The context assignment rules for I, are as those in Definition 3.7, except for:

P: Ik aAA AR A
(cut) : 1AV — 1 Qoh vz (for inactive and left-activated cuts)
Pu T XQ . Flﬂrz l—v A1UA2

P: Ik aAA c AR A
(X): 1AV — 1 Quh v/ (A not a union type, a introduced)
PEXXQ: - IINh K AjUA,

P: T aA;,AN, (Vien
(ﬂR) : LY ibi ) (n >0, a introduced in P)
P:. ﬂﬂl—;‘ H D(ZﬂﬂAi,UﬂAi

From the fact that the side-condition of rule (NR) is not preserved under witness expansion,
we can easily verify that this notion of type assignment is not closed under that operation.

We will see that the addition of rule (X) solves the problem of ‘right propagation into union’
in the context of CBV reduction, and that the restriction on rule (UL) solves ‘left propagation
into intersection’.

Below, we need the following property.

Lemma 6.6 If D:: P .- Tk a:UyA;, A is proper and o is introduced in P, then P - Tk a:Aj, A for
some jEn.

Proof: We look at the two cases:

P = (x-a) :: then there exists I'",A’ and proper A such thatI' =T"Nx:A and A = a:AUA’. But
then A = A; for some j € 1, and, by rule (Ax), also (x-a) :- ['Nx:A bk a:A, A

P= fQwa :: thereexists A’,C,Dsuch that Q ;- I',x:Chy, g:D, A, withC—D = Ajforsomeje
n,and A’ = w:UjzjenAi, B by thinning, we have Q :- I',x:C, B:D, A, so also &\Qg-zx - Th
x:C—D,A. Ul

We conclude the results of this paper by showing the second soundness result.

Theorem 6.7 (WITNESS REDUCTION FOR v WRT CBV) If P - T, A, and P —y Q, then Q :-T' I
A.

Proof: We only show the interesting cases.
(Xay) :: Pa t ¥Q — PaXxQ, if « introduced in P, and x not introduced in Q. The (proper)
derivation for the left-hand term is shaped like:

L

\ D / Q: T,x:Cik A (Vien)
P: Tk a:U,Ci, A Q:I'xU,Cilx A
PRtXQ: Th A

(cut)

and D is proper. Since « is introduced in P, by Lemma 6.6, P ;- I' iy, a:C;, A for some j€n;
since Q :- I, xa:C; I, A is part of the derivation on the left-hand side, we can derive:

\ ] J

P:ThaC,d  Q:iT,xCikA
PAxxQ:-Th A

Notice that the right-activated cut is typed correctly, since the side-condition to rule (X)
is satisfied.
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-~

(exp-outs /) :: (JPB-a)& *XQ — (J(P& /XQ)B-v)7 t XQ, with 7 fresh. Notice that y, ¢
R

fc(Q). Assume (NR) has been used for 7P B

\ Di /
P F,y:Ai F IB:Bl‘,LX:Ai—>Bi,A

a SR)

yPB-a:-TH a:A;j—B;, A (Vien) R) \ Dy /
]//\PB\%X o DC:ﬂﬂ(Ai—>Bi),A Q: F,x:ﬁﬂ(Ai—>Bi) H A

(JPB-a)&a fXQ Tk A

(cut)

Notice that then « is introduced, so, in particular, does not occur in P. Then, by thinning
and weakening we can derive P :- I',y:A; - B:Bj,a: L, A, and we can construct:

\ ]
P: T, yAi-BB,a: L, A Q: I xlkA E )t)
cu
PZX\/(J/C\Q e r,]/:Aj ~ ﬁ:Bi,A (Vleﬂ) (ﬂR) \ D, /
ﬁ(Pﬁf}?Q)B-’y - TFyn,(A;—B;),A Q:T,xN,(Ai—B) K A

(7(PEFZQ)B-7)71%Q: T A

(exp-ins /) :: (JPB-v)& /XQ — J(P& /XQ) B-7y, with y # . Notice that (NR) has not been
used for P -+, since it does not introduce a. Similar for (imp /), and (cut /).

(Xexp), (\imp-outs), (X\imp-ins), (\cut) :: As above, rule (X) excludes that (UL) has been
used. U

7 Conclusions

We have seen that it is straightforward to define a natural notion of context assignment to the
sequent calculus & that uses intersection and union types. This system was shown natural in
that we were able to show that witness expansion - the main reason to use either intersection
or union - follows easily, and that both intersection and union play their natural and crucial
role in the proof of that property.

However, somewhat surprisingly, this ease is not paired with soundness with respect to
witness reduction. As in similar notions for the A-calculus, combining union and intersection
types breaks the soundness of the system. We have isolated the problem cases, and seen that
it is exactly the non-logical behaviour of both type constructors that causes the problem. We
have looked at a number of restrictions for either CBN or CBV reduction that overcome this
defect, but all with the loss of the witness expansion result.

This implies that it is impossible to define a semantics using types for X, even for the two
confluent sub-reduction systems.

The problem of strong normalisation is still open.
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