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Abstract

We investigate the notion of orchestrated compliance for client/server interactions in the context of session contracts. The orchestrators we study have unbounded buffering capabilities and, besides never sending messages which have not been received, are such that any message from the client is eventually delivered by the orchestrator to the server. Moreover no infinite interaction might consist definitely of messages from the server which are kept by the orchestrator. The subcontract relation induced by this new notion of compliance is also investigated.
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1 Introduction

Session types and contracts are two formalisms used to study client/server protocols. Session types have been introduced in [1] as a tool for statically checking safe message exchanges through channels. Contracts as proposed in [2, 3, 4] are a subset of CCS without τ that address the problem of abstractly describing behavioural properties of systems by means of process algebra. In between these two formalisms lie session contracts as introduced in [5, 6, 7, 8], a formalism interpreting session types into a subset of contracts.

In the theory of contracts, as well as in the formalism of session contracts, the notion of compliance plays a central role. A client ρ is called strongly compliant with a server σ (written as ρ ⊣ σ) whenever all of its requests are satisfied by the server without ever blocking in any infinite interaction. Now it might be the case that client satisfaction fails just because of a difference in the order in which the partners exchange information, or because one of them provides some extra unneeded information.

Consider the example of a meteorological data processing system (MDPS) that is permanently connected to a weather station to which it sends, according to its processing needs, particular data requests. For the sake of simplicity, we consider just two particular requests, namely for temperature and humidity. After sending the requests, the MDPS expects to receive the data in the order they were sent. In the session-contracts formalism the interface for this simplified MDPS can be stated as follows:

\[
\text{MDPS} = \text{rec}\, x.\text{tempReq}:@\text{humReq}:@\text{temperature}:@\text{humidity}:@x
\]

¹ They were dubbed session behaviours in [5, 6]. For sake of uniformity and since session contract sounds more appealing, we adhere here to this name.
(Here, as in CCS, a symbol like ‘a’ stands for on input action, whereas \( \pi \) denotes the corresponding output). We assume a weather station to be able to send back the asked-for information in the order decided by its sensors, interspersed with information about wind speed:

\[
\text{WeatherStation} = \text{rec}_{x}. \text{tempReq}, \text{humReq}. (\text{temperature}, \text{humidity}, \text{wind}, x \\
\oplus \text{humidity}, \text{temperature}, \text{wind}, x)
\]

With respect to strong compliance we have that \( \text{MDPS} \not\vdash \text{WeatherStation} \), since the client \( \text{MDPS} \) has no input action for the wind data, and also because it might happen that temperature and humidity data are delivered in a different order than expected by the MDPS. A natural solution is to devise a process that acts as a mediator (here called orchestrator) between the client and the server, coordinating them in a centralised way in order to make them compliant. This sort of solution is the one adopted in the practice of web-service interaction, in particular for business processes, where the notion of orchestration has been introduced and developed:

"Orchestration: Refers to an executable business process that may interact with both internal and external web services. Orchestration describes how web services can interact at the message level, including the business logic and execution order of the interactions." [9]

In the context of the theory of contracts, this solution has been formalised and investigated by Padovani in [10], where orchestrators are processes that cannot affect the internal decisions of the client nor of the server, but can affect the way their synchronisation is carried out.

The communicating actions performed by an orchestrator have the following forms:

\( \langle a, \pi \rangle \) (resp. \( \langle \pi, a \rangle \)): the orchestrator gets \( a \) from the client (resp. server) and immediately delivers it to the server (resp. client) in a synchronous way.

\( \langle a, \varepsilon \rangle \) (resp. \( \langle \varepsilon, a \rangle \)): the orchestrator gets \( a \) from the client (resp. server) and stores it in a buffer.

\( \langle \pi, \varepsilon \rangle \) (resp. \( \langle \varepsilon, \pi \rangle \)): the orchestrator takes \( a \) from the buffer and sends it to the client (resp. server).

So an orchestrator enabling compliance for our example is

\[
f = \text{rec}_{x}. (tR, \overline{tR}). (hR, \overline{hR}). (\langle \varepsilon, t \rangle. \langle \pi, h \rangle. (\langle w, w \rangle. x \\
\vee \langle \varepsilon, h \rangle. (\overline{t}, t). (\overline{\pi}, \langle w, w \rangle. x))
\]

where \( tR, hR, t, h \), and \( \varepsilon \) stand for tempReq, humReq, temperature, humidity, and wind, respectively. The orchestrator \( f \) rearranges the order of messages when necessary, and retains the wind information, not needed by MDPS.

The orchestrator \( f \) is not a valid orchestrator according to [10]: indeed the wind information is discarded by never delivering it to the client, so that the buffer corresponding to \( f \) must be unbounded. Unbounded buffers are not allowed in [10], where boundedness is essential to guarantee decidability of the compliance relation and the possibility of synthesising orchestrators.

We investigate the notion of orchestrated compliance in the setting of session contracts, even in presence of unbounded buffering capabilities of orchestrators. In this system it will be possible to prove that

\[
\text{MDPS} \vdash_{\|} \text{WeatherStation}
\]
i.e. that MDPS and WeatherStation are compliant when their interaction is mediated as \( f \) (also denoted by \( f: \text{MDPS} \vdash \text{WeatherStation} \)).

In a two-parties session-based interaction, the choice among several continuations always depends on exactly one of the two actors. Hence session orchestrators are designed so that internal decisions of the parties are unaffected by the orchestration and any non-deterministic choice depends solely on the partners. This is obtained by restricting the syntax for orchestrators such that for instance orchestrators like \( \langle \varepsilon, a \rangle . t_1 \lor \langle b, \varepsilon \rangle . t_2 \) are not allowed. In fact, in the latter orchestrator, the choice of receiving an input from the client or from the server would not depend on the partners.

In our system we aim at ruling out certain fake complying interactions, like between the client \( a \) and the server \( a \) through the orchestrator \( \langle a, a \rangle . \langle b, \varepsilon \rangle \). In this case the client gets the illusion that all its requests are satisfied, whereas its output \( b \) never reaches the server, being indefinitely kept inside the orchestrator’s buffer. While in the contract setting of [10] such interactions are allowed and these parties are compliant, in our context we forbid orchestrators behaving like \( \langle a, a \rangle . \langle b, \varepsilon \rangle \) which never deliver a message from the client to the server.

Another sort of fake compliance we will prevent is that between a client like \( a \) and a server like \( a \) by means of the orchestrator \( \langle a, a \rangle . \langle b, \varepsilon \rangle \). This is because this interaction would go on indefinitely even if after the satisfaction of the first client’s request, the orchestrator indefinitely stores all the server’s messages. Such unwanted behaviour of an orchestrator is automatically ruled out in [10] by the boundedness constraint on buffers, while we admit unbounded buffers. On the other hand, as done also in [10], we rule out orchestrators sending messages that they have never received.

All the properties characterising well-behaved orchestrators, which we shortly dub respectfulness, will be shown to be decidable. Turning to the meteorological example, it turns out that the orchestrator \( f \) for MDPS and WeatherStation is respectful. As a matter of fact, respectfulness is introduced as a property of traces of orchestrated interactions; an orchestrator is respectful if its traces, that include those of the system of the the parties and the orchestrator, are such. The class of respectful orchestrators, however, does not admit a simple, ‘inductive’ characterisation. Nonetheless, whether an orchestrator \( f \) is respectful is decidable, as well as the relation \( \vdash_f \).

The relation of orchestrated compliance through a (respectful) orchestrator \( f \) does naturally induce an orchestrated subcontract relation on servers, that we dub \( \preceq_f \). In any theory of subcontracts, given a compliance relation, the induced subcontract relation is quite relevant for practical applications, since the implementation of contract-based query engines can exploit properties of this relation.

We prove a number of properties of the relation \( \preceq_f \), including decidability, duals-as-minima and a parametrized form of transitivity. All properties are obtained as consequences of what we call the Main Property:

\[
\rho \vdash_f \sigma \quad \& \quad \tau \vdash_f \tau' \implies \rho \vdash_{(f \bigtriangleup g)} \sigma'
\]

where \( \bullet \) is an appropriate composition operation. The proof of the Main Property is relatively simple when orchestration is not considered. In our context, instead, its proof turns out to be rather complex. In fact, one has to show not only that \( f \bullet g \) correctly orchestrates the interactions between \( \rho \) and \( \sigma' \), but also that it is a respectful orchestrator when \( f \) and \( g \) are so, which is actually the case in the hypothesis of the Main Property.

A natural generalisation of the relation \( \preceq_f \) is \( \sigma \preceq_f \sigma' \), which holds if there exists a respectful \( f \) such that \( \sigma \preceq_f \sigma' \). This subcontract relation can be obtained via a compliance relation \( \vdash_f \) which is the union of all the \( \vdash_f \) relations. As is the case for \( \preceq_f \), \( \preceq_f \) is decidable if and only if \( \vdash_f \) is such.
To face the issue, in [11] we have proposed an algorithm aiming at synthesising a respectful orchestrator \( f \), if any such an orchestrator exists, such that \( \rho \vdash \sigma \), and failing otherwise. Although that algorithm is sound, it cannot be proved to be complete: see Remark 6.13 for more details.

In [12] a notion of compliance weaker than strong compliance was introduced: a client is compliant with a server also when outputs from the server which do not correspond to any input request by the client must be discarded (‘skipped’) until the satisfaction state is reached. This weaker compliance relation was dubbed skp-compliance, and denoted by the symbol \( \vdash_{\text{skp}} \). In [12] a discussion can be found about why it would be unreasonable to skip an input action (roughly since the continuation of a computation could depend on it) or an output from the client (which, according to the client-biased viewpoint of compliance in general, are ‘requests’ that must be satisfied).

For such a relation, the MDPS client defined in the introduction is compliant with the following version of the server \( \text{WeatherStation} \):

\[
\text{WeatherStationII} = \text{rec} \ x \ . \ \text{tempReq} \ . \ \text{humReq} \ . \ \text{temperature} \ . \ \text{humidity} \ . \ \text{wind} \ . \ x
\]

which, after satisfying the requests of the client in the given order, sends to it the useless output \( \text{wind} \). That is MDPS \( \vdash_{\text{skp}} \\text{WeatherStationII} \).

As shown in [12], the relation \( \vdash_{\text{skp}} \) is decidable and enjoys all the desirable properties of strong compliance \( \vdash \). Hence in a service-oriented programming scenario it can be used to widen the spectrum of the possible servers one can use.

Whenever a server \( \sigma \) is found for a client \( \rho \) such that \( \rho \vdash_{\text{skp}} \sigma \), the full-handshaking communication mechanism of \( \rho \) should be modified in order to prevent the client from blocking in case of an unneeded output from \( \sigma \), which should instead be discarded. Changing the communication mechanism of a client according to the sort of compliance relation that holds with its server could result in unfeasible overhead. In case a client \( \rho \) were found to be skp-compliant with a server, it would be definitely more feasible just to have their communications mediated by an orchestrator, whose task would be just to discard the unneeded outputs from the server. In the orchestrator formalism this corresponds to keeping them indefinitely in an unbounded buffer. We shall then prove the relation of skp-compliance to be equivalent to a restricted version of our orchestrated compliance, that we dub skp-0rch-compliance. Moreover, for skp-0rch-compliance, it is possible to define a correct and complete synthesis algorithm finding a suitable orchestrator for a client \( \rho \) and a server \( \sigma \) in case they are skp-0rch-compliant.

The present paper is a revised and extended version of [11], where the proofs concerning the results for the relations \( \rho \vdash_{\text{skp}} \sigma \) were sketched, and where the relations \( \vdash_{\text{0rch}} \) were not taken into account. Also the equivalence of \( \vdash_{\text{skp}} \) with the relation of skp-0rch-compliance was not shown in [11]. As mentioned previously, in [11] a synthesis algorithm for orchestrators for the relation \( \vdash \) was claimed to be complete; but actually just its soundness can be proved, as will be discussed in this paper.

**Overview of the paper** In Section 2 we will introduced and formalise the notion of orchestrator, together with the relation \( f : \rho \vdash_{\text{d}} \sigma \) on which the relation of orchestrated compliance is based. A formal system for the relation \( f : \rho \vdash_{\text{d}} \sigma \) will be presented in Section 3 where it will also be proved to be sound and complete. Out of the proof of completeness of the formal system for \( f : \rho \vdash_{\text{d}} \sigma \), we shall get the proof of decidability for such a relation. This proof is based also on another, equivalent, formal system. It will be formalised and proven equivalent in Appendix A. In Section 4 we shall formalise the notion of respectfulness for orchestrators. This will enable us to define the relation \( f : \rho \vdash \sigma \) in terms of \( f : \rho \vdash_{\text{d}} \sigma \) and
of the respectfulness property for orchestrators. Decidability of the respectfulness property will be proved in Subsection 4.1, thus enabling to get decidability for \( f : \rho \rightarrow \sigma \) as a corollary of decidability of the formal system for \( f : \rho \rightarrow^a \sigma \) and decidability of the respectfulness property. The orchestrated subcontract relation \( \leq \) will be formalised in Section 5 and several results about it will be proved, like decidability, dual-as-minimum, and transitivity. Also \( \leq \) will be investigated in Section 5. Most of the results of this section will be obtained out of what we call the Main Property; since its proof rather is complex, we shall postpone it to Appendix B. Section 6 will deal with the proof of equivalence for the relations of skp-compliance and skp-orch-compliance. In that a section a synthesis algorithm will be provided for orchestrators for the relation of skp-orch-compliance. The algorithm will be proved correct and complete in Appendix C. Conclusions, related and future work will be the topic of Section 7.

2 Session contracts, Orchestrators and Disrespectful orchestrated compliance

Session contracts are a restriction of contracts [3, 4]. They are designed to be in one-to-one correspondence to session types [1] without delegation (in [5, 6] a version with delegation was investigated). The restriction consists in constraining internal and external choices in a way that limits the non-determinism to (internal) output selection.

Definition 2.1 (Session Contracts)  
i) Let \( N \) be a countable set of symbols and \( \overline{N} = \{ \overline{a} \mid a \in N \} \). The set RSC of raw session contracts is defined by the grammar in Figure 1, where:

- for external and internal choices, \( n \geq 1 \) and \( a_i \in N \) (hence \( \overline{a_i} \in \overline{N} \)) for all \( 1 \leq i \leq n \);
- the variable \( x \) is a session-contract variable out of a denumerable set; we consider occurrences of \( x \) in \( \sigma \) bound in \( rec.x.\sigma \). An occurrence of \( x \) in \( \sigma \) is free if it is not bound, and we write \( fv(\sigma) \) for the set of free variables in \( \sigma \). \( \sigma \) is said to be closed whenever \( fv(\sigma) = \emptyset \).

\[ \text{Act} = N \cup \overline{N} \text{ is the set of actions.} \]

ii) The set SC of session contracts is the subset of closed raw session contracts such that in \( a_1.\sigma_1 + \cdots + a_n.\sigma_n \) and \( \overline{a_1}.\overline{\sigma_1} + \cdots + \overline{a_n}.\overline{\sigma_n} \), the \( a_i \)'s and the \( \overline{a_i} \)'s are, in both, pairwise distinct; moreover, in \( rec.x.\sigma \) the expression \( \sigma \) is not a variable.

As usual, we abbreviate \( a_1.\sigma_1 + \cdots + a_n.\sigma_n \) by \( \sum_{i=1}^n a_i.\sigma_i \), and \( \overline{a_1}.\overline{\sigma_1} + \cdots + \overline{a_n}.\overline{\sigma_n} \) by \( \sum_{i=1}^n \overline{a_i}.\overline{\sigma_i} \). We also use the notations \( \sum_{i \in I} a_i.\sigma_i \) and \( \sum_{i \in \overline{I}} \overline{a_i}.\overline{\sigma_i} \) for finite and non-empty \( I \). We take the equi-recursive view of recursion, by equating \( rec.x.\sigma \) with \( \sigma\{x/rec.x.\sigma\} \).

The trailing 1 is normally omitted: for example, we will write \( a+b \) for \( a.1+b.1 \). Session contracts will be considered modulo commutativity of internal and external choices.

The operational semantics of session contracts is given in terms of a labeled transition system (LTS) \( \sigma \xrightarrow{\alpha} \sigma' \) where \( \sigma,\sigma' \in \text{SC} \) and \( \alpha \) either belongs to a set of actions Act or is an

---

\[
\sigma,\rho ::= 1 \quad \text{success} \\
\mid a_1.\sigma_1 + \cdots + a_n.\sigma_n \quad \text{external choice} \\
\mid \overline{a_1}.\overline{\sigma_1} + \cdots + \overline{a_n}.\overline{\sigma_n} \quad \text{internal choice} \\
\mid x \quad \text{variable} \\
\mid rec.x.\sigma \quad \text{recursion}
\]

Figure 1: The grammar of raw session-contracts
internal action \( \tau \).

**Definition 2.2** (LTS for Session Contracts) We define the labelled transition system (LTS) \((\text{SC}, \text{Act}, \rightarrow)\) by the rules:

\[
\begin{align*}
\alpha_1.\sigma_1 \oplus \cdots \oplus \alpha_n.\sigma_n & \rightarrow \sigma_1.\sigma_k \quad (n \geq 2) \\
\alpha.\sigma & \rightarrow \sigma \\
a_1.\sigma_1 + \cdots + a_n.\sigma_n & \xrightarrow{\alpha_k} \sigma_k \quad (n \geq 1)
\end{align*}
\]

where \(1 \leq k \leq n\), and \(\sigma \xrightarrow{\alpha} \sigma'\) is short for \((\sigma, \alpha, \sigma') \in \rightarrow\). We shall use \(\rightarrow\) as shorthand for \(\xrightarrow{\tau}\) and \(\xrightarrow{\text{rec}}\) for \(\rightarrow^*\), \(\xrightarrow{\text{rec}}\) with \(\alpha \in \text{Act}\).

Notice that reduction is not defined through contextual rules, so reduction only takes place at the ‘top’ level. Thereby, it is impossible for \(\text{rec}.x.\sigma\) to unfold more than once without consuming a guard (remember that \(\sigma\) is not a variable): so recursion is contractive in the usual sense. We will safely assume that no two consecutive \(\text{rec}\) binders (as in \(\text{rec}.y.\sigma\)) are present in a session contract.

We observe that \(\xrightarrow{\text{rec}}\) is well defined, in that if \(\sigma \in \text{SC}\) and \(\sigma \xrightarrow{\alpha} \sigma'\) (or \(\sigma \rightarrow \sigma'\)), then \(\sigma' \in \text{SC}\).

**Session orchestrators** As has been done in [10] in the context of the theory of contracts, we will investigate the notion of compliance when the interaction between a client and a server is mediated by an orchestrator. Different from the broad contract setting, the session setting we are in induces some natural restrictions to the syntax of orchestrators, making it safe to have orchestrators with unbounded buffers. Moreover, it is possible to check whether any output from the client is eventually delivered by the orchestrator to the server, as well as whether there might be an infinite interaction which falsely progresses because it is made only of outputs from the server to the orchestrator (see Section 4).

The set of actions an orchestrator can perform, which we take from [10], have been informally described in the introduction.

**Remark 2.3** One could wonder whether just asynchronous orchestration actions can be taken into account, since any \(\langle a,\pi \rangle\) action can be safely mimicked by two asynchronous ones, namely \(\langle a,\epsilon \rangle.\langle \epsilon,\pi \rangle\) (similarly for \(\langle \epsilon,\pi \rangle\)). A difference in fact would arise only for what concerns implementation, since the protocol for a synchronous exchange would not involve the use of a buffer, which is instead necessary for asynchronous actions. Such an implementation issue seems unlikely to be related to our theoretical treatment. In contrast, we shall point out in Section 4 (Remark 4.5) how implementation-related aspects might affect our formalisation.

It can be reasonably argued that orchestrators must not show any internal non-determinism. While considering the session-based interactions in our setting, such an assumption should be further strengthened, keeping in mind that, in a session-based client/server interaction, any possible non-determinism is due only to the internal non-determinism of the two partners. We therefore define **session-orchestrators** enforcing this point of view. It follows that the only choice we allow in session-orchestrators (represented by ‘\(\lor\)’ in expressions like \(f \lor g\)) is an external one, and is necessarily driven by the internal choice of one of the two partners. This implies that the actions immediately exhibited by \(f\) and \(g\) in an orchestrator like \(f \lor g\) must have the same direction, i.e. must belong to just one of the two subsets \(\{\langle \epsilon,\epsilon \rangle, \langle \epsilon,\pi \rangle \mid a \in N\}\) or \(\{\langle \epsilon,\epsilon \rangle, \langle \pi,\epsilon \rangle \mid a \in N\}\). Besides, orchestration actions of the form \(\langle \pi,\epsilon \rangle\) or \(\langle \epsilon,\pi \rangle\) must be used just as prefixes \(\mu\) in orchestrators like \(\mu.f\). The other ruled-out cases, like \(\langle \epsilon,\epsilon \rangle.f' \lor (\epsilon,\pi).g'\) or \(\langle \epsilon,\pi \rangle.f' \lor (\epsilon,\pi).g'\), would conflict with the session viewpoint, or, like \(\langle \epsilon,\pi \rangle.f' \lor (\epsilon,\pi).g'\), would be meaningless according to the syntax of session contracts.
We now formally define orchestration actions by partitioning them into different syntactic categories.

**Definition 2.4 (Session-orchestration actions)** We define $\text{OrchAct}$ as the set of *session-orchestration actions* $\mu$ described by the following grammar (where $a \in \mathcal{N}$ and $\overline{a} \in \overline{\mathcal{N}}$):

\[
\begin{align*}
\mu &= t_L \mid t_R \mid o \\
t_L &= \langle a,e \rangle \mid \langle a, \overline{a} \rangle \\
t_R &= \langle e,a \rangle \mid \langle \overline{a}, a \rangle
\end{align*}
\]

We let $\mu, \mu', \mu_1, \ldots$ range over orchestration actions, and $\mu$ over both finite sequences $\mu_1 \ldots \mu_n$ in $\text{OrchAct}^*$ and infinite sequences $\mu_1 \ldots \mu_n \ldots$ in $\text{OrchAct}^\omega$.

Session orchestrators are now defined as follows.

**Definition 2.5 (Session Orchestrators)** The set $\text{Orch}$, ranged over by $f, g, h, \ldots$, of *session orchestrators* (or *orchestrators* for short) is the subset of closed orchestrator expressions, the latter being generated by the grammar:

\[
\begin{align*}
f, g &= 1 \\
&\mid t_L.f_1 \lor \cdots \lor t_L.f_n \quad (n \geq 1) \\
&\mid t_R.f_1 \lor \cdots \lor t_R.f_n \quad (n \geq 1) \\
&\mid o.f \\
&\mid x \\
&\mid \text{rec } x.f
\end{align*}
\]

where recursion is *contractive*, namely the $f$ in $\text{rec } x.f$ is not a variable.

The expression $1$ represents the orchestrator offering no action. $o.f$ offers just the orchestration action of the category $o$ and continues as $f$, whereas $t_L.f_1 \lor \cdots \lor t_L.f_n$ and $t_R.f_1 \lor \cdots \lor t_R.f_n$ offer $n$ (uni-directional) actions of the syntactical categories, respectively, $t_L$ and $t_R$. Recursive orchestrators can be expressed by means of the rec binder and recursion variables, in the usual way. As for session contracts, orchestrators are defined as to have recursion variables guarded by at least one orchestration action. As for session contracts, unless specified otherwise, we take an equi-recursive point of view of orchestrators, so identifying $\text{rec } x.f$ and $f\{x/\text{rec } x.f\}$.

We now define the operational semantics of orchestrators as an LTS.

**Definition 2.6 (LTS for Orchestrators)** We define the labelled transition system $(\text{Orch}, \text{OrchAct}, \xrightarrow{\mu})$ by

\[
\begin{align*}
\mu.f &\xrightarrow{\mu} f \\
f, g &\xrightarrow{f \lor g} f' \\
g &\xrightarrow{g \lor f} g'
\end{align*}
\]

Given a sequence $\mu$, we write $f \xrightarrow{\mu}$ whenever $f \xrightarrow{\mu_1} f_1 \xrightarrow{\mu_2} \cdots \xrightarrow{\mu_n} f_n$ if $\mu = \mu_1 \ldots \mu_n \in \text{OrchAct}^*$, or $f \xrightarrow{\mu_1} \cdots \xrightarrow{\mu_n} f_n \xrightarrow{\mu_{n+1}} \cdots$ if $\mu = \mu_1 \ldots \mu_n \cdots \in \text{OrchAct}^\omega$. We write $f \not\xrightarrow{\mu}$ if there is no $\mu$ such that $f \xrightarrow{\mu}$.

**Definition 2.7 (Orchestrator Traces)** Let $f \in \text{Orch}$.

i) The set $\text{Tr}(f) \subseteq (\text{OrchAct}^* \cup \text{OrchAct}^\omega)$ of *traces of $f$* is defined by:

\[
\text{Tr}(f) = \{ \mu \mid f \xrightarrow{\mu} \}.
\]
ii) The set \( \text{MaxTr}(f) \subseteq (\text{OrchAct}^* \cup \text{OrchAct}^\infty) \) of maximal traces of \( f \) is defined by:

\[
\text{MaxTr}(f) = \{ \mu \in \text{Tr}(f) \mid \exists f' [f \stackrel{\mu}{\rightarrow} f' \not\rightarrow] \text{ or } \mu \in \text{OrchAct}^\infty \}
\]

As in [10], we define an orchestrated system as a triple \( (\rho, f, \sigma) \) (written \( \rho \parallel f \sigma \)) that represents \( \rho \) (the client) and \( \sigma \) (the server) interacting with each other under the supervision of \( f \) (the orchestrator).

**Definition 2.8 (Operational semantics of orchestrated systems)** The operational semantics of orchestrated systems is defined as follows:

\[
\begin{align*}
\rho \stackrel{\tau}{\rightarrow} \rho' & \quad \sigma \stackrel{\tau}{\rightarrow} \sigma' & \quad \rho \parallel f \sigma \stackrel{\tau}{\rightarrow} \rho' \parallel f \sigma' \\
\rho \parallel f \sigma \stackrel{\tau}{\rightarrow} & \quad \rho \parallel f \sigma' \\
\rho \parallel f \sigma \rightarrow_{\text{OrchAct}} & \quad \rho' \parallel f \sigma'
\end{align*}
\]

We write \( \frac{\mu}{\rho} \) for \( \stackrel{\scriptscriptstyle \mu}{\tau} \stackrel{\scriptscriptstyle \mu}{\tau} \cdots \stackrel{\scriptscriptstyle \mu}{\tau} \), and \( \frac{\mu}{\rho} \) for \( \frac{\mu_1}{\rho} \odot \cdots \frac{\mu_n}{\rho} \) (resp. \( \frac{\mu_1}{\rho} \odot \cdots \frac{\mu_n}{\rho} \)) if \( \mu \) is finite (resp. infinite).

The notation \( \rho \parallel f \sigma \rightarrow \) will be used for either \( \rho \parallel f \sigma \stackrel{\tau}{\rightarrow} \) or \( \exists \mu [\rho \parallel f \sigma \stackrel{\mu}{\rightarrow}] \).

Notice that for the operational semantics of orchestrated systems we have defined labelled reductions instead of a reduction relation (as done in [10]). We label orchestrated-systems' transitions by the orchestration actions which make them possible, since in our setting we need to check for particular conditions of orchestrator buffers after the evolution of an orchestrated system. A buffer can be explicitly coupled with an orchestrator or can be represented implicitly by the actions performed by the orchestrator. The latter is the choice of [10], that we maintain.

### 2.1 Disrespectful Orchestrated Compliance

We now define a notion of compliance which is coarser than expected because of possible unfair behaviour of the orchestrators, which will be refined in Section 4.

**Definition 2.9 (Disrespectful Orchestrated Compliance)** We define:

i) \( f : \rho \rightarrow^{\sigma} \sigma' \triangleq \) for any \( \mu, \rho', \sigma' \) and \( f' \), the following holds:

\[
\rho \parallel f \sigma \stackrel{\mu}{\rightarrow} \rho' \parallel f' \sigma' \quad \text{implies} \quad \rho' = 1.
\]

ii) \( \rho \rightarrow^{\sigma} \sigma' \triangleq \exists f [f : \rho \rightarrow^{\sigma} \sigma'] \).

**Strict Orchestrators** When investigating the relation of disrespectful orchestrated compliance (and the respectful one as well), we can actually take into account a restricted class of orchestrators.

**Definition 2.10 (Strict Orchestrators)** An orchestrator \( f \) is said to be \( \rho-\sigma \text{ strict} \) whenever, for any finite \( \mu, f \stackrel{\mu}{\rightarrow} \) implies \( \rho \parallel f \sigma \stackrel{\mu}{\rightarrow} \).

---

2 The definition of strict orchestrator is closely related to that of relevant orchestrator of Def. 3.3 in [10], where the subcontract relation for the general contract formalism is investigated.
Example 2.11 For instance, let us consider \( f : \text{rec} \cdot x \cdot a \cdot x \rightarrow^* \text{rec} \cdot x \cdot \mu \cdot x \cdot x \). The orchestrator \( f = \text{rec} \cdot x \cdot (\langle \mu, a \rangle \cdot x \lor \langle \varepsilon, c \rangle \cdot x) \) is not strict, since \( f \rightarrow^*(\langle \mu, a \rangle \cdot x) \), but \( \text{rec} \cdot x \cdot a \cdot x \rightarrow f \cdot \text{rec} \cdot x \cdot \mu \cdot x \rightarrow^*(\langle \mu, a \rangle \cdot x) \). In fact, the set \( \mathcal{T} \) is equal to the set \( \mathcal{T} = \{ (\langle \mu, a \rangle \cdot x, 1) \} \). We manage to obtain \( f^* \) out of the non-strict \( f \) via an algorithm, that consists of a recursive pruning of \( f \), which is a regular tree. In the following we identify \( \mathcal{T} = \emptyset \) with \( 1 \).

Proposition 2.12 Let \( f : \rho \rightarrow^* \sigma \). Then it is possible to compute a \( \rho \)-\( \sigma \)-strict orchestrator \( f^* \) such that \( f^* : \rho \rightarrow^* \sigma \).

Moreover if \( f \) is \( \rho \)-\( \sigma \)-strict then \( f = f^* \), hence it is unique.

Proof: We design an algorithm \( A(f, \rho, \sigma, B) \) that takes as input an orchestrator \( f \), the contracts \( \rho, \sigma \), and a finite set of triples \( B = \{ (f_1, \rho_1, \sigma_1), \ldots, (f_n, \rho_n, \sigma_n) \} \), returning an orchestrator expression, as follows:

\[
A(1, \rho, \sigma, B) = 1 \\
A(\bigvee_{i \in \mathcal{I}} \mu_i \cdot f_i, \rho, \sigma, B) = \bigvee \{ \mu_i \cdot A(f_i, \rho_k, \sigma_k, B) \mid f \| f \cdot \rho \rightarrow \rho \| \rightarrow f_k \cdot \sigma_k \} \\
A(\text{rec} \cdot x \cdot f, \rho, \sigma, B) = \left\{ \begin{array}{ll}
x & \text{if } (\text{rec} \cdot x \cdot f \cdot x, \rho, \sigma, B') \in B \\
\text{rec} \cdot x \cdot A(f \cdot \text{rec} \cdot x \cdot f \cdot x, \rho, \sigma, B') & \text{otherwise}
\end{array} \right.
\]

where \( B' = B \cup \{ (\text{rec} \cdot x \cdot f, \rho, \sigma) \} \) and we assume that \( x \) is new (taking the alphabetic change \( \text{rec} \cdot y \cdot f \cdot y \cdot x \) for a new \( y \) otherwise).

Notice that here we are identifying recursive orchestrators with their expansions.

Since the LTS is finitely branching and recursion in both contracts and orchestrators is guarded, the set of triples \( \{ (\mu_k, f_k, \rho_k, \sigma_k) \mid f \| f \cdot \rho \rightarrow \rho \| \rightarrow f_k \cdot \sigma_k \} \) is finite and computable.

In any run of \( A(f, \rho, \sigma, B) \), the given orchestrator \( f \) is replaced by \( f' \), \( \rho' \) and \( \sigma' \) that are sub-terms of \( f, \rho \) and \( \sigma \) respectively, and the triples in \( B' \) only contain sub-terms of \( f \), \( \rho \), and \( \sigma \), which are regular trees.

The call \( A(f', \rho', \sigma', B') \cup \{ (f', \rho', \sigma') \} \) is eventually met. Since \( \bigvee \mathcal{T} = 1 \), \( A(f, \rho, \sigma, B) \) is always defined and yields an orchestrator.

By construction we have that if \( \rho \| f \cdot \sigma \rightarrow \rho' \| f' \cdot \sigma' \) then for any \( B \) there exists \( B' \subseteq B \) such that \( \rho \| A(f, \rho, \sigma, B) \cdot \sigma \rightarrow^* \rho' \| A(f', \rho', \sigma', B') \cdot \sigma' \) and vice versa. Whence the same statement for any finite \( \mu \), by induction over its length.

Take \( f^* = A(f, \rho, \sigma, \emptyset) \). By construction \( f^* \rightarrow\| \) if and only if \( \rho \| \rho, \sigma \rightarrow\| \), namely \( f^* \) is \( \rho \)-\( \sigma \)-strict.

By the above we conclude that if \( f : \rho \rightarrow^* \sigma \) then \( f^* : \rho \rightarrow^* \sigma \).

Finally, if \( f \) is \( \rho \)-\( \sigma \)-strict then \( A(f, \rho, \sigma, B) = f \) for all \( B \), hence in this case \( f^* = f \).

We will now see how the procedure works on Example 2.11. Let

\[
f = \text{rec} \cdot x \cdot (\langle \mu, a \rangle \cdot x \lor \langle \varepsilon, c \rangle \cdot x), \quad \rho = \text{rec} \cdot x \cdot a \cdot x, \text{ and } \sigma = \text{rec} \cdot x \cdot \mu \cdot x \cdot x;
\]

then we have

\[
A(f, \rho, \sigma, \emptyset) = \text{rec} \cdot x \cdot A(\langle \mu, a \rangle \cdot x \lor \langle \varepsilon, c \rangle \cdot x, \rho, \sigma, \{ (f, \rho, \sigma) \})
\]

Since \( \rho \| \rho, \sigma \rightarrow\| \) but \( \rho \| \rho, \sigma \rightarrow\| \), we have

\[
A(\langle \mu, a \rangle \cdot x \lor \langle \varepsilon, c \rangle \cdot x, \rho, \sigma, \{ (f, \rho, \sigma) \}) = \langle \mu, a \rangle \cdot A(f, \rho, \sigma, \emptyset, \{ (f, \rho, \sigma) \})
\]
Observing that \((f, \rho, \tau, \sigma) \neq (f, \rho, \sigma)\), we have
\[
A(f, \rho, \tau, \sigma, \{(f, \rho, \sigma)\}) = \text{rec} y. A(\bar{\pi}, a). f \vee \langle \varepsilon, c \rangle. f, \rho, \tau, \sigma, \{(f, \rho, \sigma), (f', \rho, \tau, \sigma)\})
\]
where \(f' = \text{rec} y.(\bar{\pi}, a). y \vee \langle \varepsilon, c \rangle. y\) and \(y\) is a fresh variable.

This time \(\rho \parallel_{(\bar{\pi}, a). f \vee \langle \varepsilon, c \rangle. f, \rho, \tau, \sigma, B} \parallel f \sigma\) is the only possibility, so:
\[
A(\bar{\pi}, a). f \vee \langle \varepsilon, c \rangle. f, \rho, \tau, \sigma, B) = \langle \varepsilon, c \rangle. A(f, \rho, \sigma, B)
\]
where \(B = \{(f, \rho, \sigma), (f', \rho, \tau, \sigma)\}\). Now \((f, \rho, \sigma) \in B\) and \(f = \text{rec} x \cdots \) imply
\[
A(f, \rho, \sigma, B) = x
\]
Putting all together we have
\[
A(f, \rho, \sigma, \emptyset) = \text{rec} x. (\bar{\pi}, a). \text{rec} y. (\varepsilon, c). x
\]
which is equivalent to \(\text{rec} x. (\bar{\pi}, a). (\varepsilon, c). x\).

From now on, if not specified otherwise, we shall implicitly consider orchestrators to be strict.

### 3 A formal system for \(f : \rho \vdash^\# \sigma\) and its related decision procedure.

We begin by showing that the disrespectful orchestrated compliance can be coinductively characterised. Such a characterisation will correspond to an (algorithmic) formal system leading to a decision procedure for \(f : \rho \vdash^\# \sigma\).

#### 3.1 Coinductive characterisation for Disrespectful orchestrated compliance

We recall again that, when not specified otherwise, we take the equi-recursive view of recursion, by equating \(\text{rec} x. \sigma\) with \(\sigma[\text{rec} x. \sigma/x]\).

**Definition 3.1 (Coinductive disrespectul orchestrated compliance)** Let \(\vdash_k^\# | k \in \mathbb{N}\) be the family of relations over \(\text{Orch} \times \text{SC} \times \text{SC}\) such that

i) \(\vdash_0^\# = \text{Orch} \times \text{SC} \times \text{SC}\)

ii) \(f : \rho \vdash_{k+1}^\# \sigma\) if either:

a) \(\rho = 1\) and \(f = 1\); or

b) \(\rho \neq 1\), \(f : \rho \parallel \sigma \rightarrow \rightarrow\), and \(\rho \parallel f \sigma \rightarrow \rho' \parallel \rho\sigma'\) implies \(f' : \rho' \vdash_k^\# \sigma'\), for all \(f', \rho', \sigma'\).

Then we define \(\vdash_0^\# = \bigcap_{k \in \mathbb{N}} \vdash_k^\#\).

**Proposition 3.2** The relation \(\vdash_0^\#\) and the compliance relation \(\vdash^\#\) coincide, i.e.

\[f : \rho \vdash_0^\# \sigma \iff f : \rho \vdash^\# \sigma\]

**Proof:** The inclusion \(\vdash_0^\# \subseteq \vdash^\#\) is immediate. Vice versa, by contraposition, let \(f : \rho \not\vdash_0^\# \sigma\) and let \(k\) be the minimal natural number such that \(f : \rho \not\vdash_k^\# \sigma\). Then there exists a sequence of reductions

\[
\rho \parallel f \sigma \rightarrow \rho_1 \parallel f_1 \sigma_1 \rightarrow \cdots \rightarrow \rho_{k-1} \parallel f_{k-1} \sigma_{k-1}
\]
of length \(k-1\) such that \(\rho_i \parallel f_i \sigma_i \rightarrow \rightarrow\) for all \(i < k-1\) and \(f_{k-1} : \rho_{k-1} \not\vdash_k^\# \sigma_{k-1}\). Therefore \(\rho_{k-1} \neq 1\) or \(f_{k-1} \neq 1\) and \(\rho_{k-1} \parallel f_{k-1} \sigma_{k-1} \dashrightarrow\), which implies \(\rho \not\vdash_0^\# \sigma\).
\[(Ax) : \Gamma \vdash 1 : \mathbf{1} \quad \text{(Hyr)} : \quad \Gamma, f : \rho \triangleleft \sigma \Rightarrow f : \rho \triangleleft \sigma\]

\[(\text{Ctrl} \Sigma \text{-L}) : \Gamma, \langle \pi_p, \epsilon \rangle, f' : \Sigma_{i \in [a_i, p_i]} \triangleleft \sigma \Rightarrow f' : \rho_p \triangleleft \sigma \quad (p \in I)\]

\[(\text{Ctrl} \Sigma \text{-R}) : \Gamma, \langle \pi_p, \epsilon \rangle, f' : \Sigma_{i \in [a_i, p_i]} \triangleleft \sigma \Rightarrow f' : \rho_p \triangleleft \sigma \quad (p \in I)\]

\[(\text{Ctrl} \oplus \text{-R}) : \Gamma, \forall j \in [a_i, r_i] f : \rho \triangleleft \sigma_i \Rightarrow f_j : \rho_i \triangleleft \sigma_i \quad (\forall j \in I)\]

\[(\text{Ctrl} \Sigma \text{-R}) : \Gamma', \forall j \in [a_i, r_i] f : \rho \triangleleft \sigma_i \Rightarrow f_j : \rho_i \triangleleft \sigma_i \quad (\forall j \in K)\]

where \(f = \forall h \in H\langle a_i, \epsilon \rangle, f_h \rangle \cup (\forall k \in K\langle a_k, \pi_k \rangle, f_k \rangle \text{ and } \Gamma' = \Gamma, f : \oplus \in H \cup K\pi_i \rho_i \triangleleft \Sigma_{i \in [a_i, \sigma_i]}\).

\[(\text{Ctrl} \Sigma \text{-L}) : \quad \Gamma' \vdash f : \rho \triangleleft \sigma \quad \Gamma' \vdash f : \rho_i \triangleleft \sigma_i \quad (\forall i \in K)\]

where \(f = (\forall h \in H\langle a_i, \epsilon \rangle, f_h \rangle \cup (\forall k \in K\langle a_k, \pi_k \rangle, f_k \rangle \text{ and } \Gamma' = \Gamma, f : \Sigma_{i \in [a_i, \sigma_i]} \oplus \in H \cup K\pi_i \rho_i \triangleleft \sigma_i)\).

Figure 2: The formal system \(\triangleright\).

In this section we shall use ‘coinductively compliant’ as short for ‘coinductively disrespectful orchestrated compliant’.

We now define a formal system that we shall prove to axiomatically characterise the orchestrated compliance relation \(-\triangledown^\sigma\). The system is inspired to the coinductive axiomatization of subtyping of the arrow and recursive-types in [13]. As a byproduct of completeness, the system will be shown to be decidable. Hence it follows that the relation \(f : \rho \triangleleft^\sigma \sigma\) is decidable.

In the system below, the symbol \(-\triangledown^\sigma\) will be used as syntactic counterpart of the relation \(-\triangledown^\sigma\).

**Definition 3.3 (The formal system for \(-\triangledown^\sigma\))** We define a formal system to derive judgements of the form \(\Gamma \vdash f : \rho \triangleleft^\sigma \sigma\), where \(\rho, \sigma \in \text{SC}, f \in \text{Orch}\) and \(\Gamma\) is a set of assumptions of the form \(f_i : \rho_i \triangleleft^\sigma \sigma_i\).

Axioms and rules of the system are given in Figure 2; we write \(\Gamma \vdash f : \rho \triangleleft^\sigma \sigma\) if this judgement is derivable using these rules and \(\mathcal{D} :: \Gamma \vdash f : \rho \triangleleft^\sigma \sigma\) if we want to identify the derivation that shows it.

**Remark 3.4** The system of Definition 3.3 is algorithmic because it satisfies a sort of subformula property (see Lemma 3.13 below), such that the upward reconstruction of the derivation is syntax driven. It is also deterministic, but for when it is possible to choose between the axiom \(\text{(Hyr)}\) and a rule. In the algorithmic reading of the system, axiom \(\text{(Hyr)}\) takes precedence.

The algorithmic nature of the formal system above will be obtained from its the soundness and completeness theorems (3.8 and 3.14) with respect to semantics provided in the following definition. These results can be proved along the lines of a similar proof in [6], which in turn extended the proofs for algorithmic subtyping in [14].

**Definition 3.5 (A semantics for system \(\triangleright\))** i) \(\models \Gamma \equiv \forall (f : \rho' \triangleleft^\sigma \sigma') \in \Gamma \quad \{f : \rho' \triangleleft^\sigma \sigma'\};\)
\( ii) \quad \Gamma \models f : \rho \rightarrow^g \sigma \quad \Leftrightarrow \quad \Gamma \models f : \rho \rightarrow^d \sigma . \)

To facilitate the soundness and completeness proofs it is convenient to consider the following stratified version of Definition 3.5:

**Definition 3.6 (A stratified semantics for \( \vdash \))**

\( i) \quad \Gamma \models_k f : \rho \rightarrow^g \sigma \quad \Leftrightarrow \quad \forall (f : \rho' \rightarrow^g \sigma') \in \Gamma \ [f : \rho' \rightarrow^g \sigma'] ; \)

\( ii) \quad \Gamma \models_k f : \rho \rightarrow^g \sigma \quad \Leftrightarrow \quad \Gamma \models f : \rho \rightarrow^d \sigma . \)

From \( \models^d_{i+1} \subseteq \models^d_i \) we have \( \models^d_{k+1} \Gamma \) implies \( \models^d_k \Gamma \). Also, it is immediate to verify the following:

**Fact 3.7** \( \forall k \ [\Gamma \models f : \rho \rightarrow^g \sigma ] \quad \Rightarrow \quad \Gamma \models f : \rho \rightarrow^d \sigma . \)

The opposite implication of Fact 3.7 does not hold, as shown by the following example. Let us consider \( \Gamma = \{ (a,\overline{a}).1 : \overline{a}.c \rightarrow^g a \} \) and \( 1 : b \rightarrow^g 1 \). Trivially, \( \models 1 : b \rightarrow^g 1 \) does not hold. Moreover it is easy to check that \( \models \Gamma \). However, it is also possible to check that \( \models_1 \Gamma \). In fact \( (a,\overline{a}).1 : \overline{a}.c \rightarrow^g a \) (since, trivially, \( 1 : c \rightarrow^g 1 \)). So, \( \Gamma \models 1 : b \rightarrow^g 1 \) holds simply because \( \models \Gamma \), whereas we have that \( \forall k \ [\Gamma \models_k 1 : b \rightarrow^g 1] \) does not hold, since \( \models_1 \Gamma \) but \( \not\models_1 1 : b \rightarrow^g 1 \). As a matter of fact the best we can say is that if \( \Gamma \models \rho \rightarrow^g \sigma \), then \( \Gamma \models_k \rho \rightarrow^g \sigma \) for all but finitely many \( k \).

In order to prove the Completeness property, however, we will only need the following statement to hold: \( \forall k \ [\models_k f : \rho \rightarrow^g \sigma ] \quad \Leftrightarrow \quad \models f : \rho \rightarrow^d \sigma . \)

Now we can show that the formal system is sound with respect to the judgement semantics.

**Theorem 3.8 (Soundness)** If \( \Gamma \vdash \rho \rightarrow^g \sigma \), then \( \Gamma \models \rho \rightarrow^g \sigma \).

**Proof:** In view of Fact 3.7 it suffices to prove that:

\( \Gamma \models f : \rho \rightarrow^g \sigma \) implies \( \Gamma \models_k f : \rho \rightarrow^g \sigma \) for all \( k \).

We proceed by simultaneous induction over the derivation \( D :: \Gamma \vdash f : \rho \rightarrow^g \sigma \) and over \( k \). Since \( \Gamma \models_0 f : \rho \rightarrow^g \sigma \) trivially holds, we shall keep the case \( k = 0 \) implicit. We distinguish the possible cases of the last rule in \( D \).

**Case (Ax):** Then \( D \) consists of the inference

\[
\Gamma \vdash 1 : 1 \rightarrow^g \sigma \quad \text{(Ax)}
\]

and the thesis is immediate since \( 1 : 1 \rightarrow^g \sigma \) for all \( k \);

**Case (Hyp):** Then \( D \) consists of the inference:

\[
\Gamma, f : \rho \rightarrow^g \sigma \vdash f : \rho \rightarrow^g \sigma \quad \text{(Hyp)}
\]

and \( \Gamma, f : \rho \rightarrow^g \sigma \models_k f : \rho \rightarrow^g \sigma \) holds trivially for all \( k \).

**Case (Cn,\Sigma-L):** Then \( D \) has the form:

\[
\begin{array}{c}
\Gamma' \vdash f' : \rho_p \rightarrow^g \sigma \\
\hline
\Gamma' \vdash (\overline{a}_p, e), f' : \Sigma_{i \in I} a_i \rho_i \rightarrow^g \sigma
\end{array} \quad \text{(Cn,\Sigma-L)}
\]

where \( \Gamma' = \Gamma, (\overline{a}_p, e), f' : \Sigma_{i \in I} a_i \rho_i \rightarrow^g \sigma \).

We have to prove that \( \Gamma \models_k (\overline{a}_p, e), f' : \Sigma_{i \in I} a_i \rho_i \rightarrow^g \sigma \) for all \( k \).
Let \( k > 0 \); assume, by induction over \( k \), that \( \Gamma \vdash \vdash k^{-1} \langle \pi_p, \varepsilon \rangle. f' : \Sigma_{i \in I} a_i. p_i \vdash \sigma' \). If \( \Gamma \vdash \vdash k \), then \( \vdash \vdash k^{-1} \Gamma \), which implies \( \langle \pi_p, \varepsilon \rangle. f' : \Sigma_{i \in I} a_i. p_i \vdash \sigma' \) and hence \( \vdash \vdash k^{-1} \Gamma' \), since \( \Gamma' = \Gamma \langle \pi_p, \varepsilon \rangle. f' : \Sigma_{i \in I} a_i. p_i \vdash \sigma' \). By induction over \( D \) we know that \( \Gamma' \vdash \vdash h f' : \rho_p \vdash \sigma' \) for \( p \in I \) and for all \( h \), hence \( \Gamma' \vdash \vdash k^{-1} f' : \rho_p \vdash \sigma' \).

Combining this with \( \vdash \vdash k^{-1} \Gamma' \) we get \( f' : \rho_p \vdash \sigma' \), the only one-step reduct of \( \Sigma_{i \in I} a_i. p_i \vdash \sigma' \), where \( f = \langle \pi_p, \varepsilon \rangle. f' \), is \( \rho_p \vdash \sigma' \), so we conclude \( \Sigma_{i \in I} a_i. p_i \vdash \sigma' \) as desired.

**Case (\( \text{Cn}, \Sigma \Rightarrow \))**, (\( \text{Cn} \oplus \Rightarrow \)) and (\( \text{Cn} \oplus \Leftarrow \)):: These cases can be treated similarly to the previous one.

**Case (\( \text{Cn} \oplus \Sigma \))::** Then \( D \) ends by:

\[
\Gamma' \triangleright f_i : p_i \vdash \Sigma_{j \in \Sigma} a_j. \sigma_j (\forall i \in H) \quad \Gamma' \triangleright f_i : p_i \vdash \Sigma_{i \in I} a_i. \sigma_i (\forall i \in K) (K \subseteq J) \quad (\text{Cn} \oplus \Sigma)
\]

where \( f = \langle \forall h \in H (a_h. \varepsilon), f_h \rangle \cup \langle \forall k \in K (a_k. \pi_k), f_k \rangle \) and \( \Gamma' = \Gamma, f : \bigoplus_{i \in H \cup K} a_i. p_i \vdash \Sigma_{j \in \Sigma} a_j. \sigma_j \).

We have to prove that \( \Gamma \vdash \vdash k \langle \pi_p, \varepsilon \rangle. f' : \Sigma_{i \in I} a_i. p_i \vdash \sigma' \) for all \( k \).

Let \( k > 0 \); assume, by induction over \( k \),

\[
\Gamma \vdash \vdash k^{-1} \forall h \in H (a_h. \varepsilon), f_h) \forall (\forall k \in K (a_k. \pi_k), f_k : \bigoplus_{i \in I} a_i. p_i \vdash \Sigma_{j \in \Sigma} a_j. \sigma_j
\]

If \( \vdash \vdash k \Gamma \), then \( \vdash \vdash k^{-1} \Gamma \), which implies \( \forall h \in H (a_h. \varepsilon), f_h) \forall (\forall k \in K (a_k. \pi_k), f_k : \bigoplus_{i \in I} a_i. p_i \vdash \Sigma_{j \in \Sigma} a_j. \sigma_j
\) and hence \( \vdash \vdash k^{-1} \Gamma' \), since

\[
\Gamma' = \forall h \in H (a_h. \varepsilon), f_h) \forall (\forall k \in K (a_k. \pi_k), f_k : \bigoplus_{i \in I} a_i. p_i \vdash \Sigma_{j \in \Sigma} a_j. \sigma_j
\]

By induction over \( D \) we know that for all \( h \), and hence in particular for \( k^{-1} \), \( \Gamma' \vdash \vdash k^{-1} f_i : p_i \vdash \Sigma_{j \in \Sigma} a_j. \sigma_j \) for all \( i \in H \) and \( \Gamma' \vdash \vdash k^{-1} f_i : p_i \vdash \Sigma_{j \in \Sigma} a_j. \sigma_j \) for all \( i \in K \), where \( K \subseteq J \). Combining this with \( \vdash \vdash k^{-1} \Gamma' \) we get \( f_i : p_i \vdash \Sigma_{j \in \Sigma} a_j. \sigma_j \) for all \( i \in H \) and \( f_i : p_i \vdash \Sigma_{j \in \Sigma} a_j. \sigma_j \) for all \( i \in K \), where \( K \subseteq J \), \( f' : \rho_p \vdash \Sigma_{j \in \Sigma} a_j. \sigma_j \). Now, since the one-step reducts of \( \bigoplus_{i \in H \cup K} a_i. p_i \vdash \Sigma_{j \in \Sigma} a_j. \sigma_j \) where \( f = \langle \forall h \in H (a_h. \varepsilon), f_h) \cup \langle \forall k \in K (a_k. \pi_k), f_k \rangle \) are exactly \( p_i \parallel \Sigma_{j \in \Sigma} a_j. \sigma_j \) for all \( i \in H \) and \( p_i \parallel \Sigma_{j \in \Sigma} a_j. \sigma_j \) for all \( i \in K \), where \( K \subseteq J \), we conclude \( \Sigma_{i \in I} a_i. p_i \vdash \Sigma_{j \in \Sigma} a_j. \sigma_j \) as desired.

**Case (\( \text{Cn}, \Sigma \oplus \))::** This case can be treated similarly to the previous one.

We will now establish the completeness of the axiomatic system and decidability of derivability (and therefore of compliance) by means of the proof reconstruction algorithm **Prove** of Figure 3.

Given a judgement \( \Gamma \triangleright f : \rho \vdash \sigma \), if the algorithm **Prove** terminates, then it either returns a derivation \( D \) with conclusion \( \Gamma \triangleright f : \rho \vdash \sigma \), or it returns **fail**. We will prove in fact in Lemma 3.13 that **Prove** always terminates.

The **Prove** algorithm tries to construct a proof for a given judgement by recursively proceeding bottom-up, each time applying the only possible rule that has the given judgement as conclusion, once it has been checked that rule (\( \triangleright \)) does not apply. The algorithm fails as soon as the current judgement cannot be the conclusion of any rule.

It is not difficult to check that the algorithm **Prove** builds a derivation every time it does not fail.

**Lemma 3.9** If **Prove** (\( \Gamma \triangleright f : \rho \vdash \sigma \)) \( \neq \) **fail** and **Prove** (\( \Gamma \triangleright f : \rho \vdash \sigma \)) = \( \mathcal{D} \), then \( \mathcal{D} \triangleright \triangleright f : \rho \vdash \sigma \).

**Proof:** By construction and by induction over the tree of the recursive calls of **Prove**, which is finite when the execution terminates.
Prove($\Gamma \vdash f : \rho^{-1}\sigma$) =

if $f : \rho^{-1}\sigma \in \Gamma$ then $\Gamma, f : \rho^{-1}\sigma \vdash f : \rho^{-1}\sigma$ (Lfr)

else if $\rho = \{1\}$ and $f = 1$ then $\Gamma \vdash 1 : 1^{-1}\sigma$ (As)

else if $f = (\langle p, e \rangle, f')$ and $\rho = \Sigma_{i \in I} a_i, \rho_i$ and $p \in I$ then

let $\Gamma' = \Gamma, (\langle p, e \rangle, f') : \Sigma_{i \in I} a_i, \rho_i^{-1}\sigma$ in

let $D = \text{Prove}(\Gamma' \vdash f' : \rho_p^{-1}\sigma) \neq \text{fail}$ in

$$\Gamma \vdash \langle p, e \rangle, f' : \Sigma_{i \in I} a_i, \rho_i^{-1}\sigma \quad \text{(Crul-L)}$$

else if $f = \langle e, \pi \rangle, f'$ and $\sigma = \Sigma_{i \in I} a_i, \sigma_i$ and $p \in I$ then

let $\Gamma' = \Gamma, (\langle e, \pi \rangle, f') : \rho^{-1}\Sigma_{i \in I} a_i, \sigma_i$ in

let $D = \text{Prove}(\Gamma' \vdash f' : \rho^{-1}\sigma_p) \neq \text{fail}$ in

$$\Gamma \vdash (\langle e, \pi \rangle, f') : \rho^{-1}\Sigma_{i \in I} a_i, \sigma_i \quad \text{(Crul-R)}$$

else if $f = \forall_{i \in I} (a_i, e), f$ and $\rho = \bigoplus_{i \in I} a_i, \rho_i$ then

let $\Gamma' = \Gamma, \forall_{i \in I} (a_i, e), f : \bigoplus_{i \in I} a_i, \rho_i$ in

foreach $i \in I$ let $D_i = \text{Prove}(\Gamma' \vdash f_i : \rho_i^{-1}\sigma) \neq \text{fail}$ in

$$\Gamma \vdash \forall_{i \in I} (a_i, e), f : \bigoplus_{i \in I} a_i, \rho_i \quad \text{(Cruu-L)}$$

else if $f = \forall_{j \in J} (e, b_j), f$ and $\sigma = \bigoplus_{j \in J} a_j, \sigma_i$ then

let $\Gamma' = \Gamma, \forall_{j \in J} (e, b_j), f : \rho^{-1}\bigoplus_{j \in J} a_j, \sigma_i$ in

foreach $j \in J$ let $D_j = \text{Prove}(\Gamma' \vdash f_j : \rho^{-1}\sigma_j) \neq \text{fail}$ in

$$\Gamma \vdash \forall_{j \in J} (e, b_j), f : \rho^{-1}\bigoplus_{j \in J} a_j, \sigma_i \quad \text{(Cruu-R)}$$

else if $f = \forall_{h \in H} (a_h, e), f_h \lor \forall_{k \in K} (a_k, \pi_k), f_k$ and $\rho = \bigoplus_{h \in H} a_h, \rho_i$ and $\sigma = \sum_{j \in J} a_j, \sigma_j$ and $K \subseteq I$ then

let $\Gamma' = \Gamma, \forall_{h \in H} (a_h, e), f_h \lor \forall_{k \in K} (a_k, \pi_k), f_k : \bigoplus_{i \in H \cup K} a_i, \rho_i^{-1}\Sigma_{j \in J} a_j, \sigma_j$ in

foreach $i \in H$ let $D_i = \text{Prove}(\Gamma' \vdash f_i : \rho_i^{-1}\Sigma_{j \in J} a_j, \sigma_j) \neq \text{fail}$ in

foreach $i \in K$ let $D_i = \text{Prove}(\Gamma' \vdash f_i : \rho_i^{-1}\Sigma_{j \in J} a_j, \sigma_j) \neq \text{fail}$ in

$$\Gamma \vdash \forall_{h \in H} (a_h, e), f_h \lor \forall_{k \in K} (a_k, \pi_k), f_k : \bigoplus_{i \in H \cup K} a_i, \rho_i^{-1}\Sigma_{j \in J} a_j, \sigma_j \quad \text{(Cruu-Sigma)}$$

else if $f = \forall_{h \in H} (e, a_h), f_h \lor \forall_{k \in K} (\pi_k, a_k), f_k$ and $\rho = \sum_{i \in I} a_i, \rho_i$ and $\sigma = \bigoplus_{j \in J} a_j, \sigma_j$ and $K \subseteq I$ then

let $\Gamma' = \Gamma, \forall_{h \in H} (e, a_h), f_h \lor \forall_{k \in K} (\pi_k, a_k), f_k : \sum_{i \in I} a_i, \rho_i^{-1}\bigoplus_{j \in J} a_j, \sigma_j$ in

foreach $j \in H$ let $D_j = \text{Prove}(\Gamma' \vdash f_j : \sum_{i \in I} a_i, \rho_i^{-1}\sigma_j) \neq \text{fail}$ in

foreach $j \in K$ let $D_j = \text{Prove}(\Gamma' \vdash f_j : \rho_j^{-1}\sigma_j) \neq \text{fail}$ in

$$\Gamma \vdash \forall_{h \in H} (e, a_h), f_h \lor \forall_{k \in K} (\pi_k, a_k), f_k : \Sigma_{i \in I} a_i, \rho_i^{-1}\bigoplus_{j \in J} a_j, \sigma_j \quad \text{(Cruu-S)}$$

else fail

---

Figure 3: The algorithm Prove
The following lemma assures that a failure of the algorithm Prove can only happen if the configurations are not compliant.

Lemma 3.10 If Prove \((\Gamma \rightarrow f : \rho \rightarrow \delta \sigma) = \text{fail}\), then \(f : \rho \not\rightarrow \delta \sigma\).

Proof: Observe that if Prove \((\Gamma \rightarrow f : \rho \rightarrow \delta \sigma) = \text{fail}\), then \(f : \rho \not\rightarrow \delta \sigma \not\in \Gamma\). This will be tacitly assumed in all cases below.

Let \(k\) be the maximum number of recursive calls of the terminating execution of

\[
\text{Prove} \left( \Gamma \rightarrow f : \rho \rightarrow \delta \sigma \right)
\]

returning \text{fail}. Then we prove by induction over \(k\), that there exists \(h\) (actually greater than \(k\)) such that \(f : \rho \not\rightarrow \delta h \sigma\). This suffices since \(\not\rightarrow \delta k = \bigcap_{h=0}^{k} \not\rightarrow \delta h\) by Lemma 3.2.

\(k = 0\): Then \text{Prove} \((\Gamma \rightarrow f : \rho \rightarrow \delta \sigma) = \text{fail}\) implies \(\rho \not\rightarrow \delta 1\) or \(f \not\rightarrow 1\) (otherwise Prove succeeds).

In case \(f = 1\) we get trivially that \(\rho \not\rightarrow \delta \sigma \not\rightarrow\) and hence \(f : \rho \not\rightarrow \delta h \sigma\) for any \(h > 0\). Otherwise, if \(f \not\rightarrow 1\) we have to take into account the other cases for which \text{Prove} \((\Gamma \rightarrow f : \not\rightarrow 1 \rightarrow \delta \sigma) = \text{fail}\).

Take the case \(f = (e, \pi_p).f\)' and \(\sigma = \sigma_1 \sigma_i\) (all other cases can be treated similarly). Then the only possible reductions, for any \(i \in I\), are

\[
\rho \not\rightarrow \delta \pi_1 \sigma_i \rightarrow \rho \not\rightarrow \delta a_i \sigma_i
\]

so forcing \(f : \rho \not\rightarrow \delta h \sigma\) for any \(h > 1\).

\(k > 0\): Necessarily \(\rho \not\rightarrow \delta 1\) or \(f \not\rightarrow 1\). The negative result of the computation depends on the failure of some recursive call. Since all cases are similar, we consider for example the case when \(f = \forall_{i \in I} (e, b_j).f_i\) and \(\sigma = \bigoplus_{i \in I} b_i.\sigma_i\). Then \text{Prove} \((\Gamma' \rightarrow f_i : \rho \rightarrow \delta \sigma_i) = \text{fail}\) for at least one \(j \in J\), say \(q\). By induction we get that \(f_q : \rho \not\rightarrow \delta h_q \sigma_q\). Since \(\rho \not\rightarrow \delta h_q \sigma_q\) is a reduct of \(\rho \not\rightarrow \delta \bigoplus_{j \in J} b_j.\sigma_i\) we get \(f : \rho \not\rightarrow \delta h_{j+1} \bigoplus_{i \in I} b_i.\sigma_i\).

We will now show that Prove always terminates; the proof for this property is inspired by the proof for decidability of the subtyping relation on recursive types in the \(\pi\)-calculus [15].

We define the set of subexpressions of a behaviour and of an orchestrator as expected. We overload the definition of the function \(\text{Sub}\) below for sake of readability.

Definition 3.11 (Subexpressions) i) The function \(\text{Sub} : \text{SC} \rightarrow \mathcal{P}(\text{SC})\) is coinductively given by:

\[
\text{Sub} \left( \mathbf{1} \right) = \left\{ \mathbf{1} \right\} \\
\text{Sub} \left( \Sigma_{i \in I} a_i.\sigma_i \right) = \left\{ \Sigma_{i \in I} a_i.\sigma_i \right\} \cup \bigcup_{i \in I} \text{Sub} \left( \sigma_i \right) \\
\text{Sub} \left( \bigoplus_{i \in I} \pi_i.\sigma_i \right) = \left\{ \bigoplus_{i \in I} \pi_i.\sigma_i \right\} \cup \bigcup_{i \in I} \text{Sub} \left( \sigma_i \right).
\]

ii) The function \(\text{Sub} : \text{Orch} \rightarrow \mathcal{P}(\text{Orch})\) is coinductively given by:

\[
\text{Sub} \left( \mathbf{1} \right) = \left\{ \mathbf{1} \right\} \\
\text{Sub} \left( \mu_i.\sigma \right) = \left\{ \mu_i.\sigma \right\} \cup \text{Sub} \left( \sigma \right) \\
\text{Sub} \left( \forall_{i \in I}.\sigma \right) = \left\{ \forall_{i \in I}.\sigma \right\} \cup \bigcup_{i \in I} \text{Sub} \left( \tau_{i.i}.\sigma_i \right).
\]

Since we have assumed that \(\text{rec} x.\sigma = \sigma \{ \text{rec} x.\sigma / x \}\) and \(\text{rec} x.\sigma = f \{ \text{rec} x.\sigma / x \}\), behaviours and orchestrators containing (proper) recursive subterms are infinite terms, hence the coinductive character of \(\text{Sub}\); in particular we have that \(\text{Sub} \left( \text{rec} x.\sigma \right) = \text{Sub} \left( \sigma \{ \text{rec} x.\sigma / x \} \right)\) and \(\text{Sub} \left( \text{rec} x.\sigma \right) = \text{Sub} \left( f \{ \text{rec} x.\sigma / x \} \right)\).

On the other hand, recursion being guarded, \(\sigma\) is a regular tree. A similar argument holds for orchestrators. Hence:
Fact 3.12  

1) For any $\sigma$, the set $\text{Sub}(\sigma)$ is well defined and finite.

2) For any $f$, the set $\text{Sub}(f)$ is well defined and finite.

Lemma 3.13  
For all judgements $\Gamma \vdash f : \rho \vdash^i \sigma$ the execution of $\text{Prove}(\Gamma \vdash f : \rho \vdash^i \sigma)$ terminates.

Proof: Given a statement $f : \rho \vdash^i \sigma$ we set:

$$
\text{Sub}(f : \rho \vdash^i \sigma) = \{ f' : \rho' \vdash^i \sigma' \mid f' \in \text{Sub}(f), \rho' \in \text{Sub}(\rho), \sigma' \in \text{Sub}(\sigma) \}.
$$

Fact 3.12 implies that $\text{Sub}(f : \rho \vdash^i \sigma)$ is finite. On the other hand, by direct inspection of the rules of the system in Figure 3, we find that all $f' : \rho' \vdash^i \sigma'$ occurring in the premises belong to the set $\text{Sub}(f : \rho \vdash^i \sigma)$ for some $f : \rho \vdash^i \sigma$ that occurs in the conclusion.

Now, if $\text{Prove}(\Gamma \vdash f : \rho \vdash^i \sigma)$ does not terminate, then there exists an infinite sequence of nested calls $\text{Prove}(\Gamma_0 \vdash f_0 : \rho_0 \vdash^i \sigma_0), \text{Prove}(\Gamma_1 \vdash f_1 : \rho_1 \vdash^i \sigma_1), \ldots$, where $\Gamma_0 \vdash f_0 : \rho_0 \vdash^i \sigma_0$ is just $\Gamma \vdash f : \rho \vdash^i \sigma$, and the sequence $\Gamma_0, \Gamma_1, \ldots$ is such that $\Gamma_{i+1} = \Gamma_i \cup \{ f_i : \rho_i \vdash^i \sigma_i \}$ for all $i$. Since $\text{Prove}$ begins by checking $f : \rho \vdash^i \sigma \in \Gamma$ and returns in the positive case, non termination would only be possible if $\Gamma_i \subseteq \Gamma_{i+1}$ for infinitely many $i$, contradicting the fact that each $\Gamma_i$ is a subset of the union of $\Gamma$ and $\text{Sub}(f : \rho \vdash^i \sigma)$, which are both finite sets.

Theorem 3.14 (Completeness of Prove)  
If $f : \rho \vdash^i \sigma$, then $\Gamma \vdash f : \rho \vdash^i \sigma$ is derivable.

Proof: By Lemma 3.10, $f : \rho \vdash^i \sigma$ implies that $\text{Prove}(\Gamma \vdash f : \rho \vdash^i \sigma) \neq \text{fail}$. Since by Lemma 3.13 the execution of $\text{Prove}(\Gamma \vdash f : \rho \vdash^i \sigma)$ terminates, we conclude by Lemma 3.9 that it produces a derivation $D$ with conclusion $\Gamma \vdash f : \rho \vdash^i \sigma$.

Corollary 3.15 (Decidability of $\vdash^i$)  
Given $f, \rho, \sigma$, $f : \rho \vdash^i \sigma$ is decidable.

Proof: By Theorems 3.8 and 3.14 $f : \rho \vdash^i \sigma$ is equivalent to the derivability of $\Gamma \vdash f : \rho \vdash^i \sigma$, which is decidable by means of $\text{Prove}$.

The following fact, which immediately follows by the first case of the $\text{Prove}$ algorithm, will be handy when we deal with orchestrator synthesis.

Fact 3.16  
Let $\Gamma \vdash f : \rho \vdash^i \sigma$ be a judgement and let $D = \text{Prove}(\Gamma \vdash f : \rho \vdash^i \sigma) \neq \text{fail}$.

No judgement $\Gamma \vdash f' : \rho' \vdash^i \sigma'$ in $D$, but for those present in occurrences of the axiom $(H_{\Gamma r})$, is such that $\rho' \vdash^i \sigma' \in \Gamma$.

Let us look at the result of the $\text{Prove}$ algorithm on the ‘meteorological’ example of the Introduction.

Example 3.17  
Let

$$
\begin{align*}
\rho & = \text{rec}_y \text{t}.\text{h}.x, \\
\sigma & = \text{rec}_x \text{t}.\text{h}.\text{R}.(\text{t}.\text{h}.x) \oplus \text{h}.\text{R}.x, \\
f & = \text{rec}_x.(\text{t}.\text{R}.\text{R}.).((\text{t}.\text{R}.).\text{h}.x) \lor ((\text{t}.\text{R}.).\text{h}.x) \lor ((\text{t}.\text{R}.).\text{h}.x) \lor ((\text{t}.\text{R}).\text{h}.x).
\end{align*}
$$

Then

$$
\begin{array}{c}
\gamma_0 \vdash f_1 : \text{t}.\text{h}.\rho \vdash^i \sigma \\
(\text{Cr}_\oplus, \text{R}) \\
\gamma_0 \vdash f_1 : \text{t}.\text{h}.\rho \vdash^i \sigma \\
(\text{Cr}_\oplus, \text{R}) \\
\end{array}
$$
Then we have
\[
\begin{align*}
f_1 &= \langle (\overline{h}, \overline{h}) \rangle, \langle (\overline{t}, \tau), \langle \overline{h}, \overline{h} \rangle, \langle \cdot, w \rangle \rangle, f \\
\vee &\langle e, h \rangle, \langle (\overline{t}, \tau), \langle \overline{h}, \overline{h} \rangle, \langle \cdot, w \rangle \rangle, f \rangle \\
f_2 &= \langle (\overline{t}, \tau), \langle \overline{h}, \overline{h} \rangle, \langle \cdot, w \rangle \rangle, f \rangle \\
\vee &\langle e, h \rangle, \langle (\overline{t}, \tau), \langle \overline{h}, \overline{h} \rangle, \langle \cdot, w \rangle \rangle, f \rangle \\
f_3 &= \langle (\overline{t}, \tau), \langle \overline{h}, \overline{h} \rangle, \langle \cdot, w \rangle \rangle, f \rangle \\
f_4 &= \langle e, w \rangle, f \rangle \\
f_5 &= \langle (\overline{t}, \tau), \langle \overline{h}, \overline{h} \rangle, \langle \cdot, w \rangle \rangle, f \rangle \\
f_6 &= \langle (\overline{h}, \epsilon) \rangle, \langle e, w \rangle \rangle, f \rangle \\
f_7 &= \langle e, w \rangle, f \rangle
\end{align*}
\]

The following is another non-trivial example of a derivation, which can be obtained by the algorithm Prove.

**Example 3.18** Let us consider a client \(\rho\), a server \(\overline{c}, \sigma\) and an orchestrator \(f\), where
\[
\begin{align*}
\rho &= \text{rec}\, x \cdot b \cdot c \cdot x, \\
\sigma &= \text{rec}\, y.(\overline{c}, \overline{\overline{c}}, y) \oplus \overline{b} \cdot \text{rec}\, x \cdot \overline{b} \cdot \tau, \\
f &= \langle e, c \rangle \cdot \text{rec}\, z.(\langle e, c \rangle \cdot \langle \overline{b}, \tau \rangle \cdot \langle \overline{c}, \epsilon \rangle \cdot \langle e, a \rangle \cdot z \vee \langle \overline{b}, \tau \rangle \cdot \langle \overline{c}, \epsilon \rangle \cdot \text{rec}\, w.(\overline{b}, \tau) \cdot \langle \overline{c}, \epsilon \rangle \cdot w).
\end{align*}
\]

Then we have
\[
\begin{align*}
\gamma_0 &= f : \rho \rightarrow^0 \overline{c}, \sigma \\
\gamma_1 &= f_1 : \rho \rightarrow^0 \alpha \\
\gamma_2 &= f_2 : \rho \rightarrow^0 \overline{\overline{c}}, \sigma \\
\gamma_3 &= \langle (\overline{t}, \tau), \langle \overline{h}, \overline{h} \rangle, \langle \cdot, w \rangle \rangle, f \rangle \\
\gamma_4 &= \langle e, h \rangle, \langle (\overline{t}, \tau), \langle \overline{h}, \overline{h} \rangle, \langle \cdot, w \rangle \rangle, f \rangle \\
\gamma_5 &= \langle (\overline{t}, \tau), \langle \overline{h}, \overline{h} \rangle, \langle \cdot, w \rangle \rangle, f \rangle \\
\gamma_6 &= \langle e, w \rangle, f \rangle \\
\gamma_7 &= \langle e, w \rangle, f \rangle
\end{align*}
\]

from which we conclude
\[
\begin{align*}
\gamma_0 \gamma_1 \gamma_2 \gamma_3 \gamma_4 \gamma_5 \gamma_6 \gamma_7 \Rightarrow & \langle (\overline{t}, \tau), \langle \overline{h}, \overline{h} \rangle, \langle \cdot, w \rangle \rangle, f \rangle \\
\gamma_0 \gamma_1 \gamma_2 \gamma_3 \gamma_4 \gamma_5 \gamma_6 \gamma_7 \gamma_8 \gamma_9 \Rightarrow & \langle e, c \rangle \cdot \text{rec}\, x \cdot b \cdot c \cdot x \cdot \rho \rightarrow^0 \overline{\overline{c}}, \sigma \cdot \overline{b} \cdot \text{rec}\, x \cdot \overline{b} \cdot \tau
\end{align*}
\]

where
\[
\begin{align*}
\gamma_0 &= f : \rho \rightarrow^0 \overline{c}, \sigma \\
\gamma_1 &= \langle e, c \rangle \cdot \langle \overline{b}, \tau \rangle \cdot \langle \overline{c}, \epsilon \rangle \cdot \langle e, a \rangle \cdot f_1 : b \cdot c \cdot \rho \rightarrow^0 \overline{\overline{c}}, \sigma \cdot \overline{b} \cdot \text{rec}\, x \cdot \overline{b} \cdot \tau
\end{align*}
\]
and
\[ f_1 = \text{rec} \cdot (\langle c, e \rangle \cdot (\langle b, \ell \rangle \cdot (\langle c, e \rangle \cdot (\langle e, a \rangle \cdot z \lor (\langle b, \ell \rangle \cdot (\langle c, e \rangle \cdot \text{rec} \cdot (\langle b, \ell \rangle \cdot (\langle c, e \rangle \cdot w)))))) \]
\[ f_2 = \text{rec} \cdot (\langle b, \ell \rangle \cdot (\langle c, e \rangle \cdot w)) \]
\[ \sigma_1 = \text{rec} \cdot (\langle b, \ell \rangle \cdot (\langle c, e \rangle \cdot x)) \]

3.2 The pruning relation \( \leq \) on orchestrators

Consider the orchestrator \( f = \text{rec} \cdot (\langle a, e \rangle \cdot \langle b, \ell \rangle \cdot (\langle c, e \rangle \cdot \langle e, a \rangle \cdot z \lor (\langle b, \ell \rangle \cdot (\langle c, e \rangle \cdot \text{rec} \cdot (\langle b, \ell \rangle \cdot (\langle c, e \rangle \cdot w)))))) \)

Also \( f' = \text{rec} \cdot (\langle a, e \rangle \cdot (\langle b, \ell \rangle \cdot (\langle c, e \rangle \cdot \langle e, a \rangle \cdot z \lor (\langle b, \ell \rangle \cdot (\langle c, e \rangle \cdot \text{rec} \cdot (\langle b, \ell \rangle \cdot (\langle c, e \rangle \cdot w)))))) \) is an orchestrator for the given client and server although it keeps on offering orchestration actions even when \( f \) would stop, and provides more choices than \( f \). We formalise this relation between orchestrators via a preorder which we call the pruning relation.

**Definition 3.19 (Pruning relation \( \leq \))** We define \( \leq \subseteq \text{Orch} \times \text{Orch} \) by

\[ f \leq f' \iff \emptyset \triangleright f \leq f' \]

through the inference system

\[ (Ax): \frac{\Gamma \triangleright f \leq f}{f \leq f} \quad (Iw): \frac{f \leq f}{\Gamma \triangleright f \leq f} \quad (Hyp): \frac{f \leq f' \triangleright f \leq f'}{f \leq f'} \]

\[ (\mu): \frac{\Gamma, a, f \leq a', f' \triangleright f \leq f'}{\Gamma \triangleright a, f \leq a', f'} \quad (\lor): \frac{\Gamma, \forall i \in I f_i \leq \forall i \in I f'_i \triangleright f_i \leq f'_i (\forall i \in I)}{\Gamma \triangleright f_i \leq \forall i \in I f'_i} \]

For example we have:

\[ \text{rec} \cdot (\langle a, e \rangle \cdot \langle b, \ell \rangle \cdot (\langle c, e \rangle \cdot \langle e, a \rangle \cdot z \lor (\langle b, \ell \rangle \cdot (\langle c, e \rangle \cdot \text{rec} \cdot (\langle b, \ell \rangle \cdot (\langle c, e \rangle \cdot w)))))) \leq \text{rec} \cdot (\langle a, e \rangle \cdot (\langle b, \ell \rangle \cdot (\langle c, e \rangle \cdot \text{rec} \cdot (\langle b, \ell \rangle \cdot (\langle c, e \rangle \cdot w))))) \]

We conclude this section by showing a lemma relating pruning to disrespectful compliance.

**Lemma 3.20** For any \( f, f' \), if \( f' \leq f \) then \( \triangledown(f') \subseteq \triangledown(f) \). Moreover, for all \( \rho, \sigma \):

\[ f: \rho \vdash \sigma \quad \& \quad f' \leq f \implies f': \rho \vdash \sigma \]

**Proof:** If \( f' \leq f \) then \( f \) allows longer interactions than \( f' \) by (Ax) and (\( \mu \)), and offers more alternatives than \( f' \) by (\( \lor \)). Since the set of traces of orchestrators are prefix-closed it follows that \( \triangledown(f') \subseteq \triangledown(f) \).

Now if \( \triangledown(f') \subseteq \triangledown(f) \) and \( \rho \parallel_f \sigma \vdash \rho' \parallel_g \sigma' \lor f' \) then \( \rho \parallel_f \sigma \vdash \rho' \parallel_g \sigma' \vdash f' \) for some \( g \). By the assumption \( f: \rho \vdash \sigma \) we know that \( \rho' = 1 \), and we conclude \( f': \rho \vdash \sigma \) by the arbitrary choice of \( \mu \).

4 Respectfulness and Orchestrated Session Compliance

By definition orchestrators have buffering capabilities. The kind of buffer considered in [10], as well as here, is made of a number of bi-directional containers (where only a finite subset is actually non empty), one for each possible name. A bi-directional buffer consists of two distinct buffers, one containing the messages received from the client and available to the server, and the other containing the messages received from the server and available to the client.
In [10] orchestrators have bounded buffering capabilities and such a restriction is essential to establish several properties concerning contract orchestrators. In our setting, instead, we eliminate that restriction, so allowing more client/server pairs to be compliant, like for instance the pair rec x. a.x and rec x. b.x, and those mentioned in the example in the introduction. We now formalise the notion of buffer.

**Definition 4.1 (Buffers)**

i) A bi-directional buffer $B$ is a set of the form $\{c_a a^s | a \in \mathcal{N}\}$ where, for any $a \in \mathcal{N}$, $c_a, s_a \in \mathbb{Z}$. The number $c_a$ in $c_a a^s$ represents how many $a$’s are in the part of the buffer containing messages sent by the client to the server, and the number $s_a$ in $c_a a^s$ represents how many $a$’s are in the part of the buffer containing messages sent by the server to the client (the numbers $c_a$ and $s_a$ can be negative in order to represent attempts of extracting an $a$ from a buffer containing no $a$ at all).

ii) We define: $\bar{\mathcal{O}} = \{0^a 0 | a \in \mathcal{N}\}$ and

\[
\begin{align*}
\mathcal{B} \forall a &= (B \setminus \{c_a a^s\}) \cup \{c_a a^s+1\} \\
\mathcal{B} \forall a &= (B \setminus \{c_a a^s\}) \cup \{c_a a^s-1\}
\end{align*}
\]

iii) We denote with $|B|_a$ the number of as in the server-to-client part of the buffer, i.e. $|B|_a = s_a$ and similarly for the client-to-server part, i.e. $|B|_a = c_a$.

iv) $B\mu$, the state of a buffer $B$ after an orchestration action $\mu$, is defined by

\[
\begin{align*}
&B\langle b, \epsilon \rangle = \{a \in B : c_a B = \{0^a 0 | a \in \mathcal{N}\} \cup \{c_a a^s\}\} \\
&B\langle a, \epsilon \rangle = \{a \in B : c_a B = \{0^a 0 | a \in \mathcal{N}\} \cup \{c_a a^s\}\}
\end{align*}
\]

v) By $B\mu$ we denote the buffer $B$ after the sequence $\mu$ of orchestration actions.

In Definition 2.9 we considered the relation $\rightarrow^a$, which we have studied so far. This is however much weaker than expected, since it admits orchestrators with “unfair” behaviours. Now it is time to face the issue.

Consider the following simple orchestrated system

$$\pi \bar{b} \parallel_f a . c . d \text{ where } f = \langle a, \pi \rangle . \langle b, \epsilon \rangle . 1.$$  

It is straightforward to check that $f : \pi \bar{b} \rightarrow a . c . d$ since

$$\pi \bar{b} \parallel_f a . c . d \xrightarrow{\mu} 1 \parallel_1 c . d \rightarrow,$$

where $\mu = \langle a, \pi \rangle . \langle b, \epsilon \rangle$ is the only possible trace. It is definitely true that all the client’s requests have been ‘satisfied’, but not all of them by the server. In particular, the action $\bar{b}$ represents an output by the client which never reaches the server, so that the orchestrator has not acted as a fair mediator; rather it has deceived the client by a false reaction.

So, in order to strengthen Definition 2.9 (i), in case $\rho' \parallel_f \rho \rightarrow$, we have to impose some conditions on the client-to-server buffer associated to $f$; in particular, it should be empty. Of course, a similar condition must hold also for infinite interactions; this implies that in an infinite interaction, for any possible name $a$, used by the orchestrator, the latter cannot indefinitely perform input actions for $a$ from the client (even if interspersed with actions for other names) without ever delivering an $a$ to the server. We must therefore forbid a client like rec x. $\pi \bar{c}$. x to be compliant with the server rec x. c.x by means of the orchestrator rec x. $\langle a, \epsilon \rangle . \langle c, \tau \rangle$. x. Orchestrated finite and infinite interaction sequences which avoid unwanted situations like those just
sketched will be called **client-respectful**.

Even if the notion of compliance enforces the sense of the bias towards the client (every client request must be eventually satisfied by the server), some conditions need to be imposed on the part of interactions on behalf of the server. In fact, we wish to prevent a server to be compliant with a client by means of an orchestrator that, from a certain moment on, interacts infinitely many times with the server only, like in the orchestrated system:

\[
\overline{a.b} \parallel f \text{rec} . \overline{x.\overline{a}}.x \text{ where } f = \langle a, \varepsilon \rangle . \text{rec} . \langle \varepsilon, c \rangle . \langle \varepsilon, b \rangle . x
\]

We wish to prevent this kind of infinite interaction that we dub **definitely server-inputted**. Notice that, however, we do allow interactions in which the orchestrator can perform the input of some \(a\) from the server infinitely many times, without ever performing an output of \(a\) to the client, as happens for wind in the example in the introduction.

We observe that the problem – whether an orchestrator will ever engage in any of the aforementioned pathological interactions – might well be undecidable for contracts in general; indeed, it shares similarities with, for example, termination of two-counter machines [16]. However, we stress that we are in the setting of session contracts, which impose certain restrictions on interactions.

Among the properties we have to take care of, one is that in an interaction sequence there cannot exist an orchestrator action removing an element from an empty buffer, i.e. a sound sequence never sends an element \(a\) to a server or to a client if an \(a\) has not been previously received.

We call the sum of all the above properties **respectfulness**.

**Definition 4.2** Given \(\mu \in \text{OrchAct}^* \cup \text{OrchAct}^\infty\), we define \(a|\mu\), its left-restriction to a name \(a\), as follows (\(\lambda\) is the empty sequence):

\[
\begin{align*}
    a|\lambda &= \lambda, \\
    a|(\mu\mu') &= \mu_a|\mu', & \text{if } \mu \in \{\langle \varepsilon, \overline{a} \rangle, \langle a, \varepsilon \rangle \}, \\
    a|(\mu\mu') &= a|\mu' & \text{otherwise}.
\end{align*}
\]

**Definition 4.3** (Respectful Sequences and Orchestrators) Let \(\mu \in \text{OrchAct}^* \cup \text{OrchAct}^\infty\) and \(\mu \in \text{OrchAct}\).

i) Given \(S \subseteq \text{OrchAct}\), we say that \(\mu\) is definitely-\(S\) whenever:

\[
\exists k \forall m \geq k \text{ [the } m\text{-th element of } \mu \text{ belongs to } S]\]

For sets that are singletons we write ‘definitely-\(\mu\)’ instead of ‘definitely-\(\{\mu\}\).’

ii) We say that \(\mu\) is sound whenever:

\[
\forall a \in \mathcal{N} \forall n \leq |\mu| \left[ a|\overline{\mu_1 \cdots \mu_n} | \geq 0 \text{ and } |\overline{\mu_1 \cdots \mu_n}|_a \geq 0 \right]
\]

iii) We say that \(\mu\) is a client-respectful sequence whenever, for any \(a \in \mathcal{N}\):

\[
a|\mu \text{ is finite and } a|\overline{\mu} = 0 \text{ or } a|\mu \text{ is infinite and non-definitely-}(a, \varepsilon)
\]

iv) We say that \(\mu\) is non-definitely server-inputted whenever:

\[
\mu \text{ is infinite } \implies \mu \text{ is non-definitely-}(\varepsilon, a) \mid a \in \mathcal{N}
\]

v) We say that \(\mu\) is respectful whenever \(\mu\) is sound, client-respectful and non-definitely server-inputted.

vi) We say that an orchestrator \(f\) is respectful whenever every \(\mu \in \text{MaxTr}(f)\) is so.
We will look now at some examples in order to get a better intuition about the above definition.

**Example 4.4** • The finite sequence \( \langle a, e \rangle.\langle e, \overline{b} \rangle.\langle e, \overline{a} \rangle \) is not respectful since it is not sound. In fact, for the name \( b \), we have that
\[
|\overline{\sigma}\langle a, e \rangle\langle \overline{b}, e \rangle|_b = -1 < 0.
\]

• The sequence \( \langle a, e \rangle.\langle b, e \rangle.\langle e, \overline{a} \rangle \) instead, is sound, but nonetheless it is not client-respectful, since it is not infinite and for the name \( b \) we have that
\[
b|\overline{\sigma}\langle a, e \rangle\langle b, e \rangle\langle e, \overline{a} \rangle = 1 \neq 0.
\]

• The orchestrator \( f = \langle c, \overline{c} \rangle . \text{rec}.x. (\langle \overline{a}, a \rangle \lor \langle c, e \rangle.\langle b, \overline{e} \rangle).x \) is not respectful since it is not client-respectful. In fact, for the sequence
\[
\mu = \langle c, \overline{c} \rangle \langle c, e \rangle\langle b, \overline{e} \rangle \langle c, e \rangle \cdots \in \text{MaxIr}(f)
\]
and for the name \( c \), we have that
\[
c|\mu \text{ is infinite and } c|\mu = \langle c, e \rangle\langle c, e \rangle\langle c, e \rangle \cdots \text{ is definitely-}\langle c, e \rangle.
\]

In fact, from the very first element on, it is made of \( \langle c, e \rangle \) actions.

• The orchestrator \( f = \langle c, \overline{c} \rangle . \text{rec}.x. (\langle \overline{a}, a \rangle \lor \langle c, e \rangle.\langle b, \overline{c} \rangle).x \) is not respectful since it is not definitely server-inputted. In fact, the infinite sequence
\[
\mu = \langle c, \overline{c} \rangle \langle e, b \rangle\langle e, c \rangle\langle e, b \rangle\langle e, c \rangle \cdots \in \text{MaxIr}(f)
\]
is definitely-\( \{ \langle e, a \rangle \mid a \in \mathcal{N} \} \). The orchestrator \( f \) in the introduction, instead, is non-definitely server-inputted, and also respectful, as a matter of fact.

**Remark 4.5** By Definition 4.2, the sequence \( a|\mu \) in Definition 4.3(iii) cannot contain synchronous orchestration actions like \( \langle a, \overline{a} \rangle \). Hence, for example, the orchestrator \( \langle a, e \rangle.\text{rec}.x.\langle a, \overline{a} \rangle.x \) is not client-respectful, and so it is not respectful at all. This is because the first ‘\( a \)’ coming from the client will never be delivered to the server since any subsequent output \( \overline{a} \) will be paired with a further input of \( a \). This might be irrelevant when distinct occurrences of the same message are indistinguishable, but in general the number of input-output actions matters.

On the other hand, forcing the orchestrator to immediately forward a message is a desirable capability, which would be definitely lost by equating \( \langle a, e \rangle.\langle e, \overline{a} \rangle \) to \( \langle a, \overline{a} \rangle \), and by ruling out the latter.

We can now define the full notion of compliance and characterise it.

**Definition 4.6 (Orchestrated Session Compliance)** We say that a client \( \rho \) is compliant with a server \( \sigma \) through the orchestration of \( f \), and denote this by \( f : \rho \vdash \sigma \), whenever
\[
f : \rho \vdash \sigma \quad \text{and} \quad f \quad \text{is respectful}.
\]

We say that \( \rho \) is compliant with \( \sigma \), written \( \rho \vdash \sigma \), if \( f : \rho \vdash \sigma \) for some \( f \).

### 4.1 Respectfulness decidability

In order to show decidability of the respectfulness property, we provide a characterisation of respectfulness based on the notion of buffer-aware trees and its related labelings below.

In the present subsection we treat orchestrators as syntactical expressions so that, contrary
to the convention we are following, we distinguish \(rec.x.f\) from \(f\{rec.x.f/x\}\), although they denote the same orchestrating process.

**Definition 4.7 (Buffer-aware trees of \(f\))**  
\(i\) Let \(a \in N\). We define the buffer-aware a-tree of an orchestrator \(f\), denoted by \(cTs^a(f)\), as the tree defined by induction over the expression \(f\) in Figure 4. The edges of the tree have a left and a right-weight denoting, respectively, the increment of the client-to-server and of the server-to-client buffer for the name ‘\(a\)’ caused by the orchestration action, if any, performed by \(f\).

\(ii\) Given an edge \(e\) of a buffer-aware a-tree \(t\), we denote its left (resp. right) weight by \(lw_t(e)\) (resp. \(rw_t(e)\)).

\(iii\) We define the buffer-aware \(*\)-tree of an orchestrator \(f\), denoted by \(cTs^*(f)\), as the tree with the same nodes and edges as \(cTs^a(f)\), but such that the left (resp. right) weight of an edge \(e\) is \(\Sigma_{a \in N} lw_{cTs^a}((f(e))\) (resp. \(\Sigma_{a \in N} rw_{cTs^a}((f(e))\)).

Notice that the terms in the summands in Definition 4.7(iii) above are all 0 but for just one of them.

**Fact 4.8** The left and right weights of the edges of a buffer-aware \(*\)-tree of an orchestrator \(f\) are either 0, -1, or +1.

**Definition 4.9 (Buffer-labelling of \(cTs^a(f)\))** We define the buffer-labelling of \(cTs^a(f)\) by labelling its nodes with left and right labels as follows: given a node \(N\) and the path \(P\) in \(cTs^a(f)\) from the root to \(N\), we left-label \(N\) with the sum of all the left-weights of the edges in \(P\), whereas we right-label \(N\) with the sum of all the right-weights of the edges in \(P\).

We denote with \(ll_{cTs^a}(f)(N)\) (resp. \(rl_{cTs^a}(f)(N)\)) the left (resp. right-)label of the node \(N\) in the buffer-labelling of \(cTs^a(f)\).

We now provide characterisations for the properties defining respectfulness.

**Definition 4.10 (Sound buffer-labelling)** The buffer-labelling of \(cTs^a(f)\) is sound whenever:

\(i\) there is no negative left-label and no negative right-label and

\(ii\) for any leaf \(x\) and corresponding \(rec.x\) node, if \(k\) is the left (resp. right) label of \(x\) and \(h\) is the left (resp. right) label of \(rec.x\), then: \(k-h \geq 0\).

We will now show that \(f\) is sound if and only if the buffer-labelling of \(cTs^a(f)\) is, for all names \(a\) in \(f\).

**Definition 4.11 (Buffer-aware graphs of \(f\))**  
\(i\) Given an a-tree of an orchestrator \(f\), the corresponding \(rec.x\) node of a leaf \(x\) is the node corresponding to the binder \(rec.x\) in \(f\) which binds the variable \(x\) in \(f\).

\(ii\) The a-graph of an orchestrator \(f\), (resp. \(*\)-graph of an orchestrator \(f\)) denoted by \(cGs^a(f)\) (resp. \(cGs^*(f)\)) is the graph obtained out of \(cTs^a(f)\) (resp. \(cTs^*(f)\)) by connecting any leaf \(x\) with its corresponding \(rec.x\) node. The new edge is right- and left-labelled by 0.

We call the node corresponding to the root of the tree out of which the graph has been built the root of the graph. We call the set of edges in a graph connecting a \(rec.x\) node to itself a cycle.

**Example 4.12** Consider the following orchestrator, as defined in the Introduction

\[
f = rec.x.(tR, tH) . (hR, hH) . (\langle \epsilon, t \rangle, \langle \overline{h}, h \rangle). (\langle \epsilon, w \rangle, x) \\
\lor \langle \epsilon, h \rangle, (\overline{t}, t) . (\overline{h}, h) . (\langle \epsilon, w \rangle, x)
\]
According to the above definitions, the graph in Figure 5 is $cGs^b(f)$.

Since $rec\ x\ f$ with $x \notin FN(f)$ is semantically the same as $f$ so that it is harmless to delete $rec\ x$ in such a case, we shall assume below (without loss of generality) that all bound variables actually occur in the scope of their respective binders.

Fact 4.13  i) Each $\mu \in MaxTr(f)$ corresponds to a path of maximal length in $cTs^a(f)$ starting from the root, and vice versa.

ii) Let $\mu \in Tr(f)$ and let $E$ be the multiset of the edges of $cTs^a(f)$ in the path corresponding to $\mu$. Then

\[
\begin{align*}
\mathcal{a} | \bar{\Sigma} \mu_1 \cdots \mu_n | &= \sum_{e \in E} lw^{cTs^a(f)}(e) \quad \text{and} \\
| \bar{\Sigma} \mu_1 \cdots \mu_n | &= \sum_{e \in E} rw^{cTs^a(f)}(e)
\end{align*}
\]

Proposition 4.14  $f$ is sound if and only if the buffer-labelling of $cTs^a(f)$ is sound, for any $a \in \mathcal{N}$.

Proof:  \(\Leftarrow\): Let $\mu \in MaxTr(f)$ be arbitrary, $a$ a name used in $f$ and take $n \leq |\mu|$. Observe that if $C$ is the set of the edges of a cycle in $cGs^a(f)$, then condition 4.10(ii) ensures that

\[\sum_{e \in C} lw^{cTs^a(f)}(e) \geq 0 \quad \text{and} \quad \sum_{e \in C} rw^{cTs^a(f)}(e) \geq 0. \quad (1)\]

Let us now consider the path in $cGs^a(f)$ corresponding to the subsequence $\mu_1 \cdots \mu_n$, and let $E$ be the multiset of the edges of it. Condition 4.10(i), together with property (1) above ensure that

\[\sum_{e \in E} lw^{cTs^a(f)}(e) \geq 0 \quad \text{and} \quad \sum_{e \in E} rw^{cTs^a(f)}(e) \geq 0.\]

The thesis then follows by Fact 4.13(ii)

\(\Rightarrow\): By contraposition; assume that for a name $b \in \mathcal{N}$, the buffer-labelling of $cTs^b(f)$ is unsound. Then we have two cases to consider:

a) There is a negative label. Then any maximal trace having as prefix the trace corresponding to the path from the root to the node with negative label is unsound.

b) There exists a leaf $x$ and its corresponding $rec\ x$ node, where $k$ is the left (or right) label of $x$ and $h$ is the left (or right) label of $rec\ x$, such that $k-h < 0$. Then we construct an unsound trace as follows. Take the path in $cGs^b(f)$ starting from the root and cycling $p$ times on the cycle, passing through the leaf $x$ and its corresponding
Figure 5: The graph $cG^h(f)$ for the orchestrator $f$ of the Introduction

A node $x$ and ending on $x$. Let $E$ be the multiset of edges of that path. Assume that $k$ and $h$ such that $k - h < 0$ are left labels (the case of right labels is treated similarly). Call $N$ the leaf $x$ we are considering. By definition we have that:

$$\sum_{e \in E} \text{lw}^{cTs^h(f)}(e) = \text{ll}^{cTs^h(f)}(N) + (p * (k - h))$$

Since $k - h < 0$, for a sufficiently large $p$ we have that $\text{ll}^{cTs^h(f)}(N) + (p * (k - h)) < 0$.

Therefore by Fact 4.13(ii) we get $a_j | \hat{\Delta} \mu | < 0$, where $\mu \in \text{Tr}(f)$ is the sequence corresponding to the path with $p$ cycles. Therefore any $\mu' \in \text{MaxTr}(f)$ having $\mu$ as prefix is unsound.

We say that a node $N$ in $cTs^a(f)$ gets to 1 whenever there is a path in $cGs^h(f)$ from $N$ to a 1 node.

**Definition 4.15 (Client-respectful buffer-labelling)** The buffer-labelling of $cTs^a(f)$ is client-respectful whenever

- any 1 node is left-labelled with 0;
- for any leaf $x$ and its corresponding rec $x$ node, if $k$ is the left-label of $x$ and $h$ is the left-label of rec $x$, then
  - if the rec $x$ node gets to 1, then $h = k$;
  - otherwise, if all the left-labels of the edges from rec $x$ to $x$ are 0 then $h = 0$;
- for any path from a leaf $x$ to its corresponding rec $x$ node, either no edge is left-weighted with +1 or there is at least an edge with left-weight -1.

**Proposition 4.16** $f$ is client-respectful if and only if the buffer-labelling of $cTs^a(f)$ is client-respectful, for any $a \in \mathcal{N}$. 
Proposition 4.18 \( f \) is non-definitely server-inputted, if and only if
\[
\sum_{e \in E} \mathbb{w}(\mathcal{F}(f)) \cdot (e) = 0
\]
by the conditions (i), (ii.a) and (ii.b) imposed on any client-respectful buffer labelling.

Proof: \( \Leftarrow \): Let \( \mu \in \text{MaxTr}(f) \) be such that, for a given \( a \) used in \( f, a \mid \mu \) is finite. Then \( a \mid \hat{\partial} \mu = 0 \) since, by Fact 4.13(ii), \( a \mid \hat{\partial} \mu = \sum_{e \in E} \mathbb{w}(\mathcal{F}(f)) \cdot (e) \), where \( E \) is the multiset of edges of the path in \( \mathcal{G}^s(f) \) corresponding to \( \mu \) (which ends in a 1 node). We have that \( \sum_{e \in E} \mathbb{w}(\mathcal{F}(f)) \cdot (e) = 0 \) for a certain point on should have left-label +1. But this is impossible because of condition (iii) of client-respectful buffer-labelling.

Proof: \( \Rightarrow \): By contraposition; assume that for a name \( b \in N \), the buffer-labelling of \( \mathcal{C}^b(f) \) is non-client-respectful. We consider the four possible cases:

\( a \) A label of a 1 leaf is not 0. In that case we immediately get a finite sequence out of \( f \) which is non-client-respectful, that is the sequence corresponding to the path in \( \mathcal{C}^b(f) \) from the root to the 1 leaf.

\( b \) There is a node \( x \) labelled with \( k \) and its corresponding node rec \( x \) gets to 1 and it is labelled with \( h \), with \( k \neq h \).

Consider the path in \( \mathcal{C}^b(f) \) starting form the root and terminating in the 1 leaf after cycling\( p > 0 \) times in the \( x \)-rec \( x \) cycle. The sequence \( \mu \in \text{MaxTr}(f) \) corresponding to this path is not client-respectful, since trivially \( b \mid \mu = 0 \) and \( b \mid \hat{\partial} \mu = (p \ast (h - k)) \neq 0 \).

\( c \) There is a node \( x \) labelled with \( k \) such that its corresponding rec \( x \) node, labelled with \( h \), does not get to 1 and all the left-labels of the edges from rec \( x \) to \( x \) are 0. Besides, \( h \neq 0 \).

Consider the infinite path in \( \mathcal{C}^b(f) \) starting form the root and keeping indefinitely cycling on the \( x \)-rec \( x \) cycle. The sequence \( \mu \in \text{MaxTr}(f) \) corresponding to this path is not client-respectful, since \( b \mid \mu = 0 \) and \( b \mid \hat{\partial} \mu = h \neq 0 \).

\( d \) There exists a path from a leaf \( x \) to its corresponding rec \( x \) such that there are some edges left-weighted with +1 and no edge with left-weight -1.

Consider the infinite path in \( \mathcal{C}^b(f) \) starting form the root and keeping indefinitely cycling on the \( x \)-rec \( x \) cycle. The sequence \( \mu \in \text{MaxTr}(f) \) corresponding to this path is client-respectful, since \( b \mid \mu = 0 \) and \( b \mid \hat{\partial} \mu = h \neq 0 \).

Definition 4.17 (Non Definitely Server-inputted *-tree) Given an orchestrator \( f \), its *-tree \( \mathcal{C}^s(f) \) is non-definitely server-inputted whenever, for any path from a leaf \( x \) to its corresponding rec \( x \) node, there is at least one edge with right-weight -1 or 0.

Proposition 4.18 \( f \) is non-definitely server-inputted, if and only if \( \mathcal{C}^s(f) \) is non-definitely server-inputted.

Proof: \( \Leftarrow \): Any infinite \( \mu \in \text{MaxTr}(f) \) corresponds to an infinite path in \( \mathcal{C}^s(f) \) starting from the root and consists of, from a certain point on, an infinite number of cycles. Since in each cycle there is at least an edge which is right-weighted with -1 or 0, it is impossible for \( \mu \) to be definitely server-inputed, otherwise at least one cycle should have all the edges with right-weight +1.

\( \Rightarrow \): By contraposition, assume that \( \mathcal{C}^s(f) \) is definitely server-inputted. This means that there is a path in \( \mathcal{C}^s(f) \) from a leaf \( x \) to its corresponding rec \( x \) with all the edges
right-weighted with $+1$. We can therefore find an infinite $\mu \in \text{Max} T r(f)$ which is definitely-
\({\langle \varepsilon, a \rangle | a \in N}\). It is enough to take the $\mu$ corresponding to the infinite path in $cT s^*(f)$
which starts from the root and cycles indefinitely of the $x$-rec $x$ cycle. In fact, since all the
right-weights in the cycle are $+1$, the sequence $\mu$ is definitely-
\({\langle \varepsilon, a \rangle | a \in N}\).

Lemma 4.19 For any orchestrator $f$ and any $a \in N$, the following properties of $cT s^a(f)$ and $cT s^*(f)$
are decidable:

i) The buffer-labelling of $cT s^a(f)$ is sound.

ii) The buffer-labelling of $cT s^*(f)$ is client-respectful.

iii) $cT s^*(f)$ is non-definitely server-inputted.

Proof: Immediate consequence of the fact that conditions in Definition 4.10 (sound buffer
labelling), 4.15 (client-respectful labelling) and 4.17 (non-definitely server-inputted) are mere
checks of the labelings of edges in finite graphs.

We can now show decidability of the respectfulness property for orchestrators as an imme-
diate corollary of the previous propositions and lemmas.

Corollary 4.20 (Orchestrator-Respectfulness Decidability) Orchestrator respectfulness is de-
cidable.


Corollary 4.21 (Decidability of $f : \rho \vdash \sigma$) For any $f$, $\rho$, and $\sigma$, $f : \rho \vdash \sigma$ is decidable.


5 Orchestrated Subcontract Relations

The notion of compliance naturally induces a substitutability relation on servers that may be
used for implementing contract-based query engines (see [10] for a detailed discussion). We
investigate now the session sub-contract relations induced by our orchestrated compliance on
session contracts.

The following Definition 5.1 uses the concept of compliance without orchestrators ($\vdash$),
which is called here strong compliance (see e.g. [8, 6] for more details and references to the
literature). Let $\rho \parallel \sigma \rightarrow \rho' \parallel \sigma'$ be defined as in CCS; then $\rho \vdash \sigma$ if and only if for all $\rho'$, $\sigma'$

$$\rho \parallel \sigma \rightarrow^{*} \rho' \parallel \sigma' \quad \Rightarrow \quad \rho' = 1.$$ 

Then adapting [10] to the present context, we define:

Definition 5.1 (Orchestrated subcontract relations) Let $\sigma, \sigma' \in SC$ and $f \in Orch$. We de-

\[ \sigma \preceq_f \sigma' \triangleq \forall \rho \ [\rho \vdash \sigma \Rightarrow f : \rho \vdash \sigma'] \]

\[ \sigma \preceq \sigma' \triangleq \exists f \ [\sigma \preceq_f \sigma'] \]

Remark 5.2 Note that by Definition 5.1 $\sigma \preceq \sigma'$ holds whenever there exist one orchestrator $f$
such that $\sigma \preceq_f \sigma'$, namely $f : \rho \vdash \sigma'$ for any $\rho$ that is strongly compliant with $\sigma$. That is $f$ does
not depends on the particular client $\rho$. This is not restrictive, and can be equivalently relaxed to

\[ \sigma \preceq \sigma' \triangleq \forall \rho \ [\rho \vdash \sigma \Rightarrow \rho \vdash \sigma'] \]

as will be established in Corollary 5.9.
Remark 5.3 Notice that the results about the \( \preceq \) relation do not follow from the corresponding ones for the subcontract relation of [10] (let us call it \( \preceq^P \) here), given that the two relations are incomparable. For example, we have \( \text{rec} \cdot \pi \cdot x \perp \text{rec} \cdot \pi \cdot \pi \cdot x \), but \( \text{rec} \cdot \pi \cdot x \not\preceq^P \text{rec} \cdot \pi \cdot \pi \cdot x \). The opposite inclusion does not hold either. In fact, we have \( a \cdot b \preceq^P a \), but \( a \cdot b \not\preceq a \), since, for the client \( \pi \), we have \( \pi \vdash a \cdot b \), but for no respectful \( f \) it is possible to have \( f : \pi \vdash a \).

We now prove a property which is of use to establish several results.

Proposition 5.4 (Main Property) i) There exists a respectfulness-preserving operator \( \cdot \cdot \) on orchestrators, such that

\[
f : \rho \vdash \sigma \quad \& \quad g : \pi \vdash \sigma' \quad \Rightarrow \quad f \cdot g : \rho \vdash \sigma'
\]

ii) \( \rho \vdash \sigma \quad & \quad \pi \vdash \sigma' \quad \Rightarrow \quad \rho \vdash \sigma'
\]

iii) \( \rho \vdash \sigma \quad & \quad f : \pi \vdash \sigma' \quad \Rightarrow \quad f : \rho \vdash \sigma'
\]

Proof: See Appendix B.

The definition of \( \cdot \cdot \) is in B.4 and the proof of the Main Property Proposition above is deferred to Appendix B because of its complexity and length. As far as strong compliance is concerned, the proof of the analogous of the Main Property is relatively simple. In the present context, however, the difficulty of part (ii) is due to the fact that, given an orchestrator \( f \) for \( \rho \vdash \sigma \) and an orchestrator \( g \) for \( \pi \vdash \sigma' \), we have to find a third orchestrator, in principle a new one, for \( \pi \vdash \sigma' \). Moreover, we have to show that that orchestrator is respectful. Property (iii) also follows from (ii) in a non-trivial way.

Lemma 5.5 For any \( \sigma \),

i) \( \pi \vdash \sigma \).

ii) \( \pi \vdash \sigma \).

Proof: i) Since \( \pi \) is obtained from \( \sigma \) by exchanging each \( a \) with \( \pi \) and \( + \) with \( \oplus \), this part is an immediate consequence of CCS communication rules used in the reduction of \( \pi \cdot \sigma \).

ii) By definition of \( \pi \vdash \sigma \) we have to prove that \( f : \pi \vdash^a \sigma \) for some respectful \( f \). The following rule and its symmetric version are instances of rules (\( \text{Cn} \cdot \Sigma^ \cdot \oplus \)) and (\( \text{Cn} \cdot \oplus \cdot \Sigma \)) in Figure 2 respectively:

\[
\begin{array}{c}
\frac{\Gamma, \Sigma_{i \in I} \cdot a_i, \rho \vdash^a \pi \Sigma_i \vdash f_i : \rho \vdash^a \pi \Sigma_i}{\Gamma \vdash \forall_{i \in I}(\pi, a_i) : f_i : \Sigma_i : a_i, \rho \vdash^a \pi \Sigma_i} \quad (\text{Cn} \cdot \Sigma^ \cdot \oplus)
\end{array}
\]

By definition of dual contracts, a proof system using only (Ax), (Hyr), (\( \text{Cn} \cdot \Sigma^ \cdot \oplus') \) and (\( \text{Cn} \cdot \oplus \cdot \Sigma' \)) suffices to derive an orchestrator \( f \) for \( \pi \) and \( \sigma \). But then by construction of \( f \), it is synchronous, hence it is trivially respectful.

From part (iii) of the Main Property, we can characterise \( \preceq_f \) and show its decidability in a relatively simple way.

Corollary 5.6 (Decidability of \( \preceq_f \)) For any \( \sigma, \sigma' \in \text{SC} \) and \( f \in \text{Orch}:

i) \( \sigma \preceq_f \sigma' \iff f : \pi \vdash \sigma' \)

ii) \( \sigma \preceq_f \sigma' \) is decidable.

Proof: i)(\( \Rightarrow \)) By contraposition, assume that \( f : \pi \not\vdash \sigma' \). Since \( \pi \vdash \sigma \), then by definition of \( \preceq_f \) we have \( \sigma \not\preceq_f \sigma' \).
(⇐) Let \( f : \mathfrak{T} \vdash \sigma' \). If \( \rho \vdash \sigma \), then from \( f : \mathfrak{T} \vdash \sigma' \), we get \( f : \rho \vdash \sigma' \) by Proposition 5.4 (iii), and therefore \( \sigma \cd_{f} \sigma' \) by definition.

ii) From (i) and decidability of \( f : \mathfrak{T} \vdash \sigma' \).

As a further consequence of part (iii) of the Main Property, we have that, given a client \( \rho \) and an orchestrator \( f \), its dual \( \mathfrak{P} \) is the minimum amongst its possible servers that are orchestrated by \( f \).

**Corollary 5.7 (DUAL AS MINIMUM WITH RESPECT TO \( \cd_{f} \))** Let \( \rho \in \text{SC} \) and \( f \in \text{Orch} \). Then \( \mathfrak{P} \) is the minimum of the servers of \( \rho \) orchestrated by \( f \), that is, for any \( \sigma' \):

\[
\sigma : f \vdash \rho \Rightarrow \mathfrak{P} \cd_{f} \sigma
\]

**Proof:** Suppose that \( f : \rho \vdash \sigma \) and \( \tau \vdash \mathfrak{P} \). Since \( \mathfrak{P} = \rho \), by Proposition 5.4 (iii) we know that \( f : \tau \vdash \sigma \); hence \( \mathfrak{P} \cd_{f} \sigma \) by definition.

A parameterised transitivity property holds for \( \cd_{f} \):

**Corollary 5.8 (TRANSITIVITY OF \( \cd_{f} \))** \( \rho \cd_{f} \delta \& \delta \cd_{g} \sigma \Rightarrow \rho \cd_{f \circ g} \sigma \).

**Proof:** Let \( \rho \cd_{f} \delta \) and \( \delta \cd_{g} \sigma \). By Corollary 5.6 (i) we have that \( f : \mathfrak{T} \vdash \delta \) and \( g : \mathfrak{T} \vdash \sigma \). Using Proposition 5.4 (i) we get \( f \circ g : \mathfrak{T} \vdash \sigma \), so that by Corollary 5.6 (i) we conclude that \( \rho \cd_{f \circ g} \sigma \).

From part (iii) of the Main Property we also deduce that the alternative definition of \( \cd \) mentioned in Remark 5.2 is actually equivalent to the second one provided in Definition 5.1.

**Corollary 5.9 (EQUIVALENT DEFINITIONS OF \( \cd \))** For any \( \sigma, \sigma' \), the following two conditions are equivalent.

i) \( \forall \rho [\rho \vdash \sigma \Rightarrow \rho \vdash \sigma'] \).

ii) \( \exists f \forall \rho [\rho \vdash \sigma \Rightarrow f : \rho \vdash \sigma'] \).

**Proof:** Since \( \rho \vdash \sigma' \) is \( f : \rho \vdash \sigma' \) for some \( f \), while \( \rho \vdash \sigma \) does not depend on \( f \), condition (i) is equivalent to

\[
\forall \rho \exists f [\rho \vdash \sigma \Rightarrow f : \rho \vdash \sigma'].
\]

On the other hand (ii) is just

\[
\exists f \forall \rho [\rho \vdash \sigma \Rightarrow f : \rho \vdash \sigma'],
\]

hence we have that (ii) implies (i) by logic.

Vice versa, for an arbitrary \( \rho \) suppose that \( \rho \vdash \sigma \). By 5.5 (ii) we have \( \mathfrak{T} \vdash \sigma \), i.e. there exists an \( f \) such that \( f : \mathfrak{T} \vdash \sigma \), which clearly does not depend on \( \rho \). Hence we have that \( f : \rho \vdash \sigma \) by Proposition 5.4 (iii), and therefore we conclude that (i) implies (ii).

By means of part (ii) of the Main Property all the results shown for \( \cd_{f} \) can be proven for \( \cd \) as well, with the exception of the decidability property, for which we cannot rely on decidability of \( \vdash \).

**Corollary 5.10 (PROPERTIES OF \( \cd \))**

i) \( \sigma \cd \sigma' \iff \mathfrak{T} \vdash \sigma' \).

ii) \( \cd \) is decidable iff \( \vdash \) is decidable.

iii) Let \( \rho \in \text{SC} \). Then \( \mathfrak{P} \) is the minimum of \( \rho \)'s servers, that is, for every \( \sigma \):

\[
\rho \vdash \sigma \Rightarrow \mathfrak{P} \cd \sigma.
\]

iv) \( \cd \) is a transitive relation.
Proof: i)\((\Rightarrow)\) By contraposition, assume \(\overline{\sigma} \not\models \sigma'\). From this we derive \(\sigma \not\equiv \sigma'\) by contradiction. In fact, assuming \(\sigma \equiv \sigma'\) immediately gives a contradiction by definition of \(\equiv\), since we have that \(\sigma \not\models \overline{\sigma}\) (Lemma 5.5) but \(\overline{\sigma} \not\models \sigma'\).

\((\Leftarrow)\) Let \(\overline{\sigma} \models \sigma'\). In order to show \(\sigma \not\equiv \sigma'\), by definition, let \(\rho \models \sigma\). Then, from \(\overline{\sigma} \models \sigma'\), we get \(\rho \not\models \sigma'\) by Proposition 5.4.

ii) Immediate from (i).

iii) Let us assume \(\rho \models \sigma\). By definition, in order to show \(\overline{\rho} \not\models \sigma\), assume \(\tau \not\models \rho\). From Proposition 5.4(ii) we get \(\tau \not\models \sigma\).

iv) Let \(\rho \not\equiv \delta\) and \(\delta \not\equiv \sigma\). Hence, by (i) we have that \(\overline{\rho} \not\models \delta\) and \(\overline{\sigma} \not\models \sigma\). Then \(\overline{\rho} \not\models \sigma\) by Proposition 5.4(ii). So, by (i) again, we get \(\rho \not\equiv \sigma\).

\(\square\)

6 Orchestrators for skp

As discussed in the Introduction, we prove now the equivalence between the relation of skp-compliance as introduced in [12] and a restricted version of our session orchestrated compliance, skp-Orch-compliance.

For skp-Orch-compliance, it will be possible to device also a synthesis algorithm finding a suitable orchestrator for a client \(\rho\) and a server \(\sigma\) in case they are skp-Orch-compliant. It will turn out that the orchestrator mediating the interactions between \(\rho\) and server \(\sigma\) is a byproduct of part of the decision algorithm for the relation skp-Orch-compliance.

We begin by recalling the formal definition of skp-compliance for session contracts.

6.1 The relation of skp-compliance [12]

Definition 6.1 (skp-LTS for Client-Server Pairs [12]) We write \(\rho \not\equiv a\) for \(\neg \exists \rho' \ [\rho \not\equiv \rho']\).

Let \(\text{SkipAct} = \{\tau, \text{skp}\}\) be the set of the synchronisation actions and \(\rho \equiv \sigma\) denote, as usual, the parallel composition of session behaviours in SC; we define the following LTS formalising synchronous and skipping communications:

\[
\begin{align*}
\begin{array}{c}
\rho \rightarrow \rho' \\
\rho || \sigma \rightarrow_s \rho' || \sigma
\end{array} & \quad \begin{array}{c}
\sigma \rightarrow \sigma' \\
\rho || \sigma \rightarrow_s \rho || \sigma'
\end{array}
\end{align*}
\]

\[
\begin{array}{c}
\rho \not\equiv a \\
\rho || \sigma \not\models \rho \models \sigma
\end{array} & \quad \begin{array}{c}
\rho \not\equiv a \\
\rho || \sigma \not\models \rho' \models \sigma'
\end{array}
\]

where \(a \in \mathcal{N}\) (and hence \(\pi \in \mathcal{N}\)) and where \(\alpha \in \mathcal{N} \cup \mathcal{N}^\ast\).

The reason behind allowing clients to skip some actions on the server side is to let more clients to synchronise with servers that essentially provide the required service but for some supplementary (and possibly redundant) information.

Definition 6.2 (Synchronisation skp-traces [12]) The mapping

\[
\text{skTr} : \text{SC} \times \text{SC} \rightarrow ((\text{SkipAct} \cup \{\checkmark\})^* \cup \text{SkipAct}^\infty)
\]

is defined by

\[
\text{skTr}(\rho || \sigma) = \begin{cases} 
\{\checkmark\} & \text{if } \rho = 1 \\
\{\xi \chi \mid \rho || \sigma \not\equiv \rho' || \sigma' \& \chi \in \text{skTr}(\rho' || \sigma') \} & \text{if } \exists \xi \in \text{csAct} \ [\rho || \sigma \not\equiv \rho' || \sigma'] \\
\{\varepsilon\} & \text{otherwise}
\end{cases}
\]
Theorem 6.4 The notion of skp-compliance can now be formalised in terms of synchronisation traces as follows.

Definition 6.3 (skp-compliance [12]) The client ρ is skip-compliant with the server σ, written $\rho \vdash^{\text{skp}} \sigma$, whenever, for any $\xi \in \text{csTr}(\rho \parallel \sigma)$ either $\xi = \xi' \checkmark$ or $\xi$ is infinite and not definitely-skp.

Theorem 6.4 ([12]) The relation $\vdash^{\text{skp}}$ is decidable.

6.2 Orchestrated compliance with skipping orchestrators

We introduce now a restriction of $\vdash$ equivalent to $\vdash^{\text{skp}}$.

A skipping orchestrator is an orchestrator possessing just the server-to-client buffer, which can be used just for discarding server’s outputs.

Definition 6.5 (skipping orchestrators) i) We define

$$\text{SkpOrchAct} = \{ \langle a, \pi \rangle \mid a \in \mathcal{N} \cup \overline{\{N\}} \} \cup \{ \langle \varepsilon, a \rangle \mid a \in \mathcal{N} \}.$$ ii) We define the set SkpOrch of skipping orchestrators as follows: $f \in \text{SkpOrch}$ whenever $f \in \text{Orch}$ and the set of orchestration actions used in $f$ is restricted to SkpOrchAct.

By the structure of skipping orchestrators, we immediately get the following:

Fact 6.6 Let $f \in \text{SkpOrch}$. Then $f$ is sound and client-respectful.

Of course a skipping orchestrator could be definitely server-inputted, like for example $\langle \pi, a \rangle.\text{rec} x.\langle \varepsilon, b \rangle$.

Remark 6.7 It is natural to think that the existence of a ndsi skipping orchestrator $f$ such that $f : \rho \vdash^{\text{ndsi}} \sigma$ is a necessary condition for $\rho$ to be skp-compliant with $\sigma$. However, this is not a sufficient condition for $\rho \vdash^{\text{skp}} \sigma$ to hold.

In fact, the client $\text{rec} x.\text{b.a.x}$ complies with the server $\overline{\text{b.rec} x.\overline{\pi.x}}$ by means of the orchestrator $\langle \varepsilon, b \rangle.\text{rec} x. \langle \varepsilon, b \rangle.\langle \pi, a \rangle$, which is a ndsi skipping orchestrator, but $\text{rec} x.\text{b.a.x} \not\vdash^{\text{ndsi}} \text{rec} x.\overline{\text{b.rec} x.\overline{\pi.x}}$.

We now introduce the notion of $(\rho \parallel \sigma)$-skipping orchestrator, a skipping orchestrator that does not skip an output action of the server when a corresponding input is present on the client side.

Definition 6.8 ((\rho \parallel \sigma)-skipping orchestrators) Let $f \in \text{SkpOrch}$. We define the set $(\rho \parallel \sigma)$-SkpOrch of $(\rho \parallel \sigma)$-skipping orchestrators as follows: $f \in (\rho \parallel \sigma)$-SkpOrch whenever for any $\rho', \sigma' \in \mathcal{SC}$, $f \in \text{SkpOrch}$, $\mu \in \text{SkipAct}^*$ and $a \in \mathcal{N}$,

$$\rho \parallel f \sigma \upharpoonright \mu \Rightarrow \rho' \parallel f \sigma', \sigma \xrightarrow{\langle \xi, a \rangle} \text{ implies } \rho' \not\parallel a$$

We can now define the relation skp-0rch-compliance as a restriction of our notion of orchestrated compliance.

Definition 6.9 (skp-0rch-compliance) i) We say that a client $\rho$ is skp-0rch-compliant with a server $\sigma$ through the orchestration of $f$,
and denote this by \( f : \rho \vdash_{\text{tech}} \sigma \), whenever
\[
f : \rho \vdash \sigma \quad \text{and} \quad f^s \in (\rho \parallel \sigma)\text{-SkpOrch}.
\]
where \( f^s = A(f, \rho, \sigma, \emptyset) \) and \( A \) is the algorithm described in the proof of Proposition 2.12.

\( ii \) We write \( \rho \vdash_{\text{tech}} \sigma \) if there exists an orchestrator \( f \) such that \( f : \rho \vdash_{\text{tech}} \sigma \).

We use \( f^s \) in the above definition since, for example, it is natural to expect the client \( \overline{a} \) to be \( \text{skp-Orch} \)-compliant with the server \( \overline{b}a \) by means of the orchestrator \( \text{rec}x . (\langle \varepsilon, b \rangle . \langle a, \overline{a} \rangle \lor (\varepsilon, c) . \langle e, c \rangle . x) \), which is not ndsi, but its strict version is.

As done before, without loss of generality we focus on strict orchestrators.

By Fact 6.6 the following correspondences between \( \vdash \) and \( \vdash_{\text{tech}} \) descend immediately.

\[
\text{Fact 6.10} \quad \text{(i)} \quad f : \rho \vdash_{\text{tech}} \sigma \iff f : \rho \vdash \sigma \quad \text{and} \quad f \in (\rho \parallel \sigma)\text{-SkpOrch} \land f \text{ ndsi}.
\]

\[
\text{(ii)} \quad \rho \vdash_{\text{tech}} \sigma \iff \exists f \in (\rho \parallel \sigma) \{ f : \rho \vdash \sigma \text{ with } f \text{ is ndsi} \}.
\]

It is possible to show that the relations \( \vdash_{\text{skp}} \) and \( \vdash_{\text{tech}} \) actually coincide. We postpone the proof to Appendix C.

**Theorem 6.11** For any \( \rho, \sigma \in \text{SC} \),
\[
\rho \vdash_{\text{skp}} \sigma \iff \rho \vdash_{\text{tech}} \sigma
\]

\*Proof*: See Appendix C (Propositions C.12 and C.14)

### 6.3 An orchestrator-synthesis algorithm for \( \vdash_{\text{tech}} \)

From the proof of Theorem 6.11 we extract an algorithm that takes a client \( \rho \) and a server \( \sigma \) and synthesises an \( f \), if any, such that \( f : \rho \vdash_{\text{tech}} \sigma \). Here we do not identify recursive orchestrators with their expansions.

The algorithm is the following:

\[
\text{S}(\rho, \sigma) = \text{let } f = \text{SB}(\emptyset, \rho, \sigma) \text{ in } \begin{cases} \text{if (} f \neq \text{fail and } f \text{ is ndsi) } \text{then } f \text{ else fail } \end{cases}
\]

where the procedure \( \text{SB} \) is described in Figure 6.

**Theorem 6.12** The algorithm \( \text{S} \) is correct and complete with respect to \( \vdash_{\text{tech}} \).

\*Proof*: See Appendix C (Corollary C.20).

**Remark 6.13** The proof of the completeness part of Theorem 6.12 provided in Appendix C consists in showing that for any \( \rho \) and \( \sigma \) such that \( f : \rho \vdash_{\text{tech}} \sigma \) we have that there exists \( g \) such that \( \text{SB}(\Gamma, \rho, \sigma) = g \neq \text{fail} \), where \( g \) is ndsi.

The algorithm \( \text{SB} \) is a variant of the algorithm \( \text{Synth} \) in [11], which we proposed to decide the relation \( \vdash \) and that we recall here in Figure 7. Differently from the algorithm \( \text{S} \), which produces necessarily just one orchestrator, the algorithm \( \text{Synth} \) returns a set of orchestrators. This implies that even if \( \text{Synth} \) is correct, it cannot be proved to be complete along the lines of the proof of completeness for \( \text{S} \). In fact we should prove that the following statements hold:

If \( f : \rho \vdash \sigma \) with \( f \) sound then there exists a \( g \) computed by \( \text{Synth}(\emptyset, \rho, \sigma) \) which is sound.
\[\text{SB}(\Gamma, \rho, \sigma) = \]

1. if \( \rho = 1 \) then 1
2. else if \( x : \rho \vdash^a \sigma \in \Gamma \) then \( x \)
3. else if \( \rho = \bigoplus_{i \in I} \Pi_i, \rho_i \) and \( \sigma = \bigoplus_{j \in J} \Pi_j, \sigma_j \) then
   let \( \Gamma' = \Gamma, x : \rho \vdash^a \sigma \) in
   let \( (\forall j \in J) \ f_j = \text{SB}(\Gamma', \rho, \sigma_j) \) in
   \( \text{rec } x . \bigvee_{j \in J} (\epsilon, \rho_i) . f_j \)
4. else if \( \rho = \bigoplus_{i \in I} \Pi_i, \rho_i \) and \( \sigma = \sum_{j \in J} a_j, \sigma_j \) and \( I \subseteq J \) then
   let \( \Gamma' = \Gamma, x : \rho \vdash^a \sigma \) in
   let \( (\forall i \in I) \ f_i = \text{SB}(\Gamma', \rho_i, \sigma_i) \) in
   \( \text{rec } x . \bigvee_{i \in I} (\epsilon, a_i) . f_i \)
5. else if \( \rho = \sum_{i \in I} a_i, \rho_i \) and \( \sigma = \bigoplus_{i \in I} \Pi_i, \sigma_i \) then
   let \( \Gamma' = \Gamma, x : \rho \vdash^a \sigma \) in
   let \( (\forall k \in (J \cap I)) \ f_k = \text{SB}(\Gamma', \rho_k, \sigma_k) \)
   and \( (\forall h \in (I \setminus J)) \ f_h = \text{SB}(\Gamma', \rho, \sigma_h) \) in
   \( \text{rec } x . (\bigvee_{k \in (J \cap I)} (\epsilon, a_k) . f_k) \vee (\forall h \in (I \setminus J) (\epsilon, a_h) . f_h) \)
6. else fail

where every time a variable \( x \) is introduced, it is a fresh one.

Figure 6: The algorithm \( \text{SB} \).

and

\[ f : \rho \vdash^a \sigma \]

If \( f : \rho \vdash^a \sigma \) with \( f \) client-respectful then there exists a \( g \) computed by \( \text{Synth}(\emptyset, \rho, \sigma) \) which is client respectful.

However at the moment of writing we do not have neither a proof of these claims, nor an extension of the algorithm \( \text{Synth} \) for which they may hold.

7 Related and future work

An approach to the formal description of service contracts in terms of automata has been recently developed in [17]. The notion of \textit{contract automaton} is related to that of \textit{contract} as well as of \textit{session contract}. Besides, the notion of \textit{contract agreement} in [17] somewhat resembles that of \textit{compliance}. In the framework of that paper, orchestrators are synthesised to enforce contract composition adhering to the requirements for contract agreement. Even if the authors of [17] work on the overall satisfaction in a multiparty composition of principals, it is definitely worthwhile, as a future investigation, to study the relation between the notion of orchestration, as developed in [10] and in the present paper, and the approach of [17], which in turn has been related in [18] to the model of choreography of communicating finite state machines (CFMS) [19]. For what concerns \textit{session contracts} in particular, the investigation of the correspondence with the above mentioned formalisms could move from the result concerning the correspondence of \textit{binary} session types with a particular two-communicating-machines subclass (see [20] for references). Such a correspondence between session types and communicating machines has been pushed further to the multiparty setting in [20].

Many properties of the model of CFMS which are intractable ceases to be so when Bags, instead of - or together with - FIFO queues are taken into account [21]. The similarity of contracts and session contracts with the CFMS model suggests the investigation of the use
however unclear. In fact, by putting a bag in between problems in the CFSM model with bags. What does a bag correspond to in our context is correspondence with compliance-enabling orchestrators for client-server systems of session the retractable actions correspond to moves of a third player, whose goal is having the first providing a three-players game interpretation of retractable contracts, according to which only inside the client and server.

goes far beyond the session setting we are in, where non-determinism is restricted to occur non-deterministically choose amongst them; etc. Such a behaviour of the system, however, of bags for session-contract interactions to reduce decidability problems in our context to problems in the CFSM model with bags. What does a bag correspond to in our context is however unclear. In fact, by putting a bag in between and a + b would result in a number of possible non-deterministic evolutions of the system: as soon as a is in the bag, it could be used as input for the server; or, in case both a and b get into the bag, the server could non-deterministically choose amongst them; etc. Such a behaviour of the system, however, goes far beyond the session setting we are in, where non-determinism is restricted to occur only inside the client and server.

In [22] a two-players game-theoretic interpretation on event structures is provided for client-server systems of session contracts. Starting from an observation by Bartoletti, we are currently providing a three-players game interpretation of retractable contracts, according to which the retractable actions correspond to moves of a third player, whose goal is having the first player win. Such a goal resembles that of an orchestrator. In fact we aim at showing that the winning strategies for the third player in the above mentioned interpretation are in one-to-one correspondence with compliance-enabling orchestrators for client-server systems of session contracts (where just particular input-output actions can actually be orchestrator-driven).

Decidability of +i is an open problem worth investigating, in particular the possibility of finding a bound for the bounded version of the algorithm Synth as discussed in Remark 6.13.
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(Ax) \[ \Gamma \vdash^d f_1 : \rho \vdash^d \sigma \]  
(Hvr) \[ \Gamma, x : \rho \vdash^d \sigma \vdash^d x : \rho \vdash^d \sigma \]

(Ctrl-Σ-L) \[ \Gamma, x : \sum_{i \in I} a_i, \rho_i \vdash^d \sigma \vdash^d f' : \rho_p \vdash^d \sigma \]  
(Ctrl-Σ-R) \[ \Gamma, x : \sum_{i \in I} a_i, \rho_i \vdash^d \sigma \vdash^d f' : \rho_p \vdash^d \sigma_p \]  
(Ctrl-Σ-L) \[ \Gamma, x : \sum_{i \in I} a_i, \rho_i \vdash^d \sigma \vdash^d f_i : \sum_{j \in J} a_j, \sigma_j \]  
(Ctrl-Σ-R) \[ \Gamma, x : \sum_{i \in I} a_i, \rho_i \vdash^d \sigma \vdash^d f_i : \sum_{j \in J} a_j, \sigma_j \]

where \( I' = I, x : \sum_{i \in I} a_i, \rho_i \vdash^d \sigma \) and \( f = \text{rec} x : (\bigvee_{h \in H} (a_h, \epsilon) : f_h) \bigvee (\bigvee_{k \in K} (a_k, \epsilon) : f_k) \)

(Ctrl-Σ-L) \[ \Gamma, x : \sum_{i \in I} a_i, \rho_i \vdash^d \sigma \vdash^d f_i : \sum_{j \in J} a_j, \sigma_j \]  
(Ctrl-Σ-R) \[ \Gamma, x : \sum_{i \in I} a_i, \rho_i \vdash^d \sigma \vdash^d f_i : \sum_{j \in J} a_j, \sigma_j \]

where \( I' = I, x : \sum_{i \in I} a_i, \rho_i \vdash^d \sigma \) and \( f = \text{rec} x : (\bigvee_{h \in H} (a_h, \epsilon) : f_h) \bigvee (\bigvee_{k \in K} (a_k, \epsilon) : f_k) \)

Figure 8: The inference system \( \vdash^d \).

Appendix A System \( \vdash^d \)

In this section we define an inference system \( \vdash^d \) for (possibly open) orchestrators, deducing judgments like \( f : \rho \vdash^d \sigma \), under finitely many assumptions of a certain shape. We will establish that the system is equivalent to System \( \vdash \) (i.e. they derive the same judgments) if we consider derivation with conclusions with empty environments and proper (i.e. closed) orchestrators. It is used in the proofs of Appendix B and is also at the basis of the algorithm SB for synthesising skipping orchestrators.

Definition A.1 (The orchestrators inference system \( \vdash^d \)) The judgements of the system are expressions of the form \( \Gamma \vdash^d f : \rho \vdash^d \sigma \), where \( \rho, \sigma \in SC \), \( f \) is a (possibly open) orchestrator and \( \Gamma \) is a set of assumptions of the form \( \rho_i : \sigma_i \).

The axioms and the rules of the system are described in Figure 8.

In the inference system of Figure 8, the symbol \( \vdash^d \) is a relation symbol representing the relation \( \vdash^d \) as defined in Definition 2.9. In order to give the intuition behind the inference system, let us briefly comment on one of the rules, say (Ctrl-Σ-L). In case it is possible to show that \( f' \) is an orchestrator for \( f_p \vdash^d \sigma \), orchestrated compliance can be obtained for \( \sum_{i \in I} a_i, \rho_i \vdash^d \sigma \) by means of \( (\sum_{i \in I} a_i, \rho_i) : f' \), since the \( (\rho_p, \epsilon) \) action satisfies one of the input requests \( a_i \). In case \( x \notin fn(f') \), we get that \( \text{rec} x : (\sum_{i \in I} a_i, \rho_i).f' = (\sum_{i \in I} a_i, \rho_i) : f' \). This means that axiom (Ax) has been used in the derivation of \( f' \) and the interaction between \( \sum_{i \in I} a_i, \rho_i \) and \( \sigma \) finitely succeeds if the actions described in the branch from (Ctrl-Σ-L) to (Ax) are performed. In case \( x \in fn(f') \), rule (Hvr) has been used for \( f' \), and a successful infinite interaction is possible between \( \sum_{i \in I} a_i, \rho_i \) and \( \sigma \) when the orchestrator repeatedly performs the actions in the branch from (Ctrl-Σ-L) to (Hvr), as described by the recursive orchestrator \( \text{rec} x : (\sum_{i \in I} a_i, \rho_i).f' \).
Proposition A.2 (\(\triangleright\triangleright^{SC} \text{ equivalence}\)) Let \(f \in \text{Orch}\) and \(\rho, \sigma \in \text{SC}\).
\[
\bigtriangledown \triangleleft f : \rho \rightarrow^d \sigma \iff \bigtriangledown \triangleleft^{SC} f : \rho \rightarrow^d \sigma
\]

Proof: The difference among the systems \(\triangleleft\) and \(\triangleright^{SC}\) primarily relies in the form of assumptions on the left hand side of the judgements, which are \(f : \rho \rightarrow^d \sigma\), with \(f\) a (closed) orchestrator in case of \(\triangleleft\), and \(x : \rho \rightarrow^d \sigma\) in case of \(\triangleright^{SC}\). Consequently the respective axioms (\(\text{Hyp}\)) are

\[
\Gamma, f : \rho \rightarrow^d \sigma \triangleright f : \rho \rightarrow^d \sigma \quad \Gamma, x : \rho \rightarrow^d \sigma \triangleright^{SC} x : \rho \rightarrow^d \sigma
\]

and whenever \(\triangleright\) has a coinductive rule of the shape

\[
\Gamma, \bigtriangledown_{i \in I} \mu_i ; f_i : \rho \rightarrow^d \sigma_i \triangleright f_i : \rho \rightarrow^d \sigma_i \quad \forall i \in I
\]

for some operator \(\bigtriangledown\), in \(\triangleright^{SC}\) there is a corresponding rule

\[
\Gamma, x : \rho \rightarrow^d \sigma \triangleright^{SC} f_i : \rho \rightarrow^d \sigma_i \quad \forall i \in I
\]

where \(f_i = f_i\{\text{rec} \cdot \bigtriangledown_{i \in I} \mu_i ; f_i / x\}\).

Therefore to translate a derivation of system \(\triangleright^{SC}\) into a derivation of system \(\triangleright\) it suffices to visit the derivation tree from the root, namely the conclusion, up to the leaves, by replacing each orchestrator \(\text{rec} \cdot f\) found on the right hand side of \(\triangleright^{SC}\) in the conclusion of a rule as well as the assumption \(x\) in the premises of the same rule by \(f\{\text{rec} \cdot f / x\}\).

Vice versa to translate a derivation of \(\triangleright\) into one of \(\triangleright^{SC}\) we can proceed in two passes. In the first pass we eliminate from the derivation all assumptions \(f : \rho \rightarrow^d \sigma\) which are not the right hand side of a conclusion of (\(\text{Hyp}\)).

In the second pass if \(\Gamma, g_k : \rho_k \rightarrow^d \sigma_k \triangleright g_k : \rho_k \rightarrow^d \sigma_k\) for \(k = 1, \ldots, n\) are all the conclusions of axiom (\(\text{Hyp}\)) in the given derivation, we replace each \(g_k\) by some new variable \(x_k\). Then we observe that, but in the case of (Ax) which is the same in both systems, all rules in system \(\triangleright\) introduce an orchestrator \(\bigtriangledown_{i \in I} \mu_i ; f_i\) with the \(f_i\) occurring on the right hand side of the premises. Then going from the leaves to the root of the derivation tree, we propagate the replacements of the \(g_k\)'s by \(x_k\)'s until \(g_k : \rho_k \rightarrow^d \sigma_k\) is the discharged assumption of a coinductive rule with the orchestrator \(g_k = \bigtriangledown_{i \in I} \mu_i ; f_i\) in the conclusion: in that rule we replace \(g_k\) by \(x_k\) in the premises, and \(\text{rec} \cdot g_k')\) in the conclusion, where \(g_k' = g_k'\{\text{rec} x_k, g_k' / x\}\).

A routine induction proves that these translations are correct, sending derivations of one system into those of the other one, where the orchestrators in the conclusion are equivalent up to unfolding.

Appendix B  Proof of Proposition 5.4

We shall first prove Proposition 5.4(ii), whereas the proof of 5.4(iii) will follow as a corollary. The proof of

\[
\rho \triangleright^i \sigma \text{ and } \sigma' \triangleright^i \sigma' \implies \rho \triangleright^i \sigma'
\]

will proceed as follows. We first show that, given \(f\) and \(g\) such that \(f : \rho \rightarrow^i \sigma\) and \(g : \sigma \rightarrow^i \sigma'\), it is possible to build an orchestrator \(h\) such that \(h : \rho \rightarrow^i \sigma'\) (the building procedure for \(h\) resembles a similar procedure of [10]). The orchestrator \(h\) coordinates the orchestration actions of \(f\) and \(g\), fusing together the buffers of \(f\) and \(g\). For instance it transforms an action \(\langle a, \overline{a}\rangle\) of \(f\) and an action \(\langle a, e\rangle\) of \(g\) in an action \(\langle a, e\rangle\). Two actions \(\langle e, \overline{e}\rangle\) and \(\langle a, e\rangle\), respectively of \(f\) and
$g$, when coordinated together, do annihilate each other, producing no action at all (it would be like taking an element from a buffer and immediately putting it back).

We shall build $h$ out of the two derivations of the judgments $\vdash^Rf : \rho \vdash^R\sigma$ and $\vdash^Rg : \overline{\sigma} \vdash^R\sigma'$ which do exist because of the soundness and completeness of system $\vdash^R$ with respect to the relation $\vdash^R$. What we actually do is to get $h$ out of a proof reconstruction procedure for $\vdash^R h : \rho \vdash^R\sigma'$ that shall be proved to be terminating. The orchestrator $h$ can also be looked at as the result of a sort of orchestrator-composition operator, i.e., $h = f \bullet g$. Of course in order to prove Proposition 5.4(ii) out of the result

$$f : \rho \vdash^R\sigma \text{ and } g : \overline{\sigma} \vdash^R\sigma' \implies (f \bullet g) : \rho \vdash^R\sigma'$$

we have to show that the operation $\bullet \bullet \bullet$ does preserve the respectfulness of orchestrators, since the relation $\vdash^R$ is defined in terms of the existence of respectful orchestrators for $\vdash^R$.

We start by defining a recursive procedure $P$ with three arguments: two derivations in the formal system $\vdash^R$ and one environment.

**Definition B.1 (The Algorithm P)** The algorithm $P ((D_1, D_2, \Gamma))$, where $D_1$ and $D_2$ are derivations in $\vdash^R$ and $\Gamma$ is an environment, is defined by providing the defining clauses according to the last rules in the derivations $D_1$ and $D_2$. We name the clauses according to the name of the last rules of the two derivations. In names like $R\ast\ast$, the symbol $\ast$ stands for any rule that can be paired with $R$.

We assume that the application priority of the rules respect the order in which they are listed below.

**Clause Init**: The computation of

$$P ((D_1 :: \Gamma_1 \vdash^R f : \rho \vdash^R \sigma, D_2 :: \Gamma_2 \vdash^R g : \overline{\sigma} \vdash^R \sigma', \Gamma_3, x : \rho \vdash^R \sigma'))$$

consists in simply returning

$$(Hvl) :: \Gamma_3, x : \rho \vdash^R \sigma' \vdash^R \sigma : \rho \vdash^R \sigma'.$$

**Clause (Ax)\*\*: $P ((Ax) :: \Gamma_1 \vdash^R 1 :: 1 \vdash^R \sigma, D_2 :: \Gamma_2 \vdash^R g : \overline{\sigma} \vdash^R \sigma', \Gamma_3).$

We return $\Gamma_3 :: \Gamma_3 \vdash^R 1 :: 1 \vdash^R \sigma'$.

Notice that it is not necessary to have a Clause \*\*(Ax), since in that case $\sigma = 1$ and hence also $\rho = 1$. This means that Clause (Ax)\* applies.

**Clause (Hvl)-(Hvl)**:

$$P ((Hvl) :: \Gamma_1, x : \rho \vdash^R \sigma \vdash^R x : \rho \vdash^R \sigma, (Hvl) :: \Gamma_2, x : \overline{\sigma} \vdash^R \sigma' \vdash^R x : \overline{\sigma} \vdash^R \sigma', \Gamma_3).$$

Let now $D_1 :: \Gamma_1 \vdash^R \text{ rec } x. f' : \rho \vdash^R \sigma$ be the subderivation (of the initial derivation) where the variable $x$ is discharged, and similarly for $D_2 :: \Gamma_2 \vdash^R \text{ rec } x. g' : \overline{\sigma} \vdash^R \sigma'$. Then we return

$$P (D_1 :: \Gamma_1 \vdash^R \text{ rec } x. f' : \rho \vdash^R \sigma, D_2 :: \Gamma_2 \vdash^R \text{ rec } x. g' : \overline{\sigma} \vdash^R \sigma', \Gamma_3).$$

**Clause (Hvl)-\*: $P ((Hvl) :: \Gamma_1, x : \rho \vdash^R \sigma \vdash^R x : \rho \vdash^R \sigma, D_2 :: \Gamma_2 \vdash^R g : \overline{\sigma} \vdash^R \sigma', \Gamma_3).$

Let now $D_1 :: \Gamma_1 \vdash^R \text{ rec } x. f' : \rho \vdash^R \sigma$ be the subderivation (of the initial derivation) where the variable $x$ is discharged. Then we return

$$P (D_1 :: \Gamma_1 \vdash^R \text{ rec } x. f' : \rho \vdash^R \sigma, D_2 :: \Gamma_2 \vdash^R g : \overline{\sigma} \vdash^R \sigma', \Gamma_3).$$
Clause \*-(Hvr): $P \left( D_1 :: \Gamma_1 \vdash^{\text{ef}} f : \rho \rightarrow^{a} \sigma, \ (\text{Hvr}) :: \Gamma_2, x : \overline{\Sigma} \rightarrow^{a} \sigma' \vdash^{\text{ef}} x : \overline{\Sigma} \rightarrow^{a} \sigma', \Gamma_3 \right)$.

Let now $D_2 :: \Gamma_2 \vdash^{\text{ef}} \text{rec} \cdot x, g' : \overline{\Sigma} \rightarrow^{a} \sigma'$ be the subderivation (of the initial derivation) where the variable $x$ is discharged. Then we return

$$P \left( D_1 :: \Gamma_1 \vdash^{\text{ef}} f : \rho \rightarrow^{a} \sigma, \ D_2 :: \Gamma_2 \vdash^{\text{ef}} \text{rec} \cdot x, g' : \overline{\Sigma} \rightarrow^{a} \sigma', \Gamma_3 \right)$$

Notice that no rule among the last three above can be applied immediately after the application of one of them.

Clause \*-(Cri,\Sigma-L)*: $P \left( D_1', D_2 :: \Gamma_2 \vdash^{\text{ef}} g : \overline{\Sigma} \rightarrow^{a} \sigma', \Gamma_3 \right)$ where

$$D_1' = \frac{D_1}{D_1' \vdash^{\text{ef}} f : \rho_1 \rightarrow^{a} \sigma'} \quad (p \in I)$$

and $\Gamma_1' = \Gamma_1, x : \Sigma_{i \in I} a_i, \rho_i \rightarrow^{a} \sigma$.

Let $P \left( D_1 :: \Gamma_1' \vdash^{\text{ef}} f' : \rho_1 \rightarrow^{a} \sigma, D_2 :: \Gamma_2 \vdash^{\text{ef}} g : \overline{\Sigma} \rightarrow^{a} \sigma', \Gamma_3, x : \rho \rightarrow^{a} \sigma \right) = D :: \Gamma_3, x : \rho \rightarrow^{a} \sigma \triangleright h : \rho_p \rightarrow^{a} \sigma'$. then we return

$$\frac{D \vdash^{\text{ef}} \text{rec} \cdot x \cdot (\overline{\Sigma} \\rho_i), h : \rho \rightarrow^{a} \sigma'}{D_3 \vdash^{\text{ef}} g : \overline{\Sigma} \rightarrow^{a} \sigma'} \quad \text{(Cri,\Sigma-L)}$$

Clause \*-(Cri,\oplus-L)*: $P \left( D_1', D_2 :: \Gamma_2 \triangleright g : \overline{\Sigma} \rightarrow^{a} \sigma', \Gamma_3 \right)$ where

$$D_1' = \frac{D_1}{D_1' \triangleright f_i : \rho_1 \rightarrow^{a} \sigma} \quad (\forall i \in I)$$

and $\Gamma_1' = \Gamma_1, \forall_{i \in I} \langle a_i, e \rangle, f_i : \bigoplus_{i \in I} \overline{\Sigma} \rightarrow^{a} \sigma$.

Let $P(D_1 :: \Gamma_1' \triangleright f_i : \rho_1 \rightarrow^{a} \sigma, D_2 :: \Gamma_2 \triangleright g : \overline{\Sigma} \rightarrow^{a} \sigma', \Gamma_3, x : \rho \rightarrow^{a} \sigma') = D_1' :: \Gamma_3, x : \rho \rightarrow^{a} \sigma' \triangleright h_i : \rho_1 \rightarrow^{a} \sigma'$. We then return

$$\frac{D_1' \triangleright f_i : \rho_1 \rightarrow^{a} \sigma'}{D_3 \triangleright \forall_{i \in I} \langle a_i, e \rangle, h_i : \bigoplus_{i \in I} \overline{\Sigma} \rightarrow^{a} \sigma'} \quad \text{(Cri,\oplus-L)}$$

Clause \*-(Cri,\Sigma-R): $P \left( D_1 :: \Gamma_1' \vdash^{\text{ef}} f' : \rho \rightarrow^{a} \sigma, D_2', \Gamma_3 \right)$ where

$$D_2' = \frac{D_2}{D_2' \vdash^{\text{ef}} g' : \overline{\Sigma} \rightarrow^{a} \sigma'_p} \quad (p \in I)$$

and $\Gamma_2' = \Gamma_1, x : \overline{\Sigma} \rightarrow^{a} \Sigma_{i \in I} a_i, \sigma'_p$.

Let $P \left( D_1 :: \Gamma_1' \vdash^{\text{ef}} f' : \rho \rightarrow^{a} \sigma, D_2 :: \Gamma_2' \vdash^{\text{ef}} g' : \overline{\Sigma} \rightarrow^{a} \sigma'_p, \Gamma_3, x : \rho \rightarrow^{a} \sigma' \right) = D' :: \Gamma_3, x : \rho \rightarrow^{a} \sigma' \triangleright h : \rho \rightarrow^{a} \sigma'_p$. 

We then return
\[
\begin{array}{c}
\Gamma_3 \vdash \exists x : \rho \vdash \sigma' \vdash x : \varphi \vdash \sigma_p' (p \in I) \\
\Gamma_3 \vdash \forall \vec{x}. \langle \vec{v}, \vec{w} \rangle : \rho \vdash \forall \vec{x}. \Sigma \vdash \vec{a}_i, \sigma_i' (p \in I)
\end{array}
\]  
\hspace{0.5cm} (\text{cn-S-R})

**Clause (cn-S-R)-(cn-S-L):** \( P \left( D'_1, D'_2, I_3 \right) \) where

\[
D'_1 = \frac{\Gamma_1 \vdash \exists x : \rho \vdash \sigma_p' (p \in I)}{\Gamma_1 \vdash \forall \vec{x}. \langle \vec{v}, \vec{w} \rangle : \rho \vdash \forall \vec{x}. \Sigma \vdash \vec{a}_i, \sigma_i' (p \in I)} (\text{cn-S-R})
\]

\[
D'_2 = \frac{\Gamma_2 \vdash \forall \vec{x}. \langle \vec{v}, \vec{w} \rangle : \rho \vdash \forall \vec{x}. \Sigma \vdash \vec{a}_i, \sigma_i' (p \in I)}{\Gamma_2 \vdash \forall \vec{x}. \langle \vec{v}, \vec{w} \rangle : \rho \vdash \forall \vec{x}. \Sigma \vdash \vec{a}_i, \sigma_i' (p \in I)} (\text{cn-S-L})
\]

\( \Gamma'_1 = \Gamma_1, x : \sum_{i \in I} \vec{a}_i, \sigma_i' (p \in I), \) and \( \Gamma'_2 = \Gamma_2, x : \sum_{i \in I} \vec{a}_i, \sigma_i' (p \in I). \) Let

\[
P \left( D'_1 :: I_3 \vdash g_p : \Sigma \vdash \vec{a}_p, \left( I_3 \vdash h : \rho \vdash \sigma' \right) \right) = \left[ D :: \left( I_3 \vdash h : \rho \vdash \sigma' \right) \right]
\]

We then return \( D. \)

(Notice that here, in the recursive calls, \( \rho \) and \( \sigma' \) remain unchanged. That is why we do not add \( x : \rho \vdash \sigma' \) to \( I_3. \) However, as we shall show in the proof of termination of the algorithm, this cannot be an infinite sequence of consequent applications of clauses like the present one.)

**Clause (cn-S-R)-(cn-S-Sigma):** \( P \left( D'_1, D'_2, I_3 \right) \) where

\[
D'_1 = \frac{\Gamma_1 \vdash \exists x : \rho \vdash \sigma_p' (p \in I)}{\Gamma_1 \vdash \forall \vec{x}. \langle \vec{v}, \vec{w} \rangle : \rho \vdash \forall \vec{x}. \Sigma \vdash \vec{a}_i, \sigma_i' (p \in I)} (\text{cn-S-R})
\]

\[
D'_2 = \frac{\Gamma_2 \vdash \forall \vec{x}. \langle \vec{v}, \vec{w} \rangle : \rho \vdash \forall \vec{x}. \Sigma \vdash \vec{a}_i, \sigma_i' (p \in I)}{\Gamma_2 \vdash \forall \vec{x}. \langle \vec{v}, \vec{w} \rangle : \rho \vdash \forall \vec{x}. \Sigma \vdash \vec{a}_i, \sigma_i' (p \in I)} (\text{cn-S-Sigma})
\]

in \( D'_1, \) \( \Gamma'_1 = \Gamma_1, x : \rho \vdash \Sigma_{i \in I} a_i, \sigma_i \)

and in \( D'_2, \) \( K \subseteq I, \) \( H \cup K = I \) and \( \Gamma'_2 = \Gamma_2, x : \sum_{i \in I \cup K} \vec{a}_i, \sigma_i' (p \in I). \)

We distinguish two cases:

\( p \in H: \) Let \( P \left( D'_1 :: I_3 \vdash g_p : \Sigma \vdash \vec{a}_p, \left( I_3 \vdash h : \rho \vdash \sigma' \right) \right) = \left[ D :: \left( I_3 \vdash h : \rho \vdash \sigma' \right) \right]. \) We then return

\[
D :: I_3 \vdash h : \rho \vdash \sigma'
\]

(The same observation at the end of the previous clause applies here)

\( p \in K: \) Let \( P \left( D'_1 :: I_3 \vdash g_p : \Sigma \vdash \vec{a}_p, \left( I_3 \vdash h : \rho \vdash \sigma' \right) \right) = \left[ D :: I_3, x : \rho \vdash \sigma' \vdash h : \rho \vdash \sigma_p \right]. \)

We then return

\[
\begin{array}{c}
\Gamma_3 \vdash \exists x : \rho \vdash \sigma' \vdash h : \rho \vdash \sigma_p' (p \in I) \\
\Gamma_3 \vdash \forall \vec{x}. \langle \vec{v}, \vec{w} \rangle : \rho \vdash \forall \vec{x}. \Sigma \vdash \vec{a}_i, \sigma_i' (p \in I)
\end{array}
\]  
\hspace{0.5cm} (\text{cn-S-R})
\[ D_1 = \frac{I_1 \triangleright f_i : \rho \cdot \sigma_i \quad (\forall i \in I)}{I_1 \triangleright V_{i \in I}(e, a_i).f_i : \rho \cdot \bigoplus_{i \in I} \overline{\sigma}_i} \] (Cn-R)

\[ D_2 = \frac{I_2 \triangleright g_i : \rho \cdot \overline{\sigma}_i \quad (p \in I)}{I_2 \triangleright (\overline{\sigma}_{p,e})_p. g_i : \bigoplus_{i \in I} \overline{\sigma}_i \cdot \overrightarrow{\overline{\sigma}}^{\rho \cdot \sigma'}_i} \] (Cn-L)

\[ \Gamma_1' = I_1, x : \rho \cdot \bigoplus_{i \in I} \overline{\sigma}_i, \Gamma_2' = I_2, x : \bigoplus_{i \in I} \overline{\sigma}_i \cdot \overrightarrow{\overline{\sigma}}^{\rho \cdot \sigma'}_i. \]

Let \( P(D_p : \Gamma_1' \triangleright f_p : \rho \cdot \sigma_p, D_p' : \Gamma_2' \triangleright g'_i : \rho \cdot \overline{\sigma}_p \cdot \overrightarrow{\overline{\sigma}}^{\rho \cdot \sigma'}_i, \Gamma_3) = D : \Gamma_3 \triangleright h : \rho \cdot \sigma'. \) We then return \( D. \)

**Clause (Cn-R)-(Cn-L):** \( P(D_1, D_2, \Gamma_3) \) where

\[ D_1 = \frac{I_1 \triangleright f_i : \rho \cdot \sigma_i \quad (\forall i \in I)}{I_1 \triangleright V_{i \in I}(e, a_i).f_i : \rho \cdot \bigoplus_{i \in I} \overline{\sigma}_i} \] (Cn-R)

\[ D_2 = \frac{I_2 \triangleright g_i : \rho \cdot \overline{\sigma}_i \quad (p \in I)}{I_2 \triangleright (\overline{\sigma}_{p,e})_p. g_i : \bigoplus_{i \in I} \overline{\sigma}_i} \] (Cn-L)

\[ \Gamma_1' = I_1, x : \rho \cdot \bigoplus_{i \in I} \overline{\sigma}_i, \Gamma_2' = I_2, x : \bigoplus_{i \in I} \overline{\sigma}_i \cdot \overrightarrow{\overline{\sigma}}^{\rho \cdot \sigma'}_i. \]

Let, for all \( i \in K, P(D_i : \Gamma_1' \triangleright f_i : \rho \cdot \sigma_i, D_i' : \Gamma_2' \triangleright g_i : \overline{\sigma}_i \cdot \overrightarrow{\overline{\sigma}}^{\rho \cdot \sigma'}_i, \\)

\[ \Gamma_3 : x : \rho \cdot \sigma' \triangleright h_i : \rho \cdot \sigma_i. \]

and, for all \( j \in H \)

\[ P(D'_j : \Gamma_1' \triangleright g_j : \bigoplus_{i \in I} \overline{\sigma}_i \cdot \overrightarrow{\overline{\sigma}}^{\rho \cdot \sigma'}_i, \Gamma_3 : x : \rho \cdot \sigma' \triangleright h_j : \rho \cdot \sigma_j. \]

where

\[ D' = \frac{I_1 \triangleright f_i : \rho \cdot \sigma_i \quad (\forall i \in I)}{I_1 \triangleright V_{i \in I}(e, a_i).f_i : \rho \cdot \bigoplus_{i \in I} \overline{\sigma}_i} \]

We then return

\[ D'' = \frac{I_3, x : \rho \cdot \sigma' \triangleright h_i : \rho \cdot \sigma'_i \quad (\forall i \in H \cup K)}{I_3 \triangleright V_{i \in H \cup K}(e, a_i).h_i : \rho \cdot \bigoplus_{i \in H \cup K} \overline{\sigma}_i} \] (Cn-R)

**Clause (Cn-S)-(Cn-L):** \( P(D_1, D_2, \Gamma_3) \), where

\[ D_1 = \frac{I_1 \triangleright f_i : \rho_i \cdot \sigma_{i,j} \quad (\forall i \in H)}{I_1 \triangleright V_{i \in H}(a_i, e).f_i \cdot \bigoplus_{i \in H} e_i. \overline{\sigma}_{i,j} \cdot \bigoplus_{i \in I} \overline{\sigma}_i} \] (Cn-S)

\[ D_2 = \frac{I_2 \triangleright g_j : \rho_j \cdot \overline{\sigma}_j \quad (\forall j \in I)}{I_2 \triangleright V_{j \in I}(a_j, e).g_j \cdot \bigoplus_{j \in I} \overline{\sigma}_j} \] (Cn-L)

where \( \Gamma_1' = I_1, f : \bigoplus_{i \in H \cup K} \overline{\sigma}_i \cdot \overrightarrow{\overline{\sigma}}^{\rho \cdot \sigma'}_i \) and \( \Gamma_2' = I_2, V_{i \in I}(a_i, e). g_i : \bigoplus_{i \in I} \overline{\sigma}_i \cdot \overrightarrow{\overline{\sigma}}^{\rho \cdot \sigma'_j} \).
Let, for all $i \in H$, $P(D_i : \Gamma'_i \triangleright f_i : \rho_i \vdash \sum_{j \in I} a_j \sigma_j, \mathcal{D}_2)$,
\[\Gamma'_3, x : \bigoplus_{i \in H \cup K} \bar{a}_i : \rho i \vdash \sigma_i = \mathcal{D}'_i \triangleright \Gamma'_3, x : \rho \vdash \sigma \triangledown h_i : \rho i \vdash \sigma'.\]

where
\[\mathcal{D}'_2 = \begin{array}{l}
\Gamma'_2 \triangleright g_i : \bar{a}_i \vdash \sigma_i \vdash \sigma' \\
\mathcal{D}'_2 \triangleright \bigvee_{i \in J} (a_i, e_i) \wedge (\bigoplus_{i \in J} \bar{a}_i) \vdash \sigma_i \vdash \sigma' \\
\end{array} \quad (\forall j \in J)
\]

and let for all $i \in K$, $P(D_i : \Gamma'_i \triangleright f_i : \rho_i \vdash \sigma_i, \mathcal{D}_2 : \Gamma'_2 \triangleright g_i : \bar{a}_i \vdash \sigma_i', \mathcal{D}_3 : \bigoplus_{i \in I} \bar{a}_i : \rho i \vdash \sum_{j \in J} a_j \sigma_j, \mathcal{D}'_2)$,
\[\Gamma'_3, x : \bigoplus_{i \in H \cup K} \bar{a}_i : \rho i \vdash \sum_{j \in J} a_j \sigma_j = \mathcal{D}'_i \triangleright \Gamma'_3, x : \rho \vdash \sigma \triangledown h_i : \rho i \vdash \sigma'.\]

We then return, using rule \text{(Crn+L)},
\[\begin{array}{c}
\hline
\Gamma'_i, x : \rho \vdash \sigma \vdash \mathcal{D}_i \mathcal{D}_2, \Gamma_3 \\
\hline
\end{array} \quad \text{(Crn+L)}
\]

Clause \text{(Crn+Σ)-(Crn+Σ)} : $P(D_1, D_2, \Gamma_3)$ where
\[\mathcal{D}_1 = \begin{array}{c}
\hline
\Gamma'_2 \triangleright \bigvee \bigoplus_{i \in H} (a_i, e_i) \wedge (\bigoplus_{i \in H} \bar{a}_i) \vdash \sigma_i, \Gamma'_2 \triangleright \bigvee \bigoplus_{i \in H} (a_i, e_i) \wedge (\bigoplus_{i \in K} \bar{a}_i) \vdash \sigma_i \\
\hline
\Gamma'_2 \triangleright \bigvee \bigoplus_{i \in H} (a_i, e_i) \wedge (\bigoplus_{i \in K} \bar{a}_i) \vdash \sigma_i \\
\end{array} \quad \text{(Crn+Σ)}
\]

\[\begin{array}{c}
\hline
\Gamma'_i, x : \rho \vdash \sigma \vdash \mathcal{D}_i \mathcal{D}_2, \Gamma_3 \\
\hline
\end{array} \quad \text{(Crn+Σ)}
\]

$H' \cup K' = J$, $\Gamma'_i = \Gamma_1, f : \bigoplus_{i \in H \cup K} \bar{a}_i : \rho i \vdash \sum_{j \in J} a_j \sigma_j$, and $\Gamma'_i = \Gamma_2, g : \bigoplus_{i \in H \cup K} \bar{a}_i : \rho i \vdash \sum_{j \in J} a_j \sigma_j$.

Let for all $i \in H$, $P(D_i : \Gamma'_i \triangleright f_i : \rho_i \vdash \sum_{j \in J} a_j \sigma_j, \mathcal{D}_2)$,
\[\Gamma'_3, x : \bigoplus_{i \in H \cup K} \bar{a}_i : \rho i \vdash \sum_{j \in J} a_j \sigma_j = \mathcal{D}'_i \triangleright \Gamma'_3, x : \rho \vdash \sigma \triangledown h_i : \rho i \vdash \sigma'.\]

where
\[\begin{array}{c}
\hline
\Gamma'_i, x : \rho \vdash \sigma \vdash \mathcal{D}_i \mathcal{D}_2, \Gamma_3 \\
\hline
\end{array} \quad \text{(Crn+Σ)}
\]

and let for all $i \in H' \cap K$,
\[P(D_i : \Gamma'_i \triangleright f_i : \rho_i \vdash \sum_{j \in J} a_j \sigma_j, \mathcal{D}_i : \Gamma'_2 \triangleright g_i : \bar{a}_i : \rho i \vdash \sum_{j \in J} a_j \sigma_j', \mathcal{D}_3 : \bigoplus_{i \in I} \bar{a}_i : \rho i \vdash \sum_{j \in J} a_j \sigma_j) = \mathcal{D}'_i \triangleright \Gamma'_3, x : \rho \vdash \sigma \triangledown h_i : \rho i \vdash \sigma'.\]

and let for all $i \in K' \cap K$,
\[P(D_i : \Gamma'_i \triangleright f_i : \rho_i \vdash \sum_{j \in J} a_j \sigma_j, \mathcal{D}_i : \Gamma'_2 \triangleright g_i : \bar{a}_i : \rho i \vdash \sum_{j \in J} a_j \sigma_j', \mathcal{D}_3 : \bigoplus_{i \in I} \bar{a}_i : \rho i \vdash \sum_{j \in J} a_j \sigma_j) = \mathcal{D}'_i \triangleright \Gamma'_3, x : \rho \vdash \sigma \triangledown h_i : \rho i \vdash \sigma'.\]

We then return
\[\begin{array}{c}
\hline
\Gamma'_3, x : \rho \vdash \sigma \vdash \mathcal{D}_i \mathcal{D}_2, \Gamma_3 \\
\hline
\end{array} \quad \text{(Crn+Σ)}
\]

It is possible to define an operation of orchestrator composition, such that orchestrator of the result of the previous algorithm can be obtained by means of such operator.
\[ 1 \cdot g = 1 \\
(\langle \alpha_p, \epsilon \rangle, f') \cdot g = (\langle \alpha_p, \epsilon \rangle, (f' \cdot g)) \\
f \cdot ((\epsilon, \alpha_p), g') = ((\epsilon, \alpha_p), (f \cdot g')) \\
f \cdot (\forall i \in \{\epsilon, a_i\}, g_i) = \forall i \in \{\epsilon, a_i\}, (f \cdot g_i) \\
(\forall i \in \{\epsilon, a_i\}, f_i) \cdot g = \forall i \in \{\epsilon, a_i\}, (f_i \cdot g) \\
(f \cdot g') \cdot (\forall h \in H(\alpha_p, \epsilon), g_h) \vee (\forall k \in K(\alpha_p, \pi_k), g_k) = \\
= f' \cdot g_p \\
(p \in H) \\
(f \cdot g') \cdot (\forall h \in H(\alpha_p, \epsilon), g_h) \vee (\forall k \in K(\alpha_p, \pi_k), g_k) = \\
= (f, \alpha_p) \cdot g' \\
(p \in K) \\
(\forall i \in H(\epsilon, a_i), f_i) \cdot (\forall h \in K(\alpha_p, \pi_k), f_k) \cdot (\forall h \in K(\alpha_p, a_i), g_i) = \\
= \forall i \in H(\epsilon, a_i), (f \cdot g_i) \vee \forall i \in H, (f_i \cdot g_i) \vee \forall i \in K, (f_i \cdot g_i) \\
(H \cup K \supseteq K') \\
(\forall h \in H(\alpha_p, c), f_h) \cdot (\forall k \in K(a_p, a_k), g_k) = \\
= (\forall h \in H(\alpha_p, e), g_h) \vee (\forall k \in K(a_p, a_k), g_k) \\
= \forall i \in H(\alpha_p, e), (f_i \cdot g_i) \vee \forall i \in H, (a_i, g_i) \vee \forall i \in K, (f_i \cdot g_i) \\
(H' \cup K \supseteq K) \\
(f \cdot g) = \bot \\
\]

**Definition B.2 (Orchestrator Composition)** The composition \( f \cdot g \) of two orchestrators \( f \) and \( g \) is defined by the following rules in Figure 9, which we assume to be applied according to the priority respecting the order they are listed in.

The well-foundness of \( f \cdot g \) can be shown from the regularity of \( f \) and \( g \). The orchestrator \( f \cdot g \) is actually the one returned by the procedure \( P \) that can be proved to terminate.

We say that \( f \cdot g \) is defined whenever \( f \cdot g \neq \bot \).

In the following Proposition we show the procedure \( P \) to terminate. Notice that we need to assume the orchestrators \( f \) and \( g \) in the first and second argument of \( P \) to be sound. In fact, \( f \) could be an orchestrator communicating only with the server and \( g \) one communicating only with the client. In that case, the procedure \( P \) would unsuccessfully try to produce an orchestrator made just of actions which are the result of two annihilating actions of the form \( \langle \epsilon, \pi \rangle \) and \( \langle \pi, \epsilon \rangle \), a sort of empty orchestrator.

This argument can be better understood by means of a very simple example. Note that it is possible to have two derivations for the judgments

\[ \triangleright^\alpha \text{rec} \cdot x, \langle \epsilon, \pi \rangle, x : b \vdash^\alpha \text{rec} \cdot x, a \cdot x \quad \text{and} \quad \triangleright^\beta \text{rec} \cdot x, \langle a, \epsilon \rangle, x \vdash \text{rec} \cdot x, \pi, x \vdash^\beta c \]

where \( \text{rec} \cdot x, \langle \epsilon, \pi \rangle, x \) is clearly unsound. The procedure \( P \) tries to build an orchestrator \( h \) and a derivation for

\[ \triangleright^\alpha h : b \vdash^\alpha c \]

that it actually cannot do. In fact \( P \) indefinitely keeps applying clause \((\text{C,R} \cdot \Sigma) - (\text{C,R} \cdot \Sigma)\),
which simply annihilates the actions \((\varepsilon, \mathbf{P})\) and \((a, \varepsilon)\), without managing to produce an orchestration action of \(h\) (which cannot be produced out of the given orchestrators).

**Proposition B.3** Assume \(D_1 :: \triangleright a f : \rho \rightarrow^a \sigma\) and \(D_2 :: \triangleright a g : \mathbf{P} \rightarrow^a \sigma'\), where both \(f\) and \(g\) are sound orchestrators. Then

1. the computation of \(P (D_1, D_2, \emptyset)\) terminates;
2. \(f \cdot g\) is defined;
3. \(P (D_1, D_2, \emptyset) = D :: \triangleright a f \cdot g : \rho \rightarrow^a \sigma'\).

**Proof:**

1. The algorithm \(P\) is a derivation reconstruction algorithm that tries and build a derivation for the judgment \(\triangleright a f \cdot g : \rho \rightarrow^a \sigma'\) in a bottom-up way, driven by the two derivations \(D_1\) and \(D_2\), and by the third argument (the environment). The proof of its termination is basically rooted in the same ideas as the termination proof for the reconstruction algorithm **Prove** (Lemma 3.13) used in the completeness proof for the formal system \(\triangleright\). Hence in the following we avoid detailing notions similar to those used there.

We call the clauses belonging to the following set invariant:

\[
\mathcal{I}_{nv} = \left\{ (\mathbf{Hyp}) \cdot (\mathbf{Hyp}), (\mathbf{Hyp}) \cdot \ast, \ast \cdot (\mathbf{Hyp}), (\mathbf{Ctrl} \Sigma \mathbf{R}) \cdot (\mathbf{Ctrl} \oplus \Sigma), (\mathbf{Ctrl} \Sigma \mathbf{R}) \cdot (\mathbf{Ctrl} \oplus \Sigma) \cdot (p \in H), (\mathbf{Ctrl} \oplus \mathbf{R}) \cdot (\mathbf{Ctrl} \Sigma \mathbf{L}) \right\}
\]

Also, given a call \(P (D :: \mathcal{I}_1 \triangleright a f : \rho \rightarrow^a \sigma, D' :: \mathcal{I}_2 \triangleright a g : \mathbf{P} \rightarrow^a \sigma', \mathcal{I}_3)\) of the procedure \(P\), we refer to \(\rho\) as the client, to \(\sigma'\) as the server, to \(\sigma\) as the the intermediate server and to \(\mathbf{P}\) as the the intermediate client of the call.

We first observe that for any recursive call corresponding to an application of a clause not in \(\mathcal{I}_{nv}\), both the client and the server in the call are subterms of the client and the server considered in the calling procedure. By the regularity of the trees represented by session contracts, it follows that the clauses \((\lambda x)^{-}\ast\) or **Init** will apply. In fact, if \(f'\) and \(g'\) are the client and server of a call of \(P\) and if \(f''\) and \(g''\) are the the client and server of the resulting recursive call, then the regular trees corresponding to \(f''\) and \(g''\) are, respectively, subterms of the trees corresponding to \(f'\) and \(g'\). This implies that the clients and servers of any call are subterms of the client and server of the initial call. So if the sequence of recursive calls does not get to an application of clause \((\lambda x)^{-}\ast\), eventually it will get to an application of clause **Init**, since the environment necessarily contains \(\rho \rightarrow^a \sigma\), where \(\rho\) and \(\sigma\) are the client and server of the initial call. This immediately implies that the derivation reconstruction does terminate.

It remains to be proved that the initial call of the procedure \(P\) cannot produce an infinite sequence of recursive calls due only to the invariant clauses in \(\mathcal{I}_{nv}\). Towards a contradiction, assume that such a sequence exists. We distinguish two cases.

The first is when the calls corresponding to \((\mathbf{Ctrl} \Sigma \mathbf{R}) \cdot (\mathbf{Ctrl} \oplus \mathbf{L}), (\mathbf{Ctrl} \Sigma \mathbf{R}) \cdot (\mathbf{Ctrl} \oplus \Sigma) \cdot (p \in H)\) and \((\mathbf{Ctrl} \oplus \mathbf{R}) \cdot (\mathbf{Ctrl} \Sigma \mathbf{L})\) are finite. This means that from a certain point onwards, the sequence is made just of calls corresponding to \((\mathbf{Hyp}) \cdot (\mathbf{Hyp}), (\mathbf{Hyp}) \cdot \ast\) and \(\ast \cdot (\mathbf{Hyp})\). This is however impossible, since the syntax of session contracts impose that the body \(\sigma\) of a term \(\mathbf{rec} \cdot x. \sigma\) is not a variable.

In case the calls corresponding to \((\mathbf{Ctrl} \Sigma \mathbf{R}) \cdot (\mathbf{Ctrl} \oplus \mathbf{L}), (\mathbf{Ctrl} \Sigma \mathbf{R}) \cdot (\mathbf{Ctrl} \oplus \Sigma) \cdot (p \in H)\) and \((\mathbf{Ctrl} \oplus \mathbf{R}) \cdot (\mathbf{Ctrl} \Sigma \mathbf{L})\) are infinite, we get a contradiction with the assumption that \(f\) and \(g\) are sound. In fact we could easily build an infinite trace of \(f\) or \(g\) which is not sound, consisting only of orchestration actions \(\langle \varepsilon, \mathbf{P} \rangle\) and \(\langle \varepsilon, a \rangle\) (in case of \(f\)) or orchestration actions \(\langle \mathbf{P}, \varepsilon \rangle\) and \(\langle a, \varepsilon \rangle\) (in case of \(g\)).
1. \(1 \cdot \mu = 1\)

2. \(\left(\mu_1, \varepsilon\right) \cdot \mu_2 = \left(\mu_1 \cdot \mu_2, \varepsilon\right)\)

3. \(\left(\mu_1, a\right) \cdot \left(\mu_1, \varepsilon\right) \cdot \mu_2 = \left(\mu_1 \cdot \mu_1 \cdot \mu_2, a\right)\)

4. \(\mu_1 \cdot \left(\mu_1, \mu_2\right) = \left(\mu_1 \cdot \mu_1, \mu_2\right)\)

5. \(\left(\mu_1, \mu_2\right) \cdot \mu_2 = \mu_1 \cdot \mu_2\)

6. \(\left(\mu_1, \mu_2\right) \cdot \mu_1 = \mu_1 \cdot \mu_2\)

7. \(\mu_1 \cdot \left(\mu_1, a\right) \cdot \mu_2 = \left(\mu_1, a\right) \cdot \mu_1 \cdot \mu_2\)

8. \(\left(\mu_1, a\right) \cdot \mu_1 \cdot \mu_2 = \left(\mu_1, a\right) \cdot \mu_1 \cdot \mu_2\)

9. \(\left(\mu_1, a\right) \cdot \mu_2 = \left(\mu_1, a\right) \cdot \mu_1 \cdot \mu_2\)

10. \(\left(\mu_1, a\right) \cdot \mu_2 = \left(\mu_1, a\right) \cdot \mu_1 \cdot \mu_2\)

11. \(\mu_1 \cdot \left(\mu_1, a\right) \cdot \mu_2 = \left(\mu_1, a\right) \cdot \mu_1 \cdot \mu_2\)

12. \(\left(\mu_1, a\right) \cdot \mu_2 = \left(\mu_1, a\right) \cdot \mu_1 \cdot \mu_2\)

13. \(\left(\mu_1, a\right) \cdot \mu_2 = \left(\mu_1, a\right) \cdot \mu_1 \cdot \mu_2\)

14. \(\mu_1 \cdot \mu_2 = \perp\)

Figure 10: Composition of traces

We will now prove that if \(\varepsilon^d f : \rho \rightarrow^d \sigma\) and \(\varepsilon^d g : \overline{\rho} \rightarrow^d \sigma'\) and \(f\) and \(g\) are respectful, then so is \(f \cdot g\). Since respectfulness is a property of traces, we have to check the respectfulness of the traces of \(f \cdot g\). We observe that a trace of \(f \cdot g\) can be seen as the composition of a trace of \(f\) and a trace of \(g\). Therefore we extend the composition operator to traces.

**Definition B.4 (Traces Composition)** Composition of traces is defined through the rules in Figure 10; these are assumed to be applied respecting the priority of their order.

We say that \(\mu_1 \cdot \mu_2\) is defined whenever \(\mu_1 \cdot \mu_2 \neq \perp\).

**Lemma B.5** Let \(f\) and \(g\) be such that \(f \cdot g\) is defined. Then

\[\mu \in \text{Tr}(f \cdot g) \implies \exists \mu_1 \in \text{Tr}(f) \exists \mu_2 \in \text{Tr}(g) \left[\mu = \mu_1 \cdot \mu_2\right]\]

**Proof:** Easy, by definition of traces and by checking the rules of the definitions of orchestrators and traces composition (Definition B.2 and B.4).

For the sake of readability we write \(\mu\) instead of \(\hat{\mu}\) when no ambiguity can arise. In the following the subsequence of the first \(n\) elements of \(\mu\) will be denoted by \(\langle \mu \rangle_n\).

We will prove that the composition of two respectful traces is respectful itself. Since respectfulness is the conjunction of other properties, we split the proof into some lemmas about these properties.

**Lemma B.6 (Soundness Preservation)** Let \(\mu_1\) and \(\mu_2\) be such that \(\mu_1 \cdot \mu_2\) is defined.

\(i\) For any \(a \in \mathcal{N}\) and \(n \geq 0\), there exists \(k_1, k_2, h_1, h_2 \geq 0\) such that

\[a|\langle \mu_1 \cdot \mu_2 \rangle_n| = a|\langle \mu_1 \rangle_{h_1}| + a|\langle \mu_2 \rangle_{h_2}|\]

and

\[|\langle \mu_1 \cdot \mu_2 \rangle_n|_a = |\langle \mu_1 \rangle_{h_1}| + |\langle \mu_2 \rangle_{h_2}|_a\]

\(ii\) \(\mu_1\) and \(\mu_2\) are sound \(\implies\) \(\mu_1 \cdot \mu_2\) is sound.

**Proof:**  \(i\) We take into account just the first property, the second one can be proved in a
similar way. Any element in \((\mu_1 \bullet \mu_2)_n\) corresponds to an application of one of the rules for merging traces in Definition B.4. Given \(n\), let \(k\) be number of merging rules necessary to get \((\mu_1 \bullet \mu_2)_n\). We get the thesis by observing that when we merge finite traces, all the rules of Definition B.4 respect the property.

\(ii\) By contraposition, assume \(\mu_1 \bullet \mu_2\) is not sound. Then, by definition of sound sequence (Definition 4.3), there exists \(a \in \mathcal{N}\) and \(n \geq 0\) such that \(a|_{(\mu_1 \bullet \mu_2)_n}| < 0\) or \(|(\mu_1 \bullet \mu_2)_n|a < 0\). By \(i\) and definition of sound sequence, this would imply either \(\mu_1\) or \(\mu_2\) not to be sound. \(\square\)

**Lemma B.7 (Client-respectfulness preservation)** Let \(\mu_1\) and \(\mu_2\) be such that \(\mu_1 \bullet \mu_2\) is defined. Then

\(i\) \(a|_{(\mu_1 \bullet \mu_2)} = a|_{\mu_1 \bullet a| \mu_2}\).

\(ii\) \(\mu_1\) and \(\mu_2\) client respectful \(\implies\) \(\mu_1 \bullet \mu_2\) client respectful.

**Proof:**

\(i\) The property can be coinductively proved in case \(\mu_1 \bullet \mu_2\) is infinite, and inductively in the finite case, by checking that \(a|_{\mu_1 \bullet a| \mu_2} = a|_{(\mu_1 \bullet \mu_2)}\) implies that, for any rule \(\mu' \bullet \mu'' = \mu''\) in Definition B.4, but the first and the last one, \(a|_{\mu' \bullet a| \mu''} = a|_{\mu''}\) holds.

We show this for some rules. All others can be treated similarly.

\[
(\langle \varepsilon, \pi \rangle, \mu_1) \bullet (\langle a, e \rangle, \mu_2) = \mu_1 \bullet \mu_2;
\]

\[
a|_{(\langle \varepsilon, \pi \rangle, \mu_1)} \bullet a|_{(\langle a, e \rangle, \mu_2)} = (\langle \varepsilon, \pi \rangle, a|_{\mu_1}) \bullet (\langle a, e \rangle, a|_{\mu_2}) = a|_{\mu_1 \bullet a| \mu_2} = a|_{(\mu_1 \bullet \mu_2)}
\]

\[
(\langle a, \pi \rangle, \mu_1) \bullet (\langle a, e \rangle, \mu_2) = \langle a, e \rangle, \mu_1 \bullet \mu_2;
\]

\[
a|_{(\langle a, \pi \rangle, \mu_1)} \bullet a|_{(\langle a, e \rangle, \mu_2)} = (\langle a, \pi \rangle, a|_{\mu_1}) \bullet (\langle a, e \rangle, a|_{\mu_2}) = a|_{(\langle a, e \rangle \bullet \mu_1 \bullet a| \mu_2)} = a|_{(\langle a, e \rangle \bullet (\mu_1 \bullet \mu_2))}
\]

\[
\mu_1 \bullet (\langle e, a \rangle, \mu_2) = \langle e, a \rangle, \mu_1 \bullet \mu_2;
\]

\[
a|_{\mu_1 \bullet a| (\langle e, a \rangle, \mu_2)} = a|_{\mu_1 \bullet a| \mu_2} = a|_{\mu_1 \bullet \mu_2}
\]

\(ii\) By contraposition, assume \(\mu_1 \bullet \mu_2\) is not client respectful. This means that there exists \(a \in \mathcal{N}\) such that, in case \(a|_{\mu_1 \bullet \mu_2}\) is finite, \(a|_{\mu_1 \bullet \mu_2} \neq 0\), whereas, in case it is infinite, we have it definitely-\(\langle a, e \rangle\).

In the first case, by Lemma B.6(i) we have that \(a|_{\mu_1 \bullet \mu_2} = a|_{\mu_1} + a|_{\mu_2} \neq 0\). Since one of the two addenda must be different from 0, we get that either \(\mu_1\) or \(\mu_2\) is not client respectful.

In the second case, by checking the rules of Definition B.4 using the property \((i)\), we notice that the only way of getting \(a|_{(\mu_1 \bullet \mu_2)}\) definitely-\(\langle a, e \rangle\) is when either \(a|_{\mu_1}\) or \(a|_{\mu_2}\) is definitely-\(\langle a, e \rangle\).

\(\square\)

**Remark B.8** Notice that the non-definitely-inputted-ness is not necessarily preserved by \(\bullet\). In fact both \(f = rec \, x, \langle \varepsilon, a \rangle, \langle \varepsilon, \pi \rangle, \langle e, a \rangle, x\) and \(g = rec \, x, \langle \pi, a \rangle, \langle a, e \rangle, \langle \pi, e \rangle, x\) are non definitely inputted orchestrators, but

\[
f \bullet g = rec \, x, \langle \varepsilon, a \rangle, x
\]

is definitely inputted. This is due to orchestration actions in \(f\) and \(g\) that are ‘annihilated’ in \(f \bullet g\). This sort of behaviour is however made possible just by the unsoundness of \(f\) and \(g\).
Lemma B.9 (Non definitely server inputted-ness Preservation) Let $\mu_1$ and $\mu_2$ be such that $\mu_1 \bullet \mu_2$ is defined.

\[
\mu_1 \text{ and } \mu_2 \text{ are sound and non definitely server inputted} \quad \Downarrow \\
\mu_1 \bullet \mu_2 \text{ non definitely server inputted.}
\]

Proof: By contraposition, assume, by definition of non-definitely server-inputted sequence (Definition 4.3(v)), that $\mu_1 \bullet \mu_2$ is definitely-$\{\langle \epsilon, a \rangle \mid a \in \mathcal{N} \}$.

Assume $\mu_1 \bullet \mu_2$ to be definitely-$\{\langle \epsilon, a \rangle \mid a \in \mathcal{N} \}$ starting from its element $k$. In order to obtain a sequence out of $\mu_1$ and $\mu_2$ made only of elements in $\{\langle \epsilon, a \rangle \mid a \in \mathcal{N} \}$ from the element $k$ onwards, only rules 5, 6, 7, and 8 of Definition B.4 can be used after producing the element $k$. We now distinguish three different cases.

- In case $\mu_1 \bullet \mu_2$ is built just out of rules 7 and 8, then it follows that either $\mu_1$ or $\mu_2$ is definitely server inputted.
- In case rules 5 and 6 are used finitely many times after the production of the element $k$, the previous argument applies by taking into account the element $h \geq k$ of the sequence produced before the last application of rule 5 or 6.
- If rules 5 and 6 are applied infinitely many times, one of the two is applied infinitely many times. If it is rule 5, we can infer $\mu_1$ not to be a sound sequence: in fact an infinite number of messages are sent to the server but only a finite number can be received from the client. If it is rule 6, we can infer that $\mu_2$ is not a sound sequence: in fact an infinite number of messages are sent to the client but only a finite number can be received from the server.

\[\square\]

Corollary B.10 (Respectfulness Preservation) Let $f$ and $g$ be such that $f \bullet g$ is defined. Then

\[f \text{ and } g \text{ respectful} \implies f \bullet g \text{ respectful.}\]

Proof: Easy from Lemma B.5, B.6(ii), B.7(ii) and B.9.

Corollary B.11 (Proposition 5.4(ii)) $\rho \vdash \sigma \land \sigma \vdash \sigma' \implies \rho \vdash \sigma'$.

Proof: Let $\rho \vdash \sigma$ and $\sigma \vdash \sigma'$. Then, by definition, there exist two respectful $f$ and $g$ such that $f : \rho \vdash i \sigma$ and $g : \sigma \vdash i \sigma'$. We can safely assume that $f$ and $g$ are strict. So, by completeness of system $\triangleright$ and the equivalence of systems $\triangleright$ and $\triangleright^s$, we deduce that $\triangleright^s f : \rho \vdash i^s \sigma$ and $\triangleright^s g : \sigma \vdash i^s \sigma'$. The thesis now follows by Proposition B.3 and Corollary B.10.

We now proceed with the proof of Proposition 5.4(iii).

Definition B.12 (Synchronous orchestrators) An orchestrator is said to be synchronous if all its orchestration actions are.

Lemma B.13 $\rho \vdash i \sigma \implies \exists f \text{ synchronous } [f : \rho \vdash i^s \sigma]$

Proof: Easy, since the relation $\vdash i$ is characterised via system $\triangleright$ where only synchronous actions are taken into account.

Proposition B.14 Let $f$ be synchronous.

i) $f$ is respectful.

ii) For any $g$ such that $f \bullet g$ is defined, $f \bullet g \leq g$. 

Proof: i) Easy, by definition of respectful orchestrator.
ii) Easy, by definition of orchestrators composition (Definition B.2).

Corollary B.15 (Proposition 5.4(iii)) \( ρ \vdash σ \& g : \overline{σ} \vdash σ' \implies g : ρ \vdash σ' \).

Proof: \( ρ \vdash σ \) implies, by Lemmas B.13 and B.14(i), that \( f : ρ \vdash σ \) from some respectful \( f \). Being \( f \) respectful, it is sound a fortiori. So, from \( f : ρ \vdash σ \) and \( g : \overline{σ} \vdash σ' \) we get \( f \cdot g : ρ \vdash σ' \) by soundness and completeness of system \( \triangleright^d \) and by Proposition B.3. The thesis follows by Proposition B.14(ii) and Lemma 3.20.

Appendix C  Proofs of Theorems 6.11 and 6.12

We start with the proof of Theorem 6.11, i.e.

\[
ρ \vdash^{\text{skp}} σ \iff ρ \vdash^{\text{skp,orch}} σ
\]

We will prove the thesis by relating two formal systems characterising \( \vdash^{\text{skp}} \) and \( \vdash^{\text{skp,orch}} \), respectively.

We begin with \( \vdash^{\text{skp}} \), noticing that the relation of skp-compliance can be equivalently defined as follows, where \( \vdash^i \) is the notion of standard compliance using the LTS of Definition 6.1.

Definition C.1 i) Let the relation \( ρ \vdash^i σ \triangleq ∀ ν ∈ \text{SkipAct}^∗, ρ′, σ′ [ρ ∥ σ ν =⇒ ρ′ ∥ σ′ ̸−→ =⇒ ρ′ = 1] \).

ii) \( ρ \vdash^{\text{skp}} σ \triangleq ρ \vdash^i σ \) and all infinite traces in \( \text{skTr}(ρ ∥ σ) \) are non-definitely-skp.

Fact C.2 Definitions 6.3 and C.1(ii) are equivalent.

By means of proofs precisely mimicking those in Section 3 for the corresponding statements for system \( \triangleright \) (without taking into account the presence of orchestrators), it is possible to prove the following.

Proposition C.3 Let \( \triangleright \) be the formal system of Figure 11.

i) System \( \triangleright \) is sound and complete with respect to the relation \( \vdash^i \):

\[
\triangleright f : ρ \vdash^i σ \iff f : ρ \vdash^i σ
\]

ii) Proof search always terminate for system \( \triangleright \).

We provide now a restricted version of Definition 2.8. We call a pair \( ρ ∥ f σ \) a skipOrch-system when \( f \) is a skipping orchestrator.

Definition C.4 (Operational semantics of skipOrch systems) Given \( ρ, σ ∈ \text{SC} \) and \( f ∈ \text{SkpOrch} \). The operational semantics of the skipOrch orchestrated system \( ρ ∥ f σ \) is defined as follows (where \( a ∈ N \)):
We write \( \mu \). for \( \times_n \circ \mu \). \( \circ \). \( \times_m \) and \( \mu \). for \( \mu_1 \). \( \circ \). \( \cdots \). \( \circ \). \( \mu_n \) (resp. \( \mu_1 \). \( \circ \). \( \mu_2 \). \( \circ \). \( \cdots \) ) if the sequence \( \mu \) is finite (resp. infinite).

The notation \( \rho \parallel_\mu f \sigma \). \( \rightarrow \). will be used for either \( \rho \parallel_\mu f \sigma \). \( \rightarrow \). or \( \exists \mu [ \rho \parallel_\mu f \sigma \). \( \rightarrow \). ]

We now define:

**Definition C.5 (Restricted Orchestrated Compliance)** Let \( \rho, \sigma \in SC \) and \( f \in SkpOrch \). We define:

1. \( f : \rho \rightarrow_{\mathcal{E}} \sigma \) if for any \( \mu \in SkipAct \), \( f' \in SkpOrch \) and \( \rho', \sigma' \in SC \), the following holds:
   \[ \rho \parallel_\mu f \sigma \rightarrow_\mu \rho' \parallel_{f'} \sigma' \rightarrow_\mu \Leftrightarrow \rho' = 1. \]
2. \( \rho \rightarrow_{\mathcal{E}} \sigma \) if \( \exists f : \rho \rightarrow_{\mathcal{E}} \sigma \).

With the above definitions it is easy to prove the following:

**Fact C.6** If \( f : \rho \rightarrow_{\mathcal{E}} \sigma \) then \( f \in (\rho \parallel_\sigma)-SkpOrch \).

Now, by mimicking the proof of Section 3 it is possible to device a sound and complete system for the relation \( \rightarrow_{\mathcal{E}} \).

**Proposition C.7** Let \( \mathcal{G}_{\mathcal{E}} \) be the formal system of Figure 12

1. System \( \mathcal{G}_{\mathcal{E}} \) is sound and complete with respect to the relation \( \rightarrow_{\mathcal{E}} \):
   \[ \mathcal{G}_{\mathcal{E}} : f : \rho \rightarrow_{\mathcal{E}} \sigma \Leftrightarrow f : \rho \rightarrow_{\mathcal{E}} \sigma. \]
2. Proof search always terminate for system \( \mathcal{G}_{\mathcal{E}} \).

System \( \mathcal{G}_{\mathcal{E}} \) is essentially the restriction to skipping orchestrators of System \( \mathcal{G} \). Notice that, whereas Rule \( (\text{Crl}-\) in \( \mathcal{G} \) does correspond to a whole set of rules (one for each possibility of partitioning \( f \) into the sets \( H \) and \( K \)), Rule \( (\text{Crl}-\oplus)^{\circ} \) in \( \mathcal{G}_{\mathcal{E}} \) is one single rule.

**Fact C.8** \( \mathcal{G}_{\mathcal{E}} : f : \rho \rightarrow_{\mathcal{E}} \sigma \) implies \( \mathcal{G} : f : \rho \rightarrow \sigma \)

By a simple inspection of the rules of systems \( \mathcal{G} \) and \( \mathcal{G}_{\mathcal{E}} \), it is easy to get the following:

**Fact C.9** There exists a one-to-one correspondence between derivations in \( \mathcal{G} \) and derivations in \( \mathcal{G}_{\mathcal{E}} \).

Systems \( \mathcal{G} \) and \( \mathcal{G}_{\mathcal{E}} \) are related as follows:

**Lemma C.10** \( \mathcal{G} : \rho \rightarrow \sigma \Leftrightarrow \exists f \in (\rho \parallel \sigma)-SkpOrch \ [ \mathcal{G}_{\mathcal{E}} : f : \rho \rightarrow_{\mathcal{E}} \sigma ] \).

**Proof:** By the soundness and completeness property of \( \mathcal{G} \) and \( \mathcal{G}_{\mathcal{E}} \) and Facts C.9 and C.6.

When \( \mathcal{G} : \rho \rightarrow \sigma \), any reduction sequence out of \( \rho \parallel \sigma \) for the LTS of Definition 6.1 corresponds to a reduction sequence out of \( \rho \parallel_\mu \sigma \) for the LTS of orchestrated systems.

**Lemma C.11** Let \( \mathcal{G}_{\mathcal{E}} : f : \rho \rightarrow_{\mathcal{E}} \sigma \), then: \( f \) is ndsi if and only if all the infinite traces in \( \text{skTr}(\rho \parallel_\sigma) \) are non-definitely-skp.

**Proof:** From \( \mathcal{G}_{\mathcal{E}} : f : \rho \rightarrow_{\mathcal{E}} \sigma \), by Lemma C.10 and Fact C.6 and by soundness and completeness, we get that both \( f : \rho \rightarrow_{\mathcal{E}} \sigma \) and \( f \rightarrow \sigma \) hold, with \( f \in (\rho \parallel \sigma)-SkpOrch \). It follows, by definition of the LTSs on which the relations \( \rightarrow_{\mathcal{E}} \) and \( \rightarrow \) are based, that any infinite reduction sequence out of \( \rho \parallel \sigma \) corresponds to an infinite reduction sequence out of \( \rho \parallel_\mu \sigma \) and vice versa. The thesis then follows from the fact that \( f \) is \( \rho \cdot \sigma \)-strict, which in turn is an immediate consequence of Fact C.8.
The Proof: there exists $f$ From Lemma C.13 $f$ is based. For the right-to-left part of Theorem 6.11 $(\text{Orch}_{\text{skp}} \sigma)$ are non-definitely-traces such that $\text{rec}^c((V_{i \in (K\setminus I)})\uplus a_i^c.f_i)$ and $f = \text{rec}^c((V_{i \in (K \cap I)})\uplus (a_i^c.f_i))$.

We are now ready to prove the left-to-right part of Theorem 6.11

Proposition C.12 $\rho \vdash_{\text{skp}} \sigma \implies \rho \vdash_{\text{skp}} \sigma$. 

Proof: From $\rho \vdash_{\text{skp}} \sigma$ we get, by Definition C.1(ii), $\rho \vdash \sigma$ and that and all the infinite traces in $\text{skr}(\rho \parallel \sigma)$ are non-definitely-$\text{skp}$. By Proposition C.3(i) we get that $\vdash \rho \vdash \sigma$. By Lemma C.10 there exists $f \in (\rho \parallel \sigma)$-$\text{SkpOrch}$ such that $\vdash f : \rho \vdash \sigma$. Moreover, $f$ is ndsc by Lemma C.11. By Fact C.8 we get that $\vdash f : \rho \vdash \sigma$ and hence, by completeness, $f : \rho \vdash \sigma$. We conclude $\rho \vdash_{\text{skp}} \sigma$ by Fact 6.10(ii).

We proceed now towards the proof of the opposite direction of Proposition C.12.

Lemma C.13 $f : \rho \vdash \sigma \iff f : \rho \vdash \sigma$ & $f \in (\rho \parallel \sigma)$-$\text{SkpOrch}$. 

Proof: The only if part immediately follows from Fact C.8 and definition of the LTS on which $\vdash \sigma$ is based. For the if part it suffices to observe that, by the fact that $f$ belongs to $(\rho \parallel \sigma)$-$\text{SkpOrch}$, any sequence of reductions out of $\rho \parallel f \sigma$ is necessarily made by $\rightarrow_-$ reductions (Def.
It can be easily checked that 

Of course

Lemma C.17 If

Moreover, since the rules of System $\mathcal{D}_\infty$, we get that $t \Rightarrow^d \sigma$, $f \in (\rho \parallel \sigma)$-SkpOrch and $f$ is ndsi. So, by completeness of System $\mathcal{D}_\infty$, we get that $t \Rightarrow^d f : \rho \Rightarrow^d \sigma$, $f \in (\rho \parallel \sigma)$-SkpOrch and $f$ is ndsi. Now by Lemma C.11 we get that all the infinite traces in $skf(\rho \parallel \sigma)$ are non-definitely-skp, whereas from Lemma C.10 we get $t \Rightarrow^d f : \rho \Rightarrow^d \sigma$. By the soundness of System $\mathcal{D}$ with respect to the relation $\Rightarrow^d$ (Proposition C.3) then we get $t \Rightarrow^d_\infty \sigma$. Now, since we have shown that all the infinite traces in $skf(\rho \parallel \sigma)$ are non-definitely-skp, we derive that $t : \rho \Rightarrow^d_\infty \sigma$ by Definition C.1 and Fact C.2.

We now proceed to the proof of Theorem 6.12, i.e. the proof that

The algorithm $\mathbf{S}$ is correct and complete.

Here we consider orchestrators as explicit terms. Given an orchestrator $f$ we denote by $rt(f)$ its corresponding (possibly infinite) regular tree.

We start by showing that $\mathbf{SB}$ is terminating:

Lemma C.15 For any $\Gamma$, $\rho$ and $\sigma$, the execution of $\mathbf{SB}(\Gamma, \rho, \sigma)$ terminates.

Proof: All session contracts in the recursive calls of $\mathbf{SB}$ are sub-expressions of either $\rho$ or $\sigma$ or of a session contract in a judgement in $\Gamma$ (which is finite). Since session contracts are regular trees, their sub-expressions are a finite set, so that the test $x : \rho \Rightarrow^d \sigma \in \Gamma$ in clause 2 of $\mathbf{SB}$ is always successfully reached in case the algorithm does not terminate by clause 1 or the fail clause 6.

Since the procedure $\mathbf{SB}$ is the formalisation of a proof search in $\mathcal{D}_\infty$, we have:

Fact C.16 If $f =\mathbf{SB}(\emptyset, \rho, \sigma) \neq \text{fail}$ then $t \Rightarrow^d f : \rho \Rightarrow^d_\infty \sigma$.

The opposite direction of the above implication cannot hold as it is. In fact, let us consider

$$\rho = \tau.\text{rec}.x.\pi.b.x \quad \sigma = c.\text{rec}.x.a.b.x \quad f = \langle c, \tau \rangle.\text{rec}.x.\langle a, \pi \rangle.\langle b, b \rangle.\langle a, \pi \rangle.\langle b, b \rangle.x.$$  

It can be easily checked that $t \Rightarrow^d_\infty f : \rho \Rightarrow^d_\infty \sigma$. We have however that

$$f \neq \mathbf{SB}(\emptyset, \rho, \sigma) = g$$

where $g = \langle c, \tau \rangle.\text{rec}.x.\langle a, \pi \rangle.\langle b, b \rangle.x$. Of course $f$ and $g$ do represent the very same orchestrating procedure for $\rho$ and $\sigma$, since they correspond to the same regular tree, that is $rt(f) = rt(g)$.

Lemma C.17 If $t \Rightarrow^d f : \rho \Rightarrow^d_\infty \sigma$ then there exists $g$ such that $g = \mathbf{SB}(\emptyset, \rho, \sigma)$ with $rt(f) = rt(g)$.

Proof: Given a derivation tree for $t \Rightarrow^d f : \rho \Rightarrow^d_\infty \sigma$, let us consider the largest subtree having a conclusion of the form $\Gamma'' \Rightarrow^d_\infty \tau.\text{rec}.x.f'' : \rho' \Rightarrow^d_\infty \sigma'$ with $f = F[\text{rec}.x.f']$ and such that it has one or more non-nested subtrees of the form $\Gamma'', x : \rho' \Rightarrow^d_\infty \sigma' \Rightarrow^d_\infty f'' : \rho' \Rightarrow^d_\infty \sigma'$, if any, where $f' = F[f'']$ and $x \in \text{FN}(f'')$ (notice that it could also be the case that $f'' = x$). If no such a subderivation exists, then any rule in the derivation does precisely correspond to a clause of the algorithm $\mathbf{SB}$ and hence the algorithm returns $f$. Otherwise, let us take the orchestrator $g' = \text{rec}.x.f''$. By the correspondence of the rules of $\mathcal{D}_\infty$ with the clauses of $\mathbf{SB}$ we get that $\mathbf{SB}(\Gamma'', \rho, \sigma) = g'$. Moreover, since the rules of System $\mathcal{D}_\infty$ are such that the proof search is deterministic, we get that either $f'$ can be obtained by a number of unfoldings of the orchestrator $g'$ or $f' = \text{fail}$.
\( f'' \{ x / f' \} \) (where the substitution \( \{ x / f' \} \) has possibly to be performed more than once). This implies in turn that \( \text{rt}(f) = \text{rt}(g) \). Moreover, we have that \( \text{SB}(\emptyset, \rho, \sigma) = F[g'] \).

In order to get the correctness and completeness of the algorithm \( S \), we show that \( \vdash_{\text{tech}}^{\text{exp}} \) can be characterized in terms of \( \vdash \) and the ndsi property.

Lemma C.18 \( [ f : \rho \vdash_{\text{tech}}^{\text{exp}} \sigma \text{ and } f \text{ is ndsi } ] \) if and only if \( f : \rho \vdash_{\text{tech}}^{\text{exp}} \sigma \)

Proof: The if part easily descends from Fact 6.10(i) and Lemma C.13. The only if part, instead, follows using Fact C.6 and the definition of \( \vdash_{\text{tech}}^{\text{exp}} \).

In order Lemma C.17 to be useful, we need to show the following

Lemma C.19 Let \( f, g \in \text{SkpOrch} \). \( \text{rt}(f) = \text{rt}(f) \) implies \( [ f \text{ is ndsi } \iff g \text{ is ndsi } ] \)

Proof: Immediate by definition of ndsi orchestrator and ndsi sequence of orchestration actions.

Theorem 6.12 corresponds to the following corollary.

Corollary C.20 i) If \( \rho \vdash_{\text{tech}}^{\text{exp}} \sigma \) then \( S(\rho, \sigma) \) terminates and there exists \( g \) such that \( g = S(\rho, \sigma) \neq \text{fail} \) with \( g : \rho \vdash_{\text{tech}}^{\text{exp}} \sigma \).

ii) If \( f = S(\rho, \sigma) \neq \text{fail} \) then \( \rho \vdash_{\text{tech}}^{\text{exp}} \sigma \).

Proof: (i) If \( \rho \vdash_{\text{tech}}^{\text{exp}} \sigma \) holds, then there exists an \( f \) such that \( f : \rho \vdash_{\text{tech}}^{\text{exp}} \sigma \). Hence the thesis follows by definition of \( S \), Lemmas C.18, C.19, C.17, completeness of System \( \triangleright_{\text{exp}} \) and the decidability of the ndsi property for orchestrators (Proposition 4.18).

(ii) By definition of \( S \), Fact C.16, correctness of System \( \triangleright_{\text{exp}} \) and Lemma C.18.