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Abstract

We characterise the strongly normalising terms of a composition-free calculus of explicit sub-
stitutions (with or without garbage collection) by means of an intersection type assignment
system. The main novelty is a new cut-rule which allows to forget the context of the mi-
nor premise when the context of the main premise does not have an assumption for the cut
variable.

Introduction

Intersection types disciplines originated in [7] to overcome the limitations of Curry’s type as-
signment system and to provide a characterisation of strongly normalising terms of the A-
calculus [21]. Since then, intersection types disciplines were used in a series of papers for
characterising evaluation properties of A-terms [17, 16, 3, 13, 2, 12, 9].

We are interested here in considering calculi of explicit substitutions, Ax, originated in [1] for
improving A-calculus implementations. In the literature there are many different proposals for
explicit substitution calculi [6, 5, 15, 22], that are powerful tools for enlightening the relations
between abstraction and application, as they decompose the evaluation rule of the A-calculus
into elementary steps. For this reason, it is really crucial to characterise the computational
behaviour of substitution calculi.

In a seminal paper [11], Dougherty and Lescanne show that intersection type systems can
characterise normalising and head-normalising terms of a composition-free calculus of explicit
substitutions (with or without garbage collection). Allowing composition between substitu-
tions leads to the (unexpected) failure of termination of simply typed terms, as proved by
Mellies in [18]. Therefore, the choice of [11] and of the present paper is to consider calculi that
are composition-free.

Characterisation of strongly normalising Ax-terms using intersection types has up to now
been an open problem. In part, this problem has been addressed in [11], where the type
assignment system D has the property that all typeable terms in Ax are strongly normalising,
but the converse of this property fails. The aim of the present paper is to recover from this
failure with a very simple move: we add a new cut-rule to the system D. This rule essentially
takes into account that by putting a term of the shape M(x = N), where x does not occur free
in M, in an arbitrary context the free variables of N will never be replaced. Therefore, we can
discharge the assumptions used to type N when we derive a type for M(x = N). Our main
result is then:



LATIN’02, Cancun, Mexico, LNCS 2286, pp. 356-370, 2002 2

a term in Ax is typeable if and only if it is strongly normalising.

In order to prove one side of this result we devise an inductive characterisation of the set of
strongly normalising terms in Ax inspired by that for pure A-terms of [23]. This allows us to
show that all strongly normalising terms have a type. Notice that only typeability (not types!)
is preserved by subject expansions which do not loose strong normalisation.

In order to prove the other side we use the set-theoretic semantics of intersection types and
saturated sets, which is referred to as the reducibility method. This is a generally accepted
method for proving the strong normalisation property of various type systems such as the
simply typed lambda calculus in Tait [24], the polymorphic lambda calculus in Tait [25] and
Girard [14]. All the above mentioned papers characterising evaluation properties of A-terms
and of terms in Ax by means of intersection types apply variants of this method.

1 The Calculus

Following [11], we consider the set of terms Ax which uses names rather than De Bruijn
indices.

Definition 1.1 (ST oF TERMS Ax) The set of terms Ax is defined by the grammar:
M,N := x| (Ax.M) | (MN) | (M(x:=N))

As usual we consider terms modulo renaming of bound variables.
In writing terms, we will use the standard conventions for removing brackets, and use the
following abbreviations:

—

M = M1, ,Mn (n>0)

MM = MM ---M, (n>0)
M(x::ﬁ) = M(x .—Nl) (xn.—Nn) (n>0) B
|M| = n, where n is the number of terms appearing in M.

Apart from defining the notion of free variables of a term, we need to single out the free
variables which occur in a term without considering some explicit substitution pairs.

Definition 1.2 The set pfo(M) of proper free variables of M is inductively defined by:

pfo(x) = {x}
va(Ax M) = pfo(M)\x
pfo(MN) = va( )Upfv(N)

) =

M)\ x Upfo(N) if x € pfo(M)
Po(M(x:=N) pr(M ) otherwise.

For example, pfo(z (y:=xx) (z:=t) ) = {t}, while fo(z (y:=xx) (z:=t)) = {x,t}.
Notice that the set fo(M) of free variables of M can be defined in the same way, but for the
last clause which then states

fo(M(x:=N)) = fo(M)\ x Ufo(N).
Clearly we get pfo(M) C fo(M) for all tems M.

We use the reduction relation Axq. on Ax as defined in [6].
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Definition 1.3 (REpucTION RELATION) The reduction rules of Axg are:

(B) : (Ax.M)N — M{(x:=N)

(App): (MP){(x:=N) — (M(x:=N))(P(x:=N))
(Abs) : (Ay.M) (x:=N) — Ay.(M(x:=N))

(Varl) : x{(x:=N) — N

(ge) : M({x:=N) — M, if x & fo(M)

As usual, the reduction relation we consider in this paper is the contextual, transitive closure
of the relation generated by these rules, and we will write M — N if M reduces to N using
this relation.

Inside Ax we are interested in the set of strongly normalisable terms.
Definition 1.4 (S\) We define SN = {M € Ax | M is strongly normalisable}.

As proved in [11], the set SN coincides with the set of strongly normalisable terms using
the reduction relation obtained by removing the rule (gc) and by adding the following rule:

(VarK) : y(x:=N) — y

To simplify the following proofs, it is useful to consider a stronger version of the reduction
rule (gc), which uses proper free variables instead of free variables, and the corresponding set
of strongly normalisable terms.

Definition 1.5 ((gcp), —p AND SN,) The reduction relation —, is obtained by removing
rule (gc) and adding the following rule:

(gcp) M (x:=N) — M if x & pfo(N)

The set SN, is the set of strongly normalising terms with respect to — .

Notice that

M—N = M-—,N

SN, < SN
but M —, N = M — N does not hold. Instead we will prove that SN, = SN by means of
inductive characterisations of the sets SN and SN,. The correctness of SN characterisation
follows from Lemma 5 of [11]. It is easy to verify that the proof of Lemma 5 of [11] easily
adapts to the set SA/, and so we get the correctness of SN, characterisation.

Lemma 1.6 i) The set SN can be defined inductively through rules (1), (2),(3), (4), (5), (6), where A
is SN/, and (7) of Figure 1.
ii) The set SN, can be defined inductively through rules (1), (2),(3), (4), (5), (6), where A is SN,
and (8) of Figure 1.
iii) SN = SN,

Proof: (i) and (ii): The first seven rules with A = S\ generate only terms in SN: for the first
two rules it is trivial and for the remaining ones it is proved in Lemma 5 of [11].

Since we can show Lemma 5 of [11] for SN, p (after repalcing rule (8) to rule (7)) we

can similarly get that the first six rules with A = SN, and rule (8) generate only terms in

SN,.
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Me A (Ay-M(x:=N))(z:=Q)P€ A
— M)) (5)
Ax.Mce A @ (Ay.M) (x:=N) <z::Q>P€A(y¢ﬁ]( )
AﬂeA ) N(z::Q)Pefl ©)
xMe A x(x:=N)(z:=Q)Pe A
M(x:=N)Pe A M{z:=Q)P,N € S\
~ 3) ,
(AxM)NPe A M=) =0 ey M) @
(u<x::N>)(v<x::N>)<z::Q>T>eA(4) ME=Q) B,N € SN,
(UV)(x:=N) (z==Q)Pe A M(x—N) (z=Q] PE SN, (x £ pfo(M)) (8)

Figure 1: Rules generating SN and SN

To see that these rules generate all the strongly normalising terms, first notice that the
terms in the conclusions of the given rules cover all possible shapes of terms in Ax, as
observed also in [11] (Lemma 1). Moreover if the term in the conclusion is strongly
normalising, then also the terms in the premise must be strongly normalising: this can
be proved by a double induction on the length of the longest derivation to normal form
(using respectively — and — ) and on the structure of terms.

(iii) : Immediate from (i) and (ii) taking into account that x & fo(M) implies x & pfo(M) and
that SNV, C SN.
|

Always from Lemma 5 of [11] we get that distribution of substitution preserves strong
normalisation:

Lemma 1.7 If (P (x:=N) (y:=Q (x:=N) ) )M € SN then ((P(y:=Q)) (x:=N) )M € SN.

2 The Type Assignment

We will consider intersection types as first defined in [7] with a preorder which takes into
account the idempotence, commutativity and associativity of the intersection type constructor.

Definition 2.1 (Tyres) i) The set of types considered in this paper is the set 7 of intersection
types, defined by the following grammar:

o,7T 2= ¢ | (c—=1) | (cNT)

where ¢ ranges over a denumerable set of type atoms.
if) On T the type inclusion relation < is inductively defined by: ¢ <o, cNt <0, cNT <7,
c<t&oc<p=>c<tNp,andc<t<p = 0 <p.
i) o~T<= oc<1t<0.
In the notation of types, as usual, right-most outer-most brackets will be omitted, and, since
the type constructor N is associative and commutative, we will write cNtNp rather than
(cNT)Np, and we will denote oM -- Ny, by N,0;, where n = {1,...,n}L.

1 We allow 7 =1 as an abus de langage.
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Before presenting the type assignment system we need a last definition.

Definition 2.2 (STATEMENTS AND CONTEXTS) i) A statement is an expression of the form M:oc,
where M is the subject and o is the predicate of M:c.

if) A context I' is a partial mapping from variables to types, and it can be seen as a set of
statements with (distinct) variables as subjects.

iii) The relations < and ~ are extended to contexts by:

Ir<r’ < vxo'el’dxoel [0 <]
I'~I" < I'<I'"<T.

We introduce the following notational conventions:

I'nA={xont|xcel &xtecAtU{xo|xocel &xgAtU{x:T|x ¢TI & x:T€ A}
Ny = L1N---NI
Ix:o = I'\xU{xwo}.

For example {x:0} N {x:7} denotes {x:0 N T}, while {x:0},x:T denotes {x:T}.
As discussed in the introduction, the key of our type assignment is a cut-rule (cutK) which
allows to forget the context of the minor premise. We will call the standard cut-rule (cutI).

Definition 2.3 (TYPE AsSIGNMENT RULES) Type assignment for terms in Ax and derivations are
defined by the following natural deduction system:

. xioc€erl
(Ax). Fl—x:a( )
I'xock- M:T I'+-M:c—1t TI'FN:o
(=) ——— (—E):
' Ax.M:0c—1 I'MN:T
I'-M:c THM:T I' M:oqNo
(NI) : (NE): ———— 2 (ie2)
I'M:oNntT ' M:o;
I'xck-M:t I'HN:o I'M:t AR N:o
(cutl) : (cutK) : (x&T)
I'-M(x:=N):T I'-M(x:=N):T

We write I' = Mo if there exists a derivation that has this as its conclusion.

The following example explains in detail the difference between the system of [11] and
that of this paper, and shows that the counter example to the characterisation of strongly
normalisabilty of that paper is dealt with successfully here.

Example 2.4 Let D = Aa.aa and M = (Ax.(Ay.z)(xx))D. Then

{a:(c—=1)N0} Fa:(c—T)No {a:(c—=1)N0} Fa:(c—T)No

{a:(c—1)N0} Fa:o—T {a:(c—1)Nc} Fa:o

{a:(c—1)N0} Faa:t

O Aaaa: ((c—7)No)—T

Notice that M —z(y:=DD) —z(y:=DD) — ---, so M is not strongly normalisable. Also
M — (Axz(y:=xx))D - M' = z(y:=xx) (x:=D) - M" = z(x:=D). Then both M" and M"
are strongly normalisable, but only the latter is typeable in the system of [11]. Instead, in the
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system presented here, M’ is typeable? (where D is the derivation given above):

{x:(p—v)Np} F x:(p—v)Np  {x:(p—v)Np} F x: (p—v)Np

{x:(p—v)Np} F x:p—v {x:(p—=v)Np} = x:p
{zzu} Fz:iu {x:(p—v)Np} F xx:v D
{zpu} Fz(y:=xx) :p @k Aaaa: (c—T)No—T

{zp} b z(y:=xx) (x:=Aa.aa) :

This implies, of course, that, in contrast to the system of [11], the terms (Ax.M)N and
M (x:=N) no longer have the same typing behaviour. In fact, when typing (Ax.M)N, the
type used for x in the sub-derivation for I' = Ax.M: ¢ has to be a type for N, even if x does
not appear in M, whereas rule (cutK) only needs that N is typeable, not that is has the type
assumed for x; actually, in rule (cutK), no type is assumed for x. This then solves the problem
of [11], in that the type used for x to type xx has no relation at all to the type derived for
Aa.aa.

As usual for type assignment systems, we have a Generation Lemma and a Subject Reduc-
tion Theorem. First, we formulate some general properties of our system.

Lemma 2.5 i) If T M:tand I" <T and t<t', then I' - M: 7.

i)) IfI' - M:c—tand AF- N:o, then TNAF MN:T.

iii) If ' = M:o and x € I', then x & pfo(M).

iv) Let I' = M:o,and I'" = {x:t €' | x € pfo(M) }, then ' = M:0.
Proof: All proofs are by induction on deductions. The only interesting case is point (i) when
the last applied rule is (cutK)

I'EM:t AF N:o
I'M(x:=N):t

(x¢7T)

and I'' =T, x:p. If y is a fresh variable we can derive by induction I'" = M[y/x|: T’ and conclude
using (cutK)

r'=Mly/x]:t" AF N:o -
'+ Mly/x] (x:=N):t’ ver

Lemma 2.6 (GENERATION LEMMA) i) If I' = x:0, then there exists x:T € I' such that T < 0.

ii) If ' = MN:o, then there exist n,0;,p; (i €n) such that o = N,0;, and I' = M:p;—0; and
I' = N:pj, foralli e n.

iii) If I' = Ay.M:0, then there exist n,p;,; (i € n) such that o = N,(pi—p;) and, for all i €n,
I y:pi = M:pu;.

iv) IfI' = M (x:=N) :0, then either
a) there exists T such that I',x:t+= M:cand I' = N: T, or
b) I'\x b M:o and there exist A, T such that A+ N:T.

2 By Subject Reduction (Theorem 2.7) M"' is typeable too.
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Proof: Easy, using Lemma 2.5(i) and rule (NI) for part (iv). [ |

A minimal requirement of our system is that it satisfies the subject reduction property (SR).
We show SR for the reduction —,: this gives us for free SR for — .

Theorem 2.7 (Susject REDUCTION THEOREM) If M —p N, and I' - M:o, then I - N:o.

Proof: By induction on the definition of the reduction relation, * —’. We only show the base
cases.

(B): ThenI' - (Ax.M)N:0, and, by Lemma 2.6(ii), there exist n,0;, p; (i € n) such that o =N,0;,
and, forallien, I' - Ax.M:p;—0; and I' = N:p;. We can assume none of the o; to be an
intersection, so, by Lemma 2.6(iii), for i € n, I', x:p; = M:0;, and therefore, by rule (cutI),
I'F M(x:=N) :0;. So, by rule (NI), ' = M (x:=N) :0.

(App): Then I' - (MN) (x:=P) :0. Let o = N,0; where none of the 0; is an intersection. By
Lemma 2.6(iv), we have two cases:

a) there exists T such that I',x:t = MN:c and I' = P:7. Then, by Lemma 2.6(ii), for
every i € n, there exists p; such that I',x:t = M:p;—0; and I',x:T = N:p;. Then, by
rule (cutl), I' - M (x:=P) :pj—0; and I' = N (x:=P) : p;.

b) I'\x - MN:c and there exist A, 7 such that A~ P:7. As above, by Lemma 2.6(ii),
there exists p; such that I'\ x = M:p;—0; and I'\ x - N:p;. Then, by rule (cutK) and
Lemma 2.5(i), ' - M (x:=P):p;j—0; and I' - N (x:=P) : p;.

In both cases, for i € n, by rule (—E), also I' = (M (x:=P) )(N (x:=P) ):0;, so by rule

(NI), I' (M(x:=P))(N{(x:=P)):0.

(Abs): Then I' - (Ay.M) (x:=N) :0. Let o = N,0; where none of the ¢; is an intersection. By
Lemma 2.6(iv), we have two cases:

a) I',x:t = (Ay.M):0 and there exists T such that I' - N: 7. By Lemma 2.6(iii), for i € n,
there exist p;, p; such that 0; = p;—p; and I',x:T,y:p; = M: ;. Then, by rule (cutl),
Iy:pi F M(x:=N) ;.

b) I'\x F (Ay.M):0 and there exist A, T such that AF N:7. As above, there exist p;, j;
such that 0; = p;j—u; and I'\ x,y:p; - M: ;. Then, by rule (cutK) and Lemma 2.5(i),
I'y:pi F M(x:=N) ;.

In both cases, by rule (—I), I' F Ay.(M (x:=N) ):0;, and, by rule (NI), I' - Ay. (M (x:=N) ):0.

(Varl): ThenT F x(x:=N) :0, and, by Lemma 2.6(iv) and (i), there exists T such that I', x:T - x:0.
and I' = N: 7. Then, by Lemma 2.6(i), T <, and, by Lemma 2.5(i)), ' = N:o.

(9cy): Then I' = M(x:=N) :0 and x ¢ pfo(M). Then, by Lemma 2.6(iv),
a) either there exists T such that I',x:7 = M:c, and, by Lemma 2.5(iv), I' - M:0.
by orI'\x - M:o.
In both cases we get I' - M: 0.

3 All Strongly Normalisable Terms are Typeable

The main result of this paper, that our system types exactly the strongly normalisable terms,
comes in two parts. First we show that all terms in S\ are typeable in our system (Theorem
3.3), and then that all typeable terms are in SN/ (Theorem 4.5).

First we show two technical lemmas which are useful for the proof of Theorem 3.3.
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Lemma 3.1 i) If T = M (x:=N) : 7, then there exists I'' <T such that I'" = (Ax.M)N:T.

i) IfFT'F (U(x:=N))(V(x:=N)):tthen I F (UV) (x:=N) :T.

iii) If I = Ay M (x:=N) :tand y € fo(N), then I' - (Ay.M) (x:=N) : 7.

iv) IfIT'-M:7, AF N:oand x ¢ pfo(M), then I' = M (x:=N) : 7.

Proof: i) By Lemma 2.6(iv), if I' = M (x:=N) : T then:

a) either there is p such that I',x:p - M: 7, and I' - N:p. But then, by rules (—I), and
(—E),wegetI - (Ax.M)N:T.

b) or I'\x = M:7T and there are A,p such that A+ N:p. But then, by Lemma 2.5(j),
I'x:p = M:T so, by rule (—I) and using Lemma 2.5(ii), T'NA+ (Ax.M)N:T. Notice
that TNA<LT.

if) By Lemma 2.6(ii), if ' - (U (x:=N) )(V (x:=N) ): 7 there are n,p;,7; (i € n) such that T =
MuTi, T'HU(x:=N):p;j—7 and I' - V (x:=N) :p;. By Lemma 2.6(iv), for each i € n we
can have four different cases:

a) there are yu;,v; such that I',x:yu; = U:p;—7;, I'= N:p;, I'xvi=Vip;, and T' = N:v;.
But then, by Lemma 2.5(ii) and rule (NI):

Iyxopinv; EUV:t, and I' = N:y;Ny;

sowe get I' F (UV) (x:=N) : 1, using rule (cutI).
b) I'\x - V:p;, and there are py;,A;,v; such that I',x:p; - U:p;—7;, ' N:pj, A= N:v;.
But then, by Lemma 2.5(i7)

IFxpuyFUV:t, and I' = N:y;

sowe get I' F (UV) (x:=N) : 1, using rule (cutI).

c) I'\x - U:p;—T;, and there are y;, A;,v; such that A; - N:p;, I',xv; = V:p;, I' F N:v;.
The proof in this case is similar to that of the previous one.

d) I'\x - U:p;—T;, and there are A;, u;, A, v; such that A; = N:p;, T\ x = V:p;, A = N:v;.
But then, by rule (—E):

F\XF uv:m, and Aj F Ni‘ui

sowe get I' - (UV) (x:=N) :7;, using rule (cutK) and Lemma 2.5(i).
Finally, using rule (NI) we conclude I' - (UV) (x:=N) : 7.
iii) By Lemma 2.6 (iii), if I' = Ay.M (x:=N) : T then there are n, y;,v; (i € n) such that I',y:u; = M (x:=N) :v;,
and T = N,v;. By Lemma 2.6(iv) , for each i € n, either:
a) there is p; such that I, y:p;, x:p; = M:v; and I',y:u; = N:p;. Then, by rule (—I), we get
I x:pi = Ay.M:pi—v;.
b) or I'\ x,y:pu; F M:v; and there are A;,p; such that A; - N:p;. Then, by rule (—I), we
get '\ x = Ay.M: ui—v;.
Let m be the subset of n which match the first alternative. If m is not empty then by
Lemma 2.5(i) (notice that by hypothesis y & fo(N)) and rule (NI):

I,x:Nppei B Ay.M:Ny(pi—v;) and T F N:Npyp;.
We conclude, using rule (cutI):

I'=(Ay.M)(x:=N):7.
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Otherwise if m is empty then, by Lemma 2.5(i) and rule (NI):
I'\xFAy.M:N,(pi—v;) and A; - N:p;.
We conclude, choosing an arbitrary A; = N:p; and using rule (cutK) and Lemma 2.5(i):
I'=(Ay.M)(x:=N):7.

iv) If I' - M:T and x € pfo(M), then, by Lemma 2.5(iv), I'\ x - M: 7. We conclude using rule
(cutK) and Lemma 2.5(i). [

Lemma 3.2 i) Assume, forall T, that I' = M: o implies ' = M’ 0. Then, forall A,N,T: A M{(x:=N):T
implies A M' (x:=N) :1;
ii) Assume, for all I', that I' = M: o implies there exists I'' < I such that I'' = M':c. Then, for all
AN, T: AF MN:t implies that there exists A' < A such that A"+ M'N:t. Moreover, we get
A = A whenever I =TI".

Proof: i) By Lemma 2.6(iv), A = M (x:=N) : T implies that either there is p such that A, x:p - M:T
and A+ N:p, or A\x - M: T and there are A’,p such that A’ - N:p. In both cases the con-
clusion easily follows from the assumption.

i) Similar but simpler. [ |

The characterisation of SN given in Lemma 1.6(i) is crucial to prove that all strongly nor-
malisable terms are typeable.

Theorem 3.3 If M € SN then I' - M:o for some I', 0.

Proof: By induction on the rules generating SN (Lemma 1.6(i)) using the Generation Lemma
(Lemma 2.6).

(1): By induction, I' - M:co. We distinguish two cases:
a) If x:t €T, so, by rule (=I), I'\x F Ax.M:7—0.
b) If x € I then, by Lemma 2.5(i), I', x:7 F M:0, so, by rule (—I), I - Ax.M:T—0.
(2): Let |M! = n, then, by induction, there are I}, 0; (i € n) such that I; = M;:0;, for i € n. Then
Nuli, {x:1— - =0, =T} xM:T.
(3): By induction, I' - M (x:= N)P:0, and, by Lemma 3.1(i) and 3.2(ii), there exists ' <T'
such that I' - (Ax.M)NP:o.
(4): By induction, I' - (U (x:=N))(V (x:=N)) (z:=Q) P:0, and, by Lemma 3.1(ii) and 3.2,
'+ (UV)(x:=N) (z:=Q) P:0.

(5): By induction, I' - (Ay.M (x:=N)) (z:=Q) P:0, and, by Lemma 3.1 (iii) and 3.2, I' - (Ay.M) (x:=N) (z:
(6): This case follows immediately from Lemma 3.2 and rule (cutI).
(7): If x &fo(M), then x & pfo(M). By induction, I' - M (z:=Q) P:¢ and A+ N:7, and, by
Lemma 3.1(iv) and 3.2, ' - M (x:=N) (z:=Q) P:0. [
Notice that, since subject expansions preserving strong normalisation do not preserve types,

we can only assure that the expanded term is always typeable by the theorem above. For
example we can derive

F Ay.(Az.z) (x:=yy) : p—0—0
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where ¢ is an atom, but we cannot derive
FAy.(Axz.z)(yy) : p—0o—0.
A typing for the last term is for example:

F Ay.(Axz.z)(yy) : TN (T—p) >0 —0.

4 All Typeable Terms are Strongly Normalisable

The general idea of the reducibility method is to interpret types by suitable sets (saturated and
stable sets in Tait [24] and Krivine [16] and admissible relations in Mitchell [19] and [20]) of
terms (reducible terms) which satisfy the required property (e.g. strong normalisation) and then
to develop semantics in order to obtain the soundness of the type assignment. A consequence
of soundness, the fact that every term typeable by a type in the type system belongs to the
interpretations of that type, leads to the fact that terms typeable in the type system satisfy the
required property, since the type interpretations are built up in that way.

In order to develop the reducibility method we consider the applicative structure whose
domain are terms in Ax and where the application is just the application of terms.

Definition 4.1 (ReEpuciBLE TERMS) 1) We define the collection of set of terms Rf inductively
over types by:
R? = SN
R7T = {M|VN [NeR’ = MN e R"|}
RIT = RENRT.
ii) We define the set R of reducible terms by: R = {M | 3p[M € RF|} = U,e7 R.

Notice that, if M € R, not necessarily there exists a I" such that I' = M: 0. For example, if ¢, ¢’
are two different type variables, then Ax.x € R?7?, since (Ax.x)M € SN whenever M € SN.
But we cannot derive + Ax.x:¢—¢’. Moreover, since Ax.x € SN, Ax.x € R?, but we cannot
derive F Ax.x:¢.

We now show that reducibility implies strongly normalisability and that all term-variables
are reducible. For the latter, we need to show that all typeable strongly normalisable terms
that start with a term variable are reducible.

Lemma 4.2 i) R C SN.
ii) xXN € SN = Vp[xN € R*].

Proof: By simultaneous induction on the structure of types.
i)(¢): By Definition 4.1.
(c—1): MER"™T = (4.1 & IH(ii)) Mx € R™ = (IH(i)) Mxe SN = M e SN.
(eNT): MERT™ = (41) MER & MeR™ = (IH(i)) M € SN.
ii)(¢): xXN € SN = (4.1) xN € R?.
(r—7): We show that for an arbitrary M € R” we get xtNM € RT. We conclude xN € R 7
by Definition 4.1.
MeR’ = (IH(i)) M € SN. B B
xNeSN & MeSN = (1.6(i) (2)) xNM € SN = (IH(ii)) xXNM € R".
(eNT): xN € SN = (IH(ii)) xN € R’ & xN € R™ = (4.1) xN € R, n
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We will now show that the reducibility predicate is closed for subject expansion, preserving
strong normalisation, with respect to the reduction rules (B), (App), (Abs), (Varl), (gc,) and
with respect to distribution of substitution. These results are needed in the proof of Theorem
4.5.

Lemma 4.3 i) If M {x:=N)Q € R, then (Ax.M)NQ € RF.

ii) If (M (x:=N) )(M, (x:=N) ) Q € R¥, then (M1 M,) (x:=N) Q € R,

iii) If (Ay.M’M) PeR¥and y & fo(N), then (Ay.M’)MT’ e RM

iv) If N (z:=Q) P € R¥, then x(x::N>m13€RV

v) f M(z:=Q)P e R¥, N € R and x & pfo(M), then M (x:=N) (z:=Q) P € R
0i) If (P(x:=N) (y:=Q{x:=N)) )M R¥, then ((P(y:=Q)) (x:=N)) M € RV.

Proof: By induction on the structure of types.

(¢): The proofs of these properties are all very similar, using Lemma 1.6(i) for the first four
partes, Lemma 1.6(i7)(8) and (iii) for part (v), and Lemma 1.7 for part (vi). So it sufficies to
show this last case. (P (x:=N) (y:=Q(x:= N)))MeR? = (4.1)

(P{x:=N) (y:=Q(x: =N)))MeSN = (Lemma17)
((P < Q)) {x:=N))M € SN = (41)
(Ply=Q)) (x:=N) )M € R9.

(c—7): We consider again part (vi), the other parts being similar. Let R € R” be arbitrary.

P{x:=N) (y:=Q(x:=N))  MeR>" = (41)

P{x:=N) (y:=Q{x:=N)))MRER" = (IH)

(P < >)<x—N>)MR€RT = (4.1)

(P(y:=Q)) (x:=N))M € R

(cNt): For all properties this case is immediate by Definition 4.1 and induction. [

(
(
(
(

We shall prove our strong normalisation result by showing that every typeable term is
reducible. For this, we need to prove a stronger property: we will show that if we substitute
term variables by reducible terms in a typeable term, then we obtain a reducible term. This
gives the soundness of our type interpretation.

Theorem 4.4 (SOUNDNESS) If {xi:p1,..., Xuipn} = Mo, and, for 1<i<n, N; € R¥, such that
x; fo(N;), forall 1 <i,j <n, then M (x:=N) € RY.

Proof: By induction on the structure of derivations. Let I' = {x1:41,..., X i }.

(Ax): Then M = xj, and pj = o, for some 1<j<n. Since N; € R¥/, N; € R’. Then, by Lemma
4.3(iv) and (v), xj (x:=N) € R”.

(—=I): ThenM = Ay.M', 0 =p—71,and B,y:p = M': 1. Let N € R”, then, by induction, M’ (x:=N) (y:=N) € R".
So, by Lemma 4.3 (i), (Ay.M’' (x:=N) )N € R", and, by Definition 4.1, A\y. M’ (x:=N) € R°P".
We can assume y € fo(N), so, by Lemma 4.3 (iii), (Ay.M') (x:=N) € RF~".

(—E): Then M = M;M; and there exists T such that I' - My:7—0 and I' - My: 7. By induc-
tion, My (x:=N) € R"77 and M, (x:=N) € RT. But then, by Definition 4.1, M (x:=N) My (x:=N) € RY,
so, by Lemma 4.3(ii), (M1 M;) (x:=N) € R".

(NI): Theno = o1Noy and, fori €2, I' = M:0;. So, by induction, M (x:=N) € R™ and M (x:=N) € R%,
so, by Definition 4.1, M (x:=N) € R.
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(NE): Then there exists T such that I' - M:0N7, and, by induction, M (x:=N) € R?"'". Then,
by Definition 4.1, M (x:=N) € R".

(cutl): Then M = P (y:=Q), and there exists T such that I',y:T F P:o and I' - Q: 7. Then, by
induction, Q (x:=N) € R7, so, again by induction, P (x:=N) (y:=Q(x:=N)) € R’. So,
by Lemma 4.3(vi), (P (y:=Q) ) (x:=N) € R".

(cutK): Then M =P (y:=Q), '+ P:0, y €I and there exist A, T such that AF Q:7. Let A=
{z1:p1, ., Zm:pm }. By Lemma 4.2(ii), for all j € m, z; € Rfi, and therefore, by induction,

Q € RT. By Lemma 2.5(iii), y & pfo(P). So, by Lemma 4.3(v), (P (y:=Q) ) (x:=N) € R’.m

Theorem 4.5 If I' = M: o for some I',o then M € SN.

Proof: By Lemma 4.2(ii), all term variables are reducible for any type, so, by Theorem 4.4, for
all M, M (x:=x) is reducible. Strong normalisation of M (x:=x) then follows from Lemma
4.2(i). Since M (x:=x) — M, also M € SN n

5 Final Remarks

Only after writing the first version of the present paper we realized that Dougherty, Lengrand
and Lescanne solved the same problem in [10] with a similar type assignment system. The
only difference is the formulation of rule (cutK) which becomes:

I'FM:t AF N:o
I'M(x:=N):T

(x & pfo(M))

Lemma 2.5(iii) and (iv) the two systems deduce the same types for the same terms. Deeper
relations between the two systems will be object of further investigations.
If we add an universal type (2 with the axiom () [8]:

I'+-M:0

then in the so obtained system, rule (cutK) becomes admissible. But using axiom ({2) we can
type trivially all terms, and we can also type terms which are not strongly normalising with
types different from Q. An example is y:¢ - (Ax.y)((Az.2z)(Az.2z)) : . So we cannot obtain a
characterisation of the set SN.

In the line of [9], we plan to characterise by means of intersection types disciplines other
compositional properties of calculi of explicit substitutions, like that of reducing to a closed
term or of being a weak head-normalising term.

Finally we will explore the possibility of building suitable type intersection assignment
systems for showing that some calculi of explicit substitutions enjoy the weak or strong nor-
malisation property.
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