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Abstract— This paper shows how a general form of algorithms
consisting of a loop with loop dependencies carried from one
iteration to the next can automatically be mapped to a para-
metric hardware design with pipelining and replication features.
A technology-independent parametric model of the proposed
design is developed to capture the variations of area and
throughput with the number of pipeline stages and replications.
Our model allows rapid optimization of design parameters by a
few pre-synthesis operations. We present an optimization method
based on the model. Our method is evaluated using three different
applications implemented on a Xilinx Spartan 6 XC6SLX45T
FPGA: a carry-save adder-based Montgomery multiplier, a
modular exponentiation module, and an integer square root
module. Our model facilitates design space exploration; it can
quickly predict the area taken by our designs with less than 5%
of error, and their maximum frequencies and throughputs with
less than 22% of error. Our optimization method is up to 96
times faster than a full search through the design space.

Index Terms— Design space exploration, field-programmable
gate array (FPGA), hardware mapping, loop-carried dependen-
cies, resource estimation.

I. INTRODUCTION

F IELD-programmable gate arrays (FPGAs) are quickly
increasing in capability and in size, and it becomes a

growing challenge to fully cover the design space available for
a given budget. This introduces the need for parametric designs
capable of covering a large design space, especially in terms
of the speed–area tradeoff. Recent papers have explored the
benefit of parametric designs in different applications. In [1],
a parametric approach is developed for software-defined radio
modules. In [2], we present parametric Montgomery multi-
plier, Montgomery exponentiator, and Miller–Rabin primality
tester designs. These three functions are the core of many
public-key crypto-systems.

The main advantages of parametric designs are their scal-
ability and their reusability. They can be reused as IP cores
in many projects with different speed–area tradeoffs. How-
ever, finding the optimal values for the parameters to meet
a given design goal can be difficult and time-consuming.
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An exhaustive approach implementing designs for all the
values of the parameters in a given search interval cannot
be achieved in most projects where the time-to-market is an
issue. Therefore, we need a model of the design that facilitates
estimating its parameters under speed and area constraints.
Such area and speed estimation models are often application-
dependent [1], [3] or technology-dependent [4], [5].

In this paper, we present a general parametric hardware
design method using pipelining and replication. We show how
algorithms in a particular form, namely, those containing one
loop with loop dependencies carried from one iteration to
the next, are automatically mapped to appropriate hardware
designs. Then we develop a model of the area and throughput
of the design. Our main contributions include:

1) a coarse-grained method for mapping an algorithm con-
taining one loop with loop dependencies carried from
one iteration to the next to a parametric design using
pipelining and replication;

2) a model of our design that allows predicting the varia-
tions of its throughput and its area with the number of
pipeline stages and replications;

3) a general optimization process integrating our model;
4) a practical analysis of the accuracy and prediction capa-

bilities of our optimization method on three applications
implemented on a Xilinx Spartan 6 XC6SLX45T FPGA.

Our model is technology-independent. It allows rapid opti-
mization of the design by only running a few pre-synthesis
operations. It facilitates design space exploration; it can
quickly predict the area taken by the three evaluated designs
with less than 5% of error, and their maximum frequencies
and throughputs with less than 22% of error. As a matter of
fact, our optimization method is up to 96 times faster than a
full search through the design space.

The rest of this paper is organized as follows. Section III
presents the general algorithm and its hardware mapping.
Section IV develops an area, frequency, and throughput model
of our hardware mapping. Section V shows how this model is
integrated into a throughput optimization process. Section VI
evaluates the accuracy and prediction capabilities of our opti-
mization method and shows that it greatly speeds up design
space exploration. Finally, Section VII concludes this paper.

II. RELATED WORK

A. Resource and Performance Estimations

Previous work on resource and performance estimations for
reconfigurable devices has mainly been focused on high-level
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register-transfer level (RTL) estimation. The common method
used for resource estimation consists of identifying the basic
operations in the algorithm, which can be represented as a data
flow graph [4] or an RTL netlist [5]. A library of operators
characterizing the device is then used to estimate the resources
needed by the algorithm. This process usually requires approx-
imations to fit the parameters of identified operations (bitwidth,
number of inputs, etc.) to operators in the library [6]. Such
estimation tools are readily available in commercial software,
such as Xilinx system generator [7] and PlanAhead [5]. The
RTL resource estimation tool used by Xilinx is claimed to be
60 times faster than synthesis [5], which allows fast design
space exploration. Similar methods can be used to estimate
the performance of the design by using a device-dependent
library of delays for the estimated resources.

These methods are general and inherently fine-grained.
A coarse-grained approach focused on energy-consumption
has been proposed [1], [8], which targets runtime recon-
figurable software-defined radio applications. This approach
needs a priori information about the implementation, usually
obtained by a few synthesis operations.

B. Algorithm Mapping onto Reconfigurable Hardware

The literature on algorithm mapping onto reconfigurable
hardware and associated design space exploration is vast. For
instance, in [9], a mixed compiler/synthesis tools approach
is presented. Compiler optimizations are performed on the
algorithm before translation to RTL. The design space is then
searched using RTL estimations as described earlier.

The mapping of an unrolled loop onto pipelines has
also been extensively studied [10]–[12]. The reconfigurable
dataflow approach [12], in particular, maps loops with loop-
carried dependencies onto efficient pipelines. This method is
more fine-grained and general than our approach, since it
supports loop-carried dependencies of various sizes and loop
indices determined at runtime. However, resource and perfor-
mance models are not covered for the mapped implementation,
which makes design space exploration difficult.

Unlike other more fine-grained loop pipelining and resource
estimation methods, the method presented in this paper is
restrained to a particular application domain and uses a coarse-
grained model of the corresponding hardware mapping. As
a matter of fact, our base module is a coarse-grained cell,
which already consists of many fine-grained operators. Similar
to other methods [1], [8], our approach is particularly useful
for quick optimization of design parameters through design
space exploration. However, we focus on algorithms that
cannot be parallelized due to loop-carried dependencies, while
other methods focus on tradeoffs related to parallelization
[1], [8]. The restrained application domain of our model
makes the resource and performance estimations as well as the
design space exploration more accurate than general estimation
methods.

Our coarse-grained estimations and mapping are performed
before synthesis. Other fine-grained pipelining techniques,
such as post-placement C-slow retiming [13] can be performed
after synthesis if the throughput of the design needs to be

Algorithm 1 CSA Montgomery
Input: A = (an−1...a0)2, B = (bn−1...b0)2,

M = (mn−1...m0)2
Output: P = A.B.2−n mod M

1 S = 0, C = 0, D = B + M
2 for i = 0 to n − 1 do
3 I = select (s0, c0, ai , B, M, D)
4 S, C = S + C + I
5 S = S div 2, C = C div 2
6 end
7 P = S + C
8 if P ≥ M then P = P − M

increased further. However, such techniques can have
non-negligible overheads that should be taken into account.

III. HARDWARE DESIGN WITH PIPELINING

AND REPLICATION

We develop a hardware design using pipelining and repli-
cation for a general form of algorithms, which can be found
at the core of many applications.

A. Main Idea

This paper focuses on a class of algorithms with loop
dependencies carried from one iteration to the next. Common
applications falling into this category are bitwise algorithms
for which the result is updated at each iteration based on
the corresponding bit of one or several inputs. In cryptog-
raphy, this is for instance the case of the Montgomery mul-
tiplication algorithm [14], the square-multiply exponentiation
algorithm [2], and the Lucas primality test [15], [16]. Some
important arithmetic algorithms, such as the integer square
root [17] and the restoring division algorithms also follow this
pattern. Algorithms performing a reduce operation also exhibit
such loop dependencies. This is the case of several algebraic
algorithms, such as matrix-vector and matrix multiplications,
for which products of row and column elements are iteratively
accumulated. Finally, loop dependencies carried from one iter-
ation to the next are also common in approximation algorithms
for which a solution is refined at each iteration based on the
result from the previous one. The Newton–Raphson method is
one of the best known algorithms of this type.

Usually algorithms with loop-carried dependencies cannot
be easily parallelized. However, several techniques can be
used for efficient hardware implementation. As an example,
let us consider carry-save adder (CSA)-based Montgomery
multiplication shown in Algorithm 1. After initialization, the
algorithm iterates on the bits of the input A. At each iteration,
the new sum S and carry C are computed using the current
sum, the current carry and a number I . The value of I depends
on the LSB of the current sum, the current carry and the
input B , as well as bit i of A. S and C are then shifted right.
After the loop terminates, the result is converted from carry-
save to normal representation and reduced modulo M .

For computing a 32-bit (n = 32) Montgomery multipli-
cation, a simple hardware architecture for the loop would
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Fig. 1. Focus on a Montgomery block for r = 2.
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Fig. 2. Structure of a 32-bit pipelined Montgomery multiplier with four
pipeline stages.

reuse the same processing logic (called Montgomery cell)
32 times, storing the intermediate values of S and C in
registers. This architecture is compact but slow as the latency
of one multiplication is 32 clock cycles. If we are willing
to trade area for performance, the Montgomery cell can be
replicated. For example if we replicate the Montgomery cell
once, we obtain r = 2 copies of the cell in series in a
Montgomery block, as shown in Fig. 1. Hence, the latency
of one multiplication is now 32/2 = 16 clock cycles. The
area is slightly less than doubled as some control logic can
be shared. However by replicating the cell, we increase the
delay through the block and hence the critical path delay. In
practice, replication is only useful if the minimum period that
we want to achieve is higher than the critical path delay. Now
let us assume that we want to perform several multiplications.
In our replicated design, we would have to wait for the first
multiplication to terminate before starting a new one, leading
to a throughput of one multiplication every 16 clock cycles.
To increase the throughput of the design, we can pipeline
the Montgomery block as shown in Fig. 2. As opposed to
replication, pipelining buffers the output of each duplicated
block. Here, the entire block is duplicated, and therefore
doubling the number of pipeline stages doubles the logic area.
For p = 4 pipeline stages, each block is assigned 32/4 = 8
iterations. Each block contains r = 2 cells. Hence, it takes
8/2 = 4 clock cycles for each block to compute its part of
the iterations. The latency of the architecture is still 16 clock
cycles but a new multiplication can now be started every four
clock cycles, leading to a throughput of one multiplication
every four clock cycles. The following sections formalize these
ideas.

Algorithm 2 General Bit by Bit Processing Algorithm
Input:
A0 = ∑n−1

i=0 a(0,i)2i , . . . ,

Ak−1 = ∑n−1
i=0 a(k−1,i)2i ,

B0 = ∑β0−1
i=0 b(0,i)2i , . . . ,

Bl−1 = ∑βl−1−1
i=0 b(l−1,i)2i

Output:
R0 = ∑ρ0−1

i=0 r(0,i)2i , . . . ,

Rm−1 = ∑ρm−1−1
i=0 r(m−1,i)2i

1 (R0, . . . , Rm−1) = pre(A0, . . . , Ak−1, B0, . . . , Bl−1)
2 for i = 0 to n − 1 do
3 (R0, . . . , Rm−1) =

main(a(0,i), . . . , a(k−1,i), B0, . . . , Bl−1, R0, . . . , Rm−1)
4 end
5 (R0, . . . , Rm−1) =

post (A0, . . . , Ak−1, B0, . . . , Bl−1, R0, . . . , Rm−1)

B. General Algorithm

In this analysis, we consider algorithms that can be
described in the general form presented in Algorithm 2.

This algorithm has an optional pre-computation stage
(line 1). This stage can consist of initialization of variables,
initial shifts, etc. Then, the algorithm iterates on the number
of bits of the A inputs (A0 to Ak−1). At each iteration of the
loop, the result variables R0, . . . , Rm−1 are updated through
the main() function (line 3). At iteration i , this function takes
the previous values of R0, . . . , Rm−1, the entire B inputs
(B0 to Bl−1), and the i -th bits of the A inputs. A possible
post-computation stage terminates the algorithm (line 5).

In practice, every algorithm with one loop that has loop
dependencies carried from one iteration to the next, and for
which some inputs are processed bit-by-bit, can be repre-
sented in this general form. Table I shows how we can map
the Montgomery multiplication algorithm, the exponentiation
algorithm, and the integer square root algorithm to our gen-
eral algorithm. For each algorithm, the inputs, the outputs,
the number of iterations (n), and the three functions pre(),
main() (at iteration i ) and post() are identified. Note that for
the integer square root algorithm to conform to our general
algorithm, its input bits have to come from two A-type inputs.
In fact, the bit-by-bit processing of the A-type inputs does not
limit the generality of our approach as k n-bit physical A-type
inputs can be zipped together to form n k-bit logical inputs
if required. In Section VI, we choose these three reference
designs to evaluate the accuracy of our model.

C. Design

We focus on the main loop of Algorithm 2 and map it to
the general hardware design described in Figs. 3 and 4.

The n iterations are divided between p blocks organized in a
pipeline fashion as shown in Fig. 3. Pipeline block number i
performs iter(i) successive iterations of the loop where for
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TABLE I

SPECIALIZATION OF THE GENERAL ALGORITHM FOR THREE APPLICATIONS

CSA Montgomery Exponentiation Integer Square Root

Inputs
A0 = A = (as−1...a0)2
B0 = B = (bs−1...b0)2
B1 = M = (ms−1...m0)2

A0 = E = (es−1...e0)2,
B0 = X , B1 = M

A = (as−1...a1a0)
2

input integer
A0 = (a1a3...as−1)

2
A1 = (a0a2...as−2)

2

Outputs R0 = S = A.B.2−n mod M, R1 = C , R2 = D R0 = Z = X E mod M, R1 = P R0 = Rem, R1 = Root

n s s s/2

pre() S = 0, C = 0, D = B + M Z = 1, P = X Rem = 0, Root = 0

main()

I = select(s0, c0, ai , B, M, D)
S, C = S + C + I
S = S div 2
C = C div 2

if ei = 1 then
Z = Z .P mod M

P = P2 mod M

Root = (Root << 1)
a = (a(0,i)a(1,i) )2
Rem = (Rem << 2) + a
Div = (Root << 1) + 1
if Div ≤ Rem then

Rem = Rem − Div
Root = Root + 1

post() S = S + C
if S ≥ M then S = S − M

- -
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all i ∈ [1, p]

iter(i) =
⌊

n

p

⌋

+ extra(i) (1)

extra(i) =
{

1, if n mod p > i
0, if n mod p ≤ i.

(2)

The number of iterations is evenly distributed between
pipeline blocks. If p does not divide n, the first n mod p
blocks perform an extra iteration. So block number i processes

the bits I t (i − 1) to (I t (i) − 1) of inputs A0 to Ak−1 where

I t (0) = 0

I t (i) =
i∑

k=1

iter(k) ∀i ∈ [1, p]. (3)

The other inputs to block number i are:

1) the current values of R0, . . . , Rm−1, calculated by block
number (i −1) if i ≥ 2 or given by the pre-computation
stage if i = 1;

2) the values of B0, . . . , Bl−1.

Each pipeline block consists of a processing cell performing
the actual computation, some registers, and extra logic needed
for the control. As well as organizing the basic blocks in a
pipeline fashion, we allow the processing cell of each block
to be replicated in series without buffering as shown in Fig. 4.
This feature is relevant if the processing cell consists of only
combinational logic. If the operations performed by a cell take
several clock cycles, replication will not reduce the number of
clock cycles spent in each pipeline block. For instance, given
that the operations of a cell take ten clock cycles and we need
to perform two iterations in each pipeline block. With one cell,
the unique cell performs both iterations one after the other for
a total of 20 clock cycles. If we replicate the cell once, the
first cell performs the first iteration. The second cell waits for
the first to finish then it performs the second iteration. Hence,
the total time through the block is still 20 clock cycles.

If each pipeline block has r main processing elements,
r iterations are processed in series during one clock cycle.
Hence, the number of clock cycles spent in pipeline block i
per operation is

lat(i) =
⌈

iter(i)

r

⌉

. (4)

We call this number the latency of pipeline block i · lat(i) is
expressed in clock cycles and is therefore independent of the
frequency of the design. This equation shows that an extra
clock cycle is needed if r does not divide iter(i). In this case,
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the results of block i need to be extracted from cell number
iter(i) mod r during this extra clock cycle.

Between each pair of blocks, register banks save the differ-
ent values of R0, . . . , Rm−1 and B0, . . . , Bl−1 to be given as
inputs to the next block. The register bank for R0, . . . , Rm−1 is
updated at each clock cycle with the results of cell number r or
cell number iter(i) mod r . The register bank for B0, . . . , Bl−1
is only updated each time the operation of the preceding block
is done. Finally, a triangle of registers at the top ensures that
the pipeline blocks are always given the correct values for
their corresponding A inputs. In the triangle of registers, the
bottom registers connecting to each pipeline block are shift
registers. They provide the cells in the pipeline block with the
inputs corresponding to the current iteration.

Mapping our general algorithm to this particular hardware
structure has three main advantages. First, the parametric
nature of this structure (through the two parameters r and p)
allows the designer to explore a large design space and
therefore to consider different speed/area tradeoffs. Second,
the throughput of the design can be improved by increasing
the values of r and p. The only limitation is the area available.
This is particularly interesting for applications targeting high-
speed performance. Finally, our structure is regular and the
generation of the pipeline and replication logic is automated.

IV. MODELING OF THE DESIGN

We develop a model of our parametric design presented in
the previous section enabling rapid optimization for throughput
under area and speed constraints. This model is a refinement of
our previous work presented in [18]. The use of such a model
reduces development time as fewer synthesis operations are
needed to obtain satisfactory values for r and p.

A. Latency and Throughput

Our module needs to perform n iterations to complete the
main computation if no replication is introduced. Let tp,e be
the time to perform such an iteration, corresponding to c clock
cycles at a frequency f

tp,e = c

f
. (5)

If c = 1, the main processing element of a block can be
replicated. If c > 1, as we cannot replicate the main processing
element it takes n.c clock cycles to perform the n iterations.
Therefore, the total time to perform the main operation is

tp =
{ ∑p

i=1 lat(i) · tp,e, if c = 1
n · tp,e, if c > 1.

(6)

This corresponds to the time taken by the system to compute
the first result, that is, the latency of the hardware module in
seconds. In practice, replication increases the delay through a
pipeline block and therefore reduces the maximum frequency
f of the clock as cells are put in series without buffering. This
is considered in Section IV-B.

To simplify the equations, we assume that the latency
of the pre-computation and post-computation operations is
shorter than the latency of a pipeline block. If not the

case, the throughput bottleneck is in the slower of the two
stages, not in the main computation. The throughput φ of
the design (number of operations per unit of time when the
pipeline is full) depends on both the pipeline length p and
the number of replications r . It is inversely proportional to
the maximum number of clock cycles spent in a pipeline
block

φ =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

1
⌈⌈

n
p

⌉

r

⌉

tp,e

= f
⌈⌈

n
p

⌉

r

⌉ , if c = 1

1
⌈

n

p

⌉

tp,e

= f
⌈

n

p

⌉

c
, if c > 1.

(7)

Replicating and pipelining a design reduce the effective
number of iterations needed to be computed in each block,
leading to the following constraint:

p · r ≤ n. (8)

B. Frequency

To simplify, we assume that the pre-processing and post-
processing modules are not a frequency bottleneck. Hence,
the critical path is in a pipeline block and the minimum
period is equal to the delay through a block. In our parametric
description, the size of the main processing element in each
block is about the same for all p. Even if the size of the control
hardware managing the iterations in a block decreases with p,
the delay through a block is not likely to decrease significantly.
Therefore, we assume that the minimum period of the design
does not depend on p. On the contrary, replication has a
negative effect on the critical path as the replicated cells
are connected together in series. The minimum period can,
therefore, be approximated by

Tp(r) ≈ dl + rdc (9)

where dc is the delay through a cell, r is the number of cells
in a block, and dl is the sum of the delays through the logic
located before and after the cells (mostly multiplexers). Hence,
the frequency of the design is

f (r) = 1

Tp(r)
= 1

dl + rdc
. (10)

Let us define

f0 = 1/Tp(1) (11)

as the frequency of the design for r = 1 and

λ = dc/Tp(1) (12)

as the ratio of the delay through the basic cell to the minimum
period for r = 1. We can rewrite the frequency as

f (r) = 1/Tp(1)

1 + dc/Tp(1)(r − 1)
= f0

1 + λ(r − 1)
. (13)
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C. Area

We decompose the area taken by our design into two parts.

1) Al the area taken by logic.
2) Ar the area taken by registers.

Let us first consider the area taken by the logic Al . Let
Acell be the logic area of a cell for r = 1, Amux,2 and Amux,3
be the area taken, respectively, by a 2-to-1 and a 3-to-1 bit
multiplexer. We recall that ρi is the bitwidth of the output
Ri and m is the number of such outputs. As shown in Fig. 4,
the multiplexers required at the inputs of the R register bank
are either two-input or three-input multiplexers, depending on
the need for an extra clock cycle in pipeline block i . Hence,
the logic area of pipeline block i is

Ablock(i) = r.Acell +
m−1∑

k=0

ρk .Amux,2+extra(i). (14)

Each register of the top register triangle needs either a two-
input or a three-input multiplexer depending on whether they
are shift registers. The part of the register triangle supplying
inputs to pipeline block number i is of size iter(i). We recall
that k is the number of A inputs. Hence, the logic area of the
register triangle is

Atriangle = k
p∑

i=1

iter(i).
(
(i − 1).Amux,2 + Amux,3

)
. (15)

Let Apre and Apost be the fixed logic area taken, respectively,
by the pre-computation and post-computation modules. We
can deduce the total logic area

Al = Apre + Atriangle +
p∑

i=1

Ablock(i) + Apost. (16)

To calculate Ar , we need to derive the total register size S. The
total size of the register banks between two pipeline blocks is

Sd =
l−1∑

i=0

βi +
m−1∑

i=0

ρi . (17)

The size of a register in the top triangle of registers is for
pipeline block i

Sp(i) = k.iter(i). (18)

Let Scell be the total size of the registers internal to a cell,
Spre and Spost be, respectively, the total size of the registers of
the pre-computation and post-computation modules. The total
register size is

S = Spre + p.(Sd + r.Scell) +
p∑

i=1

i.Sp(i) + Spost. (19)

Finally, we have

Ar = S.Ar,e (20)

where Ar,e is the area taken by a one-bit register.

TABLE II

DETERMINATION OF THE DESIGN PARAMETERS

Parameters Determination

A inputs number (k), bitwidth (n) Application-dependent

B inputs number (l), bitwidths (β0, . . . , βl−1) Application-dependent

R outputs number (m), bitwidths (ρ0, . . . , ρm−1) Application-dependent

Iteration clock cycles (c) Application-dependent

Minimum frequency fmin Design choice

Maximum logic area (Al,max) Device-dependent

Maximum register area (Ar,max) Device-dependent

Basic cell area (Acell) Pre-synthesis

Basic cell registers (Scell) Pre-synthesis

Pre/post-computation area (Apre, Apost ) Pre-synthesis

Pre/post-computation registers (Spre, Spost) Pre-synthesis

Area of a 1-bit register (Ar,e ) Pre-synthesis

Multiplexers area (Amux,2 and Amux,3) Pre-syntheses

Frequency parameters ( f0, λ) Interpolation or direct

D. Constraints

The following constraints are used:
1) maximum area available for logic Al,max;
2) maximum area available for registers Ar,max;
3) minimum frequency fmin at which we want the design

to run.

E. Throughput Optimization

The problem of optimizing the throughput of the design can
be formulated as follows:

max

φ =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

1
⌈⌈

n
p

⌉

r

⌉

tp,e

= f
⌈⌈

n
p

⌉

r

⌉ , if c = 1

1
⌈

n

p

⌉

tp,e

= f
⌈

n

p

⌉

c
, if c > 1

s.t. (21)

Al ≤ Al,max Ar ≤ Ar,max

f ≥ fmin p.r ≤ n.

Given a search interval for r and p, this problem is solved
easily by exhaustive search.

V. OPTIMIZING THE DESIGN

We show how the parameters of our model can be deter-
mined, and an optimization process based on our model.

A. Determining the Values of the Parameters

Our model contains many parameters which affect the
values of r and p maximizing the throughput. Table II
summarizes how each parameter is determined. The number
of A inputs (k), the number of B inputs (l), the number of
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outputs (m), and their respective bitwidths (n, β0, . . . , βl−1,
ρ0, . . . , ρm−1), and the number of clock cycles c needed to
complete an iteration, depend on the application. Hence, we
can obtain them easily once the design of the hardware module
is fixed. The minimum frequency fmin at which our module
runs is a design choice. The maximum area available for
registers Ar,max and for logic Al,max are device-dependent.
For an FPGA, Ar,max is the maximum number of registers
and Al,max is the maximum number of look-up tables (LUTs)
available. For an ASIC, Ar,max and Al,max can be grouped
together to provide the maximum area available given in μm2,
in number of cells or in the technology-independent notion of
a register bit equivalent [19].

The area of a basic cell Acell, of the pre-computation and
post-computation modules (Apre and Apost) can be approxi-
mated by using a priori knowledge of the design or found by
running a single synthesis operation for r = 1 and p = 1.
This is also the case for the registers internal to a cell Scell
and the registers of the pre-computation and post-computation
modules (Spre and Spost). The area of a one-bit register (Ar,e),
2-to-1 and 3-to-1 multiplexers (Amux,2 and Amux,3) are easily
determined by running short synthesis operations.

The frequency parameters f0 and λ can be obtained by two
different means. The first solution is to run some synthesis
operations in order to get the values of f for a small set
of chosen r and find f0 and λ by interpolation. The second
solution is to run a single synthesis operation to find the value
of f0 and compute λ directly using 12, provided that we can
estimate the delays through a pipeline block and a replicated
cell. In our current implementation of the optimization process,
the different parameters need to be extracted by the designer.

If the search intervals for r and p are large enough, the
time taken by the extra synthesis operations (we call them
pre-synthesis operations) is negligible compared to the time it
would take to synthesize the design for every possible value
of the tuple (r, p) in the search intervals. More precisely,
running three or four pre-synthesis operations for uniformly
distributed values of r in the search interval is usually enough
to get a good approximation of λ by interpolation. The pre-
synthesis time needed to determine the multiplexers area
is negligible. Moreover, one of the pre-synthesis operations
used to determine the frequency parameters also gives us
the basic cell area Acell. Hence for r · p > 4, using our
model should be faster than a complete search through the
design space. Results demonstrating this claim are shown
in Section VI.

B. Design Generation and Optimization Process

Given the different application-dependent parameters of the
design and the number of pipeline stages p and replications r ,
a script automatically generates RTL code for our general
pipelined and replicated hardware mapping as well as the
corresponding control logic, which greatly simplifies the work
of the designer. Only the basic cell, the pre-computation
and post-computation logic are defined by the designer for
each application. In the examples presented in Section VI,
these modules are coded in Verilog. A higher level hardware

Pre-
synthesesModel f0, λ,

Acell, Amux,2,
Amux,1,

Ar,max, Al,max k, l, m, n, β0, …, βl-1,
ρ0, …, ρm-1

fmin, rmin,
rmax, pmin,
pmax

Refinement

rmodel, pmodel

Device

Designer

Application

RTL
Design

Δr, Δp

rs, ps

Optimisation f, Ar, Al

Fig. 5. Optimization process.

language, such as Handel-C or Xilinx HLS could be used to
reduce the design time further.

The complete optimization process of our parametric design
is depicted in Fig. 5. The aim of this process is to find
satisfactory values for the parameters r and p, that is values
that are close to the real optima, in a short amount of time.
First, the different parameters of the model are determined
using the methods described in Table II. Given a search
interval for r and p, respectively, [rmin, rmax] and [pmin, pmax],
the throughput optimization of 21 gives us the optimal values
of r and p according to the model. We call them rmodel and
pmodel. The values rmodel and pmodel are then given to the
refinement process. This optional process performs a small
number of synthesis operations around rmodel and pmodel to
refine the solution by giving the real post-synthesis values
of f , Ar and A p to the model. The refinement intervals
for r and p are, respectively, [rmodel − �r, rmodel + �r ] and
[pmodel − �p, pmodel + �p]. The outputs of this process are
rs and ps . The pre-synthesis, optimization, and refinement
processes are implemented as a Python software tool, which
interfaces with Xilinx synthesis tools.

VI. RESULTS

In this section, we evaluate the accuracy and the benefits of
our model against a complete search through the design space.

A. Accuracy of the Model

We consider three applications presented in Table I.

1) 512-bit CSA-based Montgomery multiplication.
2) 128-bit modular exponentiation.
3) 512-bit integer square root.

The hardware mappings of these designs are synthesized for
a Xilinx Spartan 6 XC6SLX45T-FGG484-3 with XST 13.2
optimizing for area, without resource sharing and equivalent
register removal. All the synthesis operations are run on an
Intel Core i7 950 CPU at 3.07-GHz machine with 6 GB of
DDR3 memory.

The basic cells of the Montgomery multiplier and the
integer square root modules only consist of combinational
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TABLE III

ACCURACY OF OUR MODEL

LUTs Registers Frequency Throughput Corrected Throughput
Error (%) Error (%) Error (%) Error (%) Error (%)

Max Mean Std Max Mean Std Max Mean Std Max Mean Std Max Mean Std

Montgomery 1.18 0.32 0.20 0.42 0.26 0.09 21.03 1.87 2.87 128.85 17.38 26.03 21.03 2.33 3.43

Exponentiation 4.43 3.32 0.68 1.23 1.19 0.02 15.73 14.75 2.96 15.73 14.75 2.96 15.73 14.75 2.96

Square root 3.41 0.60 0.66 1.24 0.97 0.12 0.68 0.34 0.14 0.68 0.34 0.14 0.68 0.34 0.14

logic (c = 1). Hence, replication can be introduced. We
synthesize these two designs for all the 256 combinations of
the number of replications (r ) and pipeline stages (p) in the
respective intervals [1, 16] and [1, 16]. The basic cell of the
modular exponentiation module, which is basically a modular
multiplier, is sequential (c > 1). Therefore, replicating this
cell is irrelevant. We synthesize this design for r = 1 and
p in [1, 32]. For the multiplier and the square root modules,
we determine the frequency parameters by interpolation using
three points: (p, r) = (1, 1), (p, r) = (1, 8), and (p, r) =
(1, 16). The frequency of the exponentiation module is fixed
to its value for p = 1.

For our three applications, Table III reports the maximum,
average, and standard deviation of the relative prediction
errors1 of our model across all the combinations of the
parameters p and r for the number of LUTs, the number
of registers, the maximum frequency, and the throughput.
The maximum errors for the number of LUTs and registers
are very low over the three applications (1.18%–4.43%, and
0.42%–1.24%, respectively). The maximum frequency error
is more substantial for the Montgomery multiplication and
the exponentiation module. We suspect that this error is due
to uncontrollable optimizations performed by the synthesis
tool on routing delays that sometimes make the frequency
depend on the number of pipeline stages p. This dependency
on p does not follow a general trend and therefore cannot
be modeled effectively. As shown in Fig. 6, for the Mont-
gomery multiplier, high frequency errors are localized to a
few (r, p) tuples.2 This is not the case for the exponentiation
module whose average frequency error is high and close
to the maximum frequency error. Here, the reference point
chosen to determine f0 ((r, p) = (1, 1)) has a maximum
frequency, which is around 15% lower than for the other
values of p, leading to a constant error. The error could be
improved by picking a different reference point (r, p) = (1, 2)
for example.

The throughput error of the Montgomery multiplier is
very high. Our model supposes that the latency of the pre-
computation stage is shorter than the latency of any pipeline
block. However, in this application, the pre-computation stage
performs a pipelined addition, which takes eight clock cycles.
For r and p such that ��n/p� /r� < 8, the latencies of the
pipeline blocks are less than eight and the throughput of the
module is fixed and only determined by the latency of the
pre-computation stage. This invalidates 7. These values of

1Computed as |v − vmodel|/v where v is the value considered.
2Here, the errors are computed as ( fmodel − f )/ f to show their directions.
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r and p should be avoided as they lead to pointless area-
consuming designs. The last column of Table III shows the
corrected throughput errors, that is, when not taking into
account these designs. After such corrections, the throughput
errors are similar to the frequency errors.

B. Design Space Exploration

We evaluate the prediction capabilities of our model. The
Spartan 6 used has Al,s6 = 27 288 LUTs and Ar,s6 = 54 576
flip-flops (FFs). For each of our three applications, we use
our model to find the design with maximum throughput for
all the combinations of fmin (in MHz) in [0, 25, 50, 100]
and (Al,max, Ar,max) (respectively, in LUTs and FFs) in
[(Al,s6/4, Ar,s6/4), (Al,s6/2, Ar,s6/2), (Al,s6, Ar,s6), (∞,∞)].
Hence, for each application, we perform 16 different
optimizations. Note that setting fmin = 0 MHz corresponds
to not putting any constraint on the frequency. Setting
(Al,max, Ar,max) = (∞,∞) corresponds to assuming that the
FPGA has unlimited area.

Table IV presents our results. The design space size corre-
sponds to the number of synthesis operations needed for a full
search through the design space without using our method.
The total synthesis time is the time taken to perform this
search. The two other synthesis times reported are the average
total synthesis time over the 16 optimizations performed
using our model, respectively, before and after refinement.
Without refinement, our method can speed up the design
space exploration by an average of 419 times for the CSA
Montgomery application and 200 times for the integer square
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TABLE IV

EVALUATION OF PREDICTION CAPABILITIES OF THE MODEL

Design Space
Size

Total
Synthesis

Time (min)

Before Refinement After Refinement
Max Average Average

�r �p
Average Average

Throughput Synthesis Synthesis Synthesis Synthesis
Error (%) Time (min) Speedup (x) Time (min) Speedup (x)

Montgomery 256 2489 25.48 7 419 2 2 33 96

Exponentiation 32 49 37.88 2 34 0 1 5 13

Square root 256 698 9.09 4 200 0 1 8 91

root. The lower average synthesis speedup of 34 times for the
exponentiation application is directly linked to the smaller size
of the design space explored.

Without refinement, the optimum design is not always found
by our model. For the Montgomery multiplier module, our
worst estimation is two pipeline stages and two replications
off the optimum design. For the exponentiation and the inte-
ger square root modules, it is only one pipeline stage off.
This leads to a throughput error (error between the optimum
throughput and the throughput of the design given by the
model) between 9% and 25%. In order to find the optimum
design, extra syntheses need to be performed. This reduces the
average synthesis speedups by a factor of 2 to 4. However,
even with this reduction in speedup, our method can still
save hours of synthesis time. In particular, the design space
exploration time for the CSA Montgomery application is
reduced from almost 2 days to only half an hour.

Note that our results assume serial execution of the syn-
theses on the same machine. Synthesis jobs can also be run
on different machines in parallel. However, a parallel version
of our method should also be faster than a parallel search
through the design space, since the synthesis time of each
pre-synthesis operation is shorter than the synthesis time of
most other points in the design space.

VII. CONCLUSION

In this paper, we showed how we automatically map a gen-
eral type of algorithms to a parametric hardware design using
pipelining and replication. A technology-independent model
of our general design was developed. It allows rapid hardware
mapping and optimization of the algorithm by running only a
few numbers of pre-synthesis operations and therefore reduces
time-to-market. We presented an optimization method based
on the model and evaluated on three different applications
implemented on a Xilinx Spartan 6 XC6SLX45T FPGA: a
CSA-based Montgomery multiplier, a modular exponentiation
module, and an integer square root module. Our model facili-
tates design space exploration; it can quickly predict the area
taken by our designs with less than 5% of error, and their
maximum frequencies and throughputs with less than 22% of
error. Our optimization method is up to 96 times faster than
a full search through the design space.

Current and future work includes extending our model to
optimize for area, area-time, and taking into account power
consumption; applying our optimization method to other
designs and to other technologies such as ASICs; synthesizing
our reference designs optimizing for speed instead of area; and

automating our optimization process further so that the general
algorithm pattern can be detected and the parameters extracted
automatically from a high-level description.
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