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Introduction 

 Goals 
 (Show that) biologically inspired neural mechanisms can be an effective way of 

constructing a system with human-like behaviour 

 Human-like control of an avatar within a computer game environment using this 
approach 

 Close the gap between the successful programmatic implementations of Global 
workspace theory (GWT) and the models that have been developed in 
neuroscience  

 

 Our system 
 Completely controlled by spiking neurons 

 High level coordination  global workspace architecture 
 

 Contents of presentation 
 Spiking Neural Networks / Global Workspace Theory 

 Simulation environment 

 Neuronal Global Workspace Architecture 

 Evaluation 

 Achievements/Future Work 

 Demo 

 

 

 



Introduction: Spiking Neural Networks 

Why SNNs? 

 

 More biologically realistic 

 

 Incorporation of the concept of time 

 

 Computationally more powerful than  

classical ANNs 

 

 

 

 

Model used: Izhikevich model 

 

Izhikevich 2003 



Introduction: Global Workspace Architecture 

 A simple cognitive architecture – Model of consciousness 

 Proposed by Bernard Baars (1988) 

 The most competitive part of cognitive content becomes globally accessible (conscious) 

to the rest parallel (unconscious) cognitive processes. 

 

 

 

 

 

 

 

 

 

 Assumption: The primate brain consists of highly specialized regions 



Introduction: Global Workspace Architecture(2) 

Why GWT? 
 

 Easy to implement 

 

 Enables parallel processing 

 

 Biologically plausible 

 

 Models some characteristics of consciousness 

 

 Proved to be a successful way of controlling complex software systems 



Simulation environment 

 Unreal Tournament 2004 

 First person shooter 

 Epic Games (2004) 

 Part of UT series 

 3D real-time virtual world with  

simulated physics 

 Potential tool for AI simulations 

 

 

 

 

 

 

 

 

 

 

 

 

 NeMo high-performance spiking neural network simulator 

 Large-scale SNN simulations in real time 

 Parallel processing using GPU (CUDA) 

 

 

 

 

 

 

 

 



Simulation environment 

Unreal Tournament 2004

NeuroBot Simulator

GameBots WrapperTCP/IP

Sensory Data

Commands

Visualization Tool

Nemo

Neuronal Global 
Workspace Agent 

GameBots 2004



Simulation environment: GUI 



Architecture: Neuronal Global Workspace 
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Architecture: A Workspace Node 

Health Level

View Direction
Motion Direction 
Moving
Firing
Jumping
Fleeing
Look Enemy
Look Health Vial
Look Item
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Architecture: Neural coding 

 Scalars  Rate coding 

 Enemy proximity, health level, moving desire 

 Vectors  Neuron population coding 

 Range finder measurement, View/motion direction, enemy direction 

0 90 180-90-180

(left)       Range finder measurements     (right)

b)

Neural Network 

0 90 180-90-180
(left)                  Motion direction              (right)

c)

View Direction

Wall

a)

Motion Direction
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Architecture: Behavioural Modules 

Fleeing Behavioural Module 



Architecture: Behavioural Modules (2) 

Module Input Controls 

Moving - 

 

Moving desire 

Navigator Moving desire,  

range finder 

Motion direction 

Explorator Range finder,  

health level 

View direction 

Firing Enemy direction, 

enemy proximity, 

health level 

Firing desire 

Jumping Moving desire, 

velocity, 

enemy proximity 

Jumping desire 



Module Input Controls 

Chasing Enemy direction, 

enemy proximity, 

health level 

View direction, 

look enemy desire 

Fleeing Enemy direction, 

enemy proximity, 

health level 

Motion direction, 

fleeing desire 

Recuperation Health vial direction, 

health vial proximity, 

health level 

View direction, 

look health vial desire 

Looking Item Item direction, 

item proximity 

Look item desire,  

view direction 

U-turn Moving desire, 

motion direction, 

velocity, range finder 

Motion direction 

Architecture: Behavioural Modules (3) 



Architecture: Action Selection Module 
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Evaluation: Measures 

 Exploration factor: 

 

 

 

 Average health 

 Number of jumps 

 Items taken 

 Shooting time 

 Average velocity  

 Kills and deaths 

 

 

1

𝑚𝑖𝑛𝑠
 

𝑁𝑃𝑆𝑣𝑖𝑠𝑖𝑡𝑒𝑑(𝑡)

𝑁𝑃𝑆𝑐ℎ𝑎𝑛𝑔𝑒𝑠(𝑡)
×
𝑁𝑃𝑆𝑣𝑖𝑠𝑖𝑡𝑒𝑑
𝑁𝑃𝑆𝑡𝑜𝑡𝑎𝑙

𝑡

 

(NPS: navigation point set) 



Evaluation: Results 
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Evaluation: Paths (player vs. player) 

NeuroBot Other bot 



Evaluation: 2K BotPrize 2011 

 Competition that measures humanness of bots within UT2004 

 Human judges play against the bots 

 Main goal: a bot indistinguishable from humans 

 

 

 September 2011  

               Seoul, South Korea 

 

 2nd place with  

     35.714% humanness 

 

 Winning team: ICE 

     37.500% humanness 



Conclusion: Achievements 

 A simulation framework, that 

 simulates the behaviour of multi-agent systems within UT2004 

 support architectures based on SNN using NeMo 

 visualize the simulation 

 

 The first neural implementation of a GW architecture, embodied in a 

dynamic real-time environment 

 

 2nd in 2K BotPrize 2011 (Seoul, South Korea) 

 SNN are an advantageous way of producing human-like behaviour 

 

 Presentation and publication in CIG 2011 (IEEE Conference on 

Computational Intelligence and Games) in Seoul, South Korea 



Conclusion: Future Work 

 Use of reinforcement learning 

 Sensory modules 

 Action selection module 

 Behavioural modules 

 

 Use of more biologically plausible input data 

 

 

 Vision 

 

 



Demo 



QUESTIONS 


