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Low Latency Variational Autoencoder on FPGAs
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Abstract—Variational Autoencoders (VAEs) are at the forefront
of generative model research, combining probabilistic theory
with neural networks to learn intricate data structures and
synthesize complex data. However, designs targeting VAEs are
computationally intensive, often involving high latency that pre-
cludes real-time operations. This paper introduces a novel low-
latency hardware pipeline on FPGAs for fully-stochastic VAE
inference. We propose a custom Gaussian sampling layer and
a layer-wise tailored pipeline architecture which, for the first
time in accelerating VAEs, are optimized through High-Level
Synthesis (HLS). Evaluation results show that our VAE design is
respectively 82 times and 208 times faster than CPU and GPU
implementations. When compared with a state-of-the-art FPGA-
based autoencoder design for anomaly detection, our VAE design
is 61 times faster with the same model accuracy, which shows that
our approach contributes to high performance and low latency
FPGA-based VAE systems.

I. INTRODUCTION

Variational Autoencoders (VAEs) are powerful generative
models that combine probabilistic and neural network ap-
proaches to learn and generate complex data. The foundational
concept behind VAEs is their ability to infer and distill the
latent distribution that underlies the data, which facilitates the
generation of new, representative samples. This makes VAEs
a potent tool for generative tasks, allowing them to create
and reproduce the intricate structures within data. VAEs have
been used in applications such as image generation [1], natural
language processing [2], and anomaly detection [3], [4].

Deep Neural Network (DNN) models, including VAEs,
while powerful, face limitations in real-world applications due
to their inference times, which can range from tens to hundreds
of milliseconds [5]. VAEs, as a specialized subset of DNNs,
are designed for generative tasks. Their unique architecture,
which includes an encoder-decoder structure, and a distinct
learning objective to effectively model a probabilistic latent
space, distinguish them from other DNNs. To address the
inference time issues, FPGAs have been used to speed up the
inference of DNN [6]–[8], which offer advantages of reduced
latency and lower power consumption compared to CPUs or
GPUs, making them a viable solution for enhancing DNN
deployment efficiency.

However, existing research on accelerating VAEs on FPGAs
is limited. A notable recent contribution [9] involves a low-
latency VAE network on FPGAs to detect outliers in particle
collision signals. Although their full VAE model achieves best
model accuracy in all the designs, they avoid the complexity of
Gaussian sampling in hardware and use only the encoder part
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in hardware. There is another FPGA-based VAE design [5] for
attack detection to secure 5G communication, where ultra-low
latency is essential. In the design, Gaussian random numbers
are generated in large batches on CPUs and then fed into
the FPGA, resulting in increased latency. More details can
be found in Section II-B on related work

As explained above, research into FPGA-based VAE ac-
celeration remains scarce. Some existing studies avoid full
VAE implementations and adopt simplified versions that omit
critical steps like Gaussian sampling. This paper introduces
a novel low-latency hardware pipeline on FPGAs for fully-
stochastic VAE inference. In this work, a custom layer of ran-
dom sampling from a Gaussian distribution in the latent space
is proposed and designed to enable full stochastic processing
in hardware for low latency. A Pseudo Random Number
Generator (PRNG) is used to ensure the reproducibility of the
generated random number sequence. Moreover, our approach
splits the entire VAE into several sub-layers and adopts a layer-
wise tailor-made pipeline architecture with independently opti-
mized components in each layer of the VAE using High-Level
Synthesis (HLS). The layer-wise pipeline architecture has been
used to speedup Convolutional Neural Networks (CNNs) [10]–
[12], Recurrent Neural Networks (RNNs) [13], [14], Graph
Neural Networks (GNNs) [15], [16] and transformer neural
networks [17], but it has not been used in accelerating VAEs.

To realize the above tailor-made pipeline architecture, we
propose novel code transformation to control design unrolling
due to limited hardware resources on a given FPGA. It restruc-
tures the HLS-based VAE inference design into a perfect loop
using a Finite-State Machine (FSM) based structure to improve
the overall latency and initiation interval, enabling real-time
operation within the bounds of limited hardware resources.
This work uses VAE-based anomaly detection algorithm for
detecting gravitational waves as an end-to-end application.
Improving both accuracy and speed of VAEs are challeng-
ing, as higher accuracy usually requires a more complicated
model and longer processing time. Accelerating VAE inference
using FPGA-based accelerators would enable sophisticated
algorithms, such as anomaly detection, to run in real time on
input data streams, leading to improved model accuracy and
low processing latency with a fast response.

To the best of our knowledge, this work is the first to
propose a low latency hardware pipeline design of VAEs with
full stochastic processing in hardware, enabling sophisticated
real-time analysis on streaming data. Our contributions in this
paper are as follows:

1) A low latency hardware architecture of VAEs with full
Gaussian sampling in hardware and a layer-wise tailored
pipeline architecture.

2) An HLS-based code transformation which restructures
the VAE inference into a perfect loop using an FSM-



based structure to achieve low latency.
3) A comprehensive evaluation of the proposed method and

hardware architecture.
While the design and parameters of the VAE are tailored

for anomaly detection in gravitational wave observation, the
optimizations for low latency would benefit many other appli-
cations, especially those requiring real-time response such as
VAE-based Learned Image Compression (LIC) system [18],
adaptive radiotherapy [19] and electronic trading [20].

The rest of this paper is as follows: Section II details the
foundational concepts behind VAEs and the related work.
Section III describes the VAE design, including the encoder-
decoder structure, Gaussian Sampling Layer, Pseudo Random
Number Generator, Gaussian Random Number Generator,
Quantization of the GRNG, Layer-wise Architecture, and
Parallelization. Section IV evaluates the performance and
scalability of the proposed VAEs. We discuss related work
in Section II-B and conclude in Section V.

II. BACKGROUND

A. Variational Autoencoder

A conventional Autoencoder contains an encoder and a
decoder, as shown in Fig. 1 (left). The encoder encrypts
inputs into a compressed representation (latent layer), while
the decoder tries to reconstruct the compressed representation
back to the original inputs [21]. In practice, such classical
autoencoders do not lead to particularly useful or nicely
structured latent spaces. The conventional AE does not lead
to nicely structured latent spaces, as the parameters in the
latent vector are selected randomly when generating the out-
put [21], [22]. To address this issue, VAE is proposed in
Ref. [22] by Kingma and Welling, which converts the inputs
into a representation of a Gaussian distribution: a mean and
a variance. These parameters are used to randomly sample
an element that is then decoded back to the original inputs,
shown Fig. 1 (right). This Stochastic process improves the
design robustness and forces the latent vectors to encode
meaningful representations. The latent vector Z has a Gaussian
distribution:

Z = µ+ (σ ⊙ ϵ) (1)

where µ and σ are mean and standard deviation of the input
data. ⊙ denotes element-wise multiplication. ϵ is a random
vector sampled from a standard Gaussian distribution. This
equation is referred as Gaussian sampling.

VAEs calculate the joint probability distribution P(X,Z)
for input X and latent variable Z. Joint probability P (X =
x1, Z = z1) is the probability of X = x1 and Z = z1
happening at the same time. Joint probability distribution
P (X,Z) refers to all the possible value pairs of X and Z;
from Bayes Theorem, it can be calculated by:

P (X,Z) = P (X|Z)P (Z) (2)

P (X|Z) is the probability distribution of X given the value
of Z. P(Z) is the probability distribution of latent variable Z
and is defined to be a standard Gaussian.
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Fig. 1. An AE (left) maps inputs to a fixed latent representation and then
decodes it back; a VAE (right) maps inputs to a probability distribution which
samples an element and then decodes it back.

The loss function of the VAE combines the reconstruction
loss (ELBO, Evidence Lower Bound) and KL (Kullback-
Leibler) loss:

Loss(X; θ, λ) = ELBO(X; θ, λ) +DKL[Q(Z|X)||P (Z)]

=
1

L

L∑
l=1

logPθ(X|Zl) +
1

2

J∑
j=1

1− µ2
j − σ2

j + log σ2
j

(3)

The reconstruction loss calculates the difference between input
X and output X ′. P (X|Z) is equivalent to P (X|X ′), as X ′

is constructed from latent variable Z. The KL loss calculates
the distance between variational posterior distribution Q(Z|X)
and the output distribution P (Z). Q(Z|X) is an approximation
of the posterior distribution P (Z|X), which is the probability
distribution of Z given evidence X . θ and λ are hyperparam-
eters to reduce the loss.

B. Related Work

Existing research on accelerating VAEs on FPGAs is scarce.
A low-latency FPGA-based VAE [9] is designed to detect
particle collision signals in the massive data from the Large
Hadron Collider (LHC) in the Level-1 Trigger (L1T) system.
To minimize latency, their approach omits Gaussian random
number generation, which is typically a crucial step in VAEs.
Instead, KL divergence DKL and z-score RZ (defined as
the summed ratio of squared mean and squared standard
deviation) are used to fine-tune a custom parameter (β), which
ranges between 0 and 1. This parameter helps balance the
reconstruction loss (ELBO) and KL loss. They achieve nice
accuracy in multiple collision scenarios (AUC > 80%) but
the proposed VAE is incomplete, as it lacks the capability
to reconstruct the input. In contrast, our work implements a
full VAE with Gaussian random number generation on FPGAs
while still maintaining low latency.

Another low-latency FPGA-based VAE design [5] focuses
on attack detection for secure 5G communication. In this
design, normally distributed random numbers are generated
in large batches on CPUs and then fed into the FPGA as a
secondary input, resulting in increased latency. The latency
achieved by their design is several hundred microseconds,
significantly higher than our system; it fails to meet the deploy-
ment requirements for scientific applications such as particle
detection in LHC [9]. The latency introduced by random
number generation on CPUs and data transfer can significantly
hinder real-time processing capabilities, which is critical for
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applications requiring fast response times. By implementing
Gaussian sampling directly on the FPGA, we eliminate the
need for data transfer from the CPU, thereby streamlining the
inference process and enhancing the efficiency of the design.

VAEs also have been used in a fundamental framework
in end-to-end learning-based image coding schemes [23],
[24]. More recently, the F-LIC framework [18] leverages an
FPGA-based Learned Image Compression (LIC) system with
a Fine-grained Pipeline, utilizing the VAE framework. The
low-latency hardware architecture of VAE developed in this
work has the potential to be adapted to support such systems.
Exploring this possibility is a promising direction for our
future work.

Generative Adversarial Networks (GANs) are another
widely recognized type of generative network. Similar to
VAEs, GANs comprise two principal components: a generator
and a discriminator. These components work together to
learn the distribution of input data, enabling the generation
of new, synthetic data. There has been significant research
on accelerating GANs on FPGAs, as highlighted in these
studies [25]–[30]. Despite the advancements in GANs, our
current research is specifically concentrated on enhancing the
efficiency of VAEs on FPGAs.

III. DESIGN, OPTIMIZATIONS AND IMPLEMENTATIONS

A. The overview of the VAE design

Figure 2 shows an overview of the VAE model used in this
work. It consists of three main components: the encoder and
the decoder, with a Gaussian sampling layer in between that
connects the two. The details of the Gaussian sampling layer
is shown in Figure 3.

The encoder network processes input data through hidden
layers, which vary based on the data type and desired model
complexity. Dense layers, also known as Fully Connected (FC)
layers, are generic and provide a strong baseline for many
tasks. LSTM (Long Short-Term Memory) layers are special-
ized for sequential data, capturing long-term dependencies in
time series or text. CNN layers excel with spatial data, such as
images, by leveraging their structure to reduce the number of
parameters and improve efficiency. Each type of layer brings
distinct advantages to the encoder network, optimizing it for
different kinds of input data and learning tasks.

One branch of the encoder network’s final layer outputs
the mean (µ) of the latent space representation. Another
branch outputs the log variance (log(σ2)). These parameters
are learned for each data point and represent the encoder’s
belief about where the input data should be encoded in the
latent space.

The mean and log variance are used in the Gaussian
sampling layer, where a random sample Z is drawn. This
is where the reparameterization trick comes into play, which
allows for the gradient of the loss function to backpropagate
through this stochastic process during training. The sampled
latent vector Z is then fed into the decoder network that
attempts to reconstruct the input data. The decoder network
also consists of several hidden layers, which can be of the
same types as the encoder network (Dense, LSTM, CNN).
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Fig. 2. The overall block diagram of the proposed design.
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Fig. 3. The Gaussian sampling layer.

B. Gaussian Sampling layer

Figure 3 shows the hardware architecture of the Gaussian
sampling layer. This layer starts with a seed value that is
input to a PRNG. The seed ensures the reproducibility of the
random number sequence generated by the PRNG. The output
from the PRNG is then transformed into a Gaussian random
number (denoted by ϵ). This transformation is necessary be-
cause PRNGs generate numbers that are uniformly distributed,
not normally distributed. The input log variance log(σ2) is
passed through an exponential function to get the standard
deviation (σ). The generated Gaussian random number ϵ is
then multiplied by the standard deviation (σ). This scales the
random number by the desired spread of the distribution. The
scaled random number is then added to the mean (µ), which
effectively shifts the distribution so that it is centered around
the mean. Finally, the output of the Gaussian Sampling Layer
(Z) is a sample from a Gaussian distribution with the specified
mean (µ) and standard deviation (σ).

The proposed Gaussian sampling layer requires Gaussian
random numbers ϵ generated by a Gaussian random number
generator (GRNG). The traditional method for producing
Gaussian random numbers requires two components: a uni-
form PRNG and a transform to the Gaussian distribution. This
work first produces a uniform random number (step 1) and
then transforms it into a Gaussian random number (step 2) in
hardware. The Mersenne Twister is used in step 1, while the
Box-Muller transform is used in step 2. Details are described
in the following two subsections.

C. Pseudo Random Number Generator

The Mersenne Twister is a low latency, long period,
hardware-efficient PRNG [31], [32]. The most commonly used
Mersenne Twister, MT19937, has a period of 219937 − 1 and
uses a 1024-depth array (state vector) to hold 624 word-sized
(32-bit) elements. As a twisted GFSR (Generalized Feedback
Shift Register), the Mersenne Twister updates the state vector
by twisting recurrently. Figure 4 shows the hardware archi-
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Fig. 4. The hardware architecture of the transformation and tempering stages
in the Mersenne Twister PRNG Algorithm.

32’h6C07896532’h6C078965

32’h00010DCD

32’h6C078965

> 32’hFFFEF232

Fig. 5. The hardware architecture of the state vector initialization.

tecture of the MT19937 algorithm using HLS, specifically the
transformation and tempering stages.

The transformation stage mainly includes a conditional
bitwise operation based on the Least Significant Bit (LSB)
of the right-shifted value of the concatenation of the (32-R)
most significant bits of xt and the R least significant bits of
xt+1. If the LSB is 1, the result of the right-shift is combined
(using a bitwise XOR operation, indicated by the symbol ∧.)
with a constant. The result of the transformation is then used
to update the state vector, creating the state vector for the next
iteration (t+1).

The output of the PRNG is not taken directly from the
state vector but is instead ’tempered’ to improve the statis-
tical properties of the output. This process involves several
bitwise operations, such as bitwise left shift and bitwise AND
operations as well as bitwise XOR, with different parts of
the internal state being combined with constants to produce
a tempered value. The result of the tempering process is the
output of the PRNG for that iteration.

The initialization step shown in Figure 5 is crucial for the
Mersenne Twister, as the quality of the pseudorandom number
sequence it generates depends on the initial state vector being
properly seeded and diversified, ensuring a high degree of ran-
domness and uniform distribution in the generated sequence.

During each iteration, three words are read from position 0,
1, and M (called bias) and one word is written at position N.
However, reading three values from one array causes difficulty
in running multiple reads concurrently. Therefore, this work
separates the 1024-depth state vector into two 512-depth arrays
(even and odd), which doubles the performance with little
increase in hardware resource usage.

PRNG PRNG

log

sqrt

sin cos
log

sqrt

sin cos

Fig. 6. The architecture of the Gaussian Random Number Generator (GRNG),
which converts uniform random numbers generated by a Pseudo-Random
Number Generator (PRNG) into Gaussian-distributed random numbers. U1
and U2 are two independent uniform random numbers while X and Y are the
generated pair of independent Gaussian random numbers. The left diagram
shows the GRNG implemented with a uniform 16-bit precision, while the right
diagram illustrates a mixed-precision GRNG for optimized performance.

D. Gaussian Random Number Generator

To transform random numbers from a uniform distribution
into numbers from a normal distribution, this work adopts the
Box-Muller transform [33], a method for generating pairs of
independent standard normally distributed (Gaussian) random
numbers, given pairs of uniform random numbers.

The process starts with two independent random numbers
from a uniform distribution, U1 and U2, as shown in Figure 6.
For U2, the logarithm (log) is taken and is then square-rooted
(sqrt). This part of the transformation ensures that the variance
of the normal distribution is correct. For U1, it is multiplied
by 2π to convert the uniform random number into an angle,
as the 2π represents the full circle in radians. It is then fed
into sine (sin) and cosine (cos) functions. These functions are
periodic and will convert the uniformly distributed U1 into two
variables that follow the standard normal distribution. All these
functions are implemented by using HLS math library.

E. Quantization of the GRNG

The original implementation is based an unified 32-bit
floating-point representation for all the variables in GRNG. Al-
though floating-point numbers are accurate and flexible, they
are less efficient than fixed-point numbers when implemented
on FPGAs. To improve the hardware efficiecny, quantization
is applied. Figure 6(Left) shows a fixed-point GRNG with
unified 16-bit width, including 6 integer bits. However, setting
all variables to a unified 16-bit representation results in low
model accuracy since some functions/modules may require
more integer bits while others may need more fractional bits.

To improve the model accuracy and maintain the low
latency, a mixed-precision is proposed, as shown in Fig-
ure 6(Right). We concatenate and split the two 32-bit random
numbers into a 48-bit variable and a 16-bit variable, which
have the [0, 1−2−48] and [0, 1−2−16] respectively. The 48-bit
variable is used for logarithm (log) while the short one is used
for sin and cos. The output of logarithm function requires 7
bits for the integer as the output is in the range of (0, 66.5421].
The lower bound is determined by −2ln(1 − 2−48) while
the upper bound is calculated from −2ln(2−48). The 16-bit
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Fig. 7. Comparison of architectures. (a) A single engine hardware architecture
with a single computation engine capable of processing multiple layers in an
DNN model. (b) A stream-based layer-wise pipeline hardware architecture
with several custom engines, each processing a whole layer or even multiple
layers in an DNN model.

random number (U1) is passed to the sin and cos functions.
The bit-width of U1 is much lower than U2 because the output
range of sin and cos is (0, 1], much smaller than the output
range of log, which is (0,∞). Only 1-bit is reserved for the
integer of the output for sin and cos.

F. Layer-wise Architecture

Many existing neural network accelerators on FPGAs are
designed using a single engine architecture like GPUs, as
shown in the Figure 7(a). It employs a single computational
engine with multiple Processing Elements (PEs) to process one
sub-layer (block) or an entire layer at a time, such that the en-
tire DNN is processed by repeatedly running the engine [34],
[35]. This method, while straightforward, forces each network
layer to adapt to a uniform level of parallelism since there is
only one single engine, which limits the flexibility and fails
to leverage the full customizability potential of FPGAs [14].

This work splits the whole VAE into several sub-layers and
adopts a stream-based layer-wise tailor-made pipeline hard-
ware architecture. Unlike the single engine architecture, this
architecture allocates each layer or a few cascaded layers to
a dedicated hardware engine, and these engines are connected
together to form a seamless pipeline, as shown in Figure 7(b).
This architecture reduces off-chip memory access by retaining
data on-chip, thereby reducing latency. In addition, it enables
dedicated and layer-specific optimizations for each layer in
VAEs since each layer is implemented independently in this
architecture. Specifically, this work maps each layer of the
VAE shown in Figure 2 on-chip and performs the computation
for different layers on their own hardware unit. It accepts AXI
bus based streamed data and outputs the results also via AXI
bus. Inspiring by FPGA-based accelerators for low-precision
quantized neural networks or binarized neural networks, such
as those created using FINN [36] and HLS4ML [37], [38]
frameworks, this works adopts a tailored accelerator design
strategy aimed at using as many hardware resources as possible
to achieve low latency. This work fully flattens computations
within each component and implements each operation phys-
ically on-chip using dedicated hardware circuits, leading to
significant low latency and high throughput. For example, all
multiplication operations are conducted in parallel, utilizing
the maximum possible number of multipliers on hardware.

Algorithm 1: The pseudocode of a VAE inference.

1 Function VAE_Inference():
2 #pragma HLS PIPELINE
3 VAE Encoder;
4 for j = 0 to NS − 1 do
5 #pragma HLS PIPELINE
6 VAE Gaussian;
7 VAE Decoder;
8 end
9 End Function

G. Parallelization

Algorithm 1 illustrates the pseudocode of a typical VAE
inference design. The function VAE Encoder performs the
encoder network and outputs a statistical distribution with a
mean and log variance. The function VAE Gaussian performs
the Gaussian sampling and outputs the sampled latent vector
Z which is then fed to the decoder, VAE Decoder. The NS

denotes the number of samples.
To pipeline the whole VAE inference, one could set the

#pragma of ”PIPELINE” at line 2, but it leads to automatically
unrolling all loops in the hierarchy below. As a result, this
would completely unroll the inner loop at line 4, resulting
in NS hardware copies of VAE Decoder and VAE Gaussian,
significantly consuming hardware resources. If the required
hardware resources exceed the given budget, one must limit
the number of instances of VAE Decoder and VAE Gaussian.
For example, if the total budget can support only NS

2 instances
of VAE Decoder and VAE Gaussian, this loop can only be
unrolled by a factor of NS

2 . However, using a #pragma of
unrolling with a factor for the inner loop will not manage to
reduce the number of copies since the ”PIPELINE” at line
2 has priority and will force the full unrolling of the inner
loop. Thus, one has to move the #pragma of ”PIPELINE” to
line 5 to only pipeline the inner loop, excluding pipelining the
VAE Encoder, which leads to a poor design with large latency
as well as large initiation interval.

To address this issue, this work proposes a code trans-
formation which transforms the VAE inference design into
a perfect loop using a FSM-based structure with a target
initiation interval (IInew), as shown in Algorithm 2. In Xilinx
HLS, it is a perfect loop when only the innermost loop has
loop body content and there is no logic specified between the
loop statements and all the loop bounds are constant [39].
With this transformation, now all the HLS code can be run in
pipeline while before the transformation the VAE Encoder is
not pipelined as described above, which increases the overall
latency.

If the number of instances of VAE Decoder and
VAE Gaussian that can be deployed under the given resource
budget is ND, then IIT equals Ceiling(NS−1

ND
). The loop can

now run with an initiation interval of one, but the equivalent
initiation interval is the target initiation interval. With this
code transformation, we can deploy as many instances as
permitted by the hardware budget, thereby improving the de-
sign performance of the VAE and reducing the overall design
latency. Such code transformation, which involves finding the
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Algorithm 2: Code transformation with an FSM-based
structure to improve the design latency and initiation
interval.

1 Function VAE_Inference_New():
2 for i = 0 to IInew do
3 #pragma HLS PIPELINE
4 // The loop II will be 1 but the equivalent II

is the IInew
5 switch (curr state) do
6 case 0 do
7 // Encoder is used only once
8 VAE Encoder;
9 for j = 0 to Ceiling(NS−1

IInew
) do

10 VAE Gaussian;
11 VAE Decoder;
12 end
13 curr state ++;
14 break;
15 end
16 case 1 do
17 ......
18 end
19 ......
20 case (IInew − 1) do
21 for

j = (Ceiling(NS−1
IInew

)× (IInew − 1))

to (NS − 1) do
22 VAE Gaussian;
23 VAE Decoder;
24 end
25 curr state = 0;
26 break;
27 end
28 Default: break;
29 end
30 end
31 End Function

optimal number of instances to enhance performance, can be
automated [40].

IV. EVALUATION AND ANALYSIS

This section presents the evaluation results of the VAE mod-
els across two generations of Xilinx FPGAs, demonstrating the
scalability of the proposed optimizations for low latency VAEs
with good hardware efficiency.

A. Experimental Setup

Events related to Gravitational Wave (GW) signal dataset
are created by simulating GW production from compact
binary coalescences using the PyCBC toolkit [41], which
incorporates algorithms from LIGO’s LAL Suite [42]. Signal
events containing GWs were created overlaying simulated
GWs, with the SEOBNRv4 Approximant, on top of detector
noise. Noise events occur when there is no GW signal but only
detector noise. The detector noise is generated at a specified
Power Spectral Density (PSD) [42] to mimic normal detector

TABLE I
RESOURCE UTILIZATION ON A XILINX ZYNQ 7045 AND U250 FPGAS.

Task Z7045 LUT FF BRAM DSP

Available 218600 437200 1090 900

VAE Used [↓] 12708 12929 9 175

(Nvae = 2) Utili. [%, ↓] 5.8% 3.0% 0.8% 19.4%

VAE Used [↓] 62590 63817 53 860

(Nvae = 10) Utili. [%, ↓] 28.6% 14.6% 4.9% 95.6%

Task U250 LUT FF BRAM DSP

Available 1728000 3456000 5376 12288

VAE Used [↓] 188350 29496 62 1032

(Nvae = 12) Utili. [%, ↓] 10.9% 0.9% 1.2% 8.4%

background conditions using PyCBC [41]. This method of
event generation does not consider glitches, blips, or other
transient noise sources in the detector. Following generation,
the data are whitened and band-passed, and are then normal-
ized. Further details about this dataset are available in [21].

The dataset for training comprises 240k events, while
the validation and test sets contain 60k and 50k events,
respectively. The training is performed on a Nvidia GPU
2080Ti (CUDA 11.8) based on Tensorflow 2.6 framework.
During each training iteration, both the reconstruction loss
and the Kullback-Leibler loss are computed and minimized
to update the model’s weights and biases. An early stopping
mechanism with a patience setting of 10 epochs is employed
to enhance training efficiency. To study the performance and
limitations of the proposed optimizations and the hardware
architecture, the designs are implemented using Vivado HLS
20.1. Two different generations of Xilinx FPGAs, the ZYNQ
7045 and the U250, are evaluated. The operating frequencies
are 142MHz on the ZYNQ 7045 and 200MHz on the U250.

B. Resource Utilization

Table I shows the resource utilization of the proposed VAE
designs on Xilinx Zynq 7045 and U250 FPGAs with various
parallelism parameters. The encoder is comprised of three FC
layers. The initial FC layer has 64 neurons, providing output
to the subsequent two FC layers, named Layer4mean and
Layer4var, dedicated to producing the mean and log variance.
Both the layers accept an input size of 64 and output a
dimension of 1 to match the specified mean and log variance
size in this design. Meanwhile, the decoder is designed with
a single FC layer, mirroring the initial encoder layer with
64 neurons, ensuring a symmetrical architecture for effective
decoding. The encoder contains 3 FC layers. The first FC layer
contains 64 neurons and output to the other two FC layer
which generates the mean and log variance. The decoder has
a single FC layer with size of 64. The first design is a baseline
which has two VAE units, including one GRNG unit. The
second design involves 10 VAE units with 5 GRNG units.
The big design consumes most of the available DSP resources
with good utilization on ZYNQ 7045 FPGAs. It consumes
4.9× more DSP blocks than the first design, showing the good
scalability of our optimization. With more VAE units, a larger
FPGA can be selected, such as the U250 FPGA. Table I also
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Fig. 9. Comparison of the AUCs of our design with other two designs (Que
et al. [13] and Moreno et al. [21]).

shows a design which contains 12 VAE units and 6 GRNG
units. This design consumes 1026 DSPs which are more than
the given DSP numbers on a ZYNQ 7045 FPGA. By deploying
more optimized VAE units on the given FPGA, we can achieve
higher throughput, reduced latency, and improved hardware
efficiency. In addition, both the encoder and decoder in the
VAE model are quantized to 16-bit, which achieves the same
model accuracy as the one using single-precision float-point
representation.

C. Model Accuracy

To quantify the performance of the proposed variational
autoencoders for anomaly detection in detecting gravitational
waves, which are implemented by various neural networks,
we use the AUC metric, or area under the Receiver Operating
Characteristic (ROC) curve, as shown in Figure 8 and Figure 9,
with higher AUC corresponding to better performance. AUC is
a common metric for evaluating models as it is classification-
threshold-invariant. The threshold for detecting an anomaly is
determined by setting a False Positive Rate (FPR) on the noise
events. The higher the threshold, the lower the FPR will be.
Then the corresponding True Positive Rate (TPR) is calculated
with this threshold on gravitational signal events.

We evaluate the AUCs of VAE networks with different
hyperparameters, including the type of hidden layers and the
size of hidden layer, using the same performance matrix (ROC
and AUC) as [13] and [21]. We observe that with the proposed
VAEs, the designs show good consistency and are not affected
by the type of hidden layers, as shown in Fig. 8. The ROC
curves (TPR vs FPR) of all the VAEs with various type of
hidden layers are highly overlapped. The differences are only

TABLE II
COMPARISON OF TRUE-POSITIVE RATES (TPR) FOR GW DETECTION AT
10% AND 1% FALSE-POSITIVE RATES (FPR) WITH OTHER WORK.THE

HIGHER, THE BETTER.

FPR AE [21]
(LSTM)

This
work

AE [21]
(GRU)

This
work

AE [21]
(CNN)

This
work

0.1 0.461 0.531 0.348 0.531 0.302 0.531

0.01 0.304 0.381 0.186 0.381 0.120 0.381

0.001 - 0.261 - 0.261 - 0.261

TABLE III
THE LATENCY AND HARDWARE USAGE OF THE VAES WITH DIFFERENT

GRNGS ON U250

Types Latency Initiation
Interval LUT DSP BRAM

Float32 24 1 16128 147 4

Unified 16-bit 16 1 15045 109 5

Mixed Precision 17 1 15570 113 12

visible when zooming in the low FPR part of the ROCs.
In addition, the ROC curves of different sizes of hidden
layers show the same feature. Furthermore, our VAEs achieve
best AUCs for all the existing autoencoder-based designs for
anomaly detection in detecting gravitational waves, as shown
in Fig. 9.

In practice, the TPR values at particular FPR values are
important for gravitational wave detection. An FPR of 0.01
corresponds to about 100 false alarms a day, while an FPR of
0.001 corresponds to 10 false alarms. The TPRs of the pro-
posed VAEs are much higher than the conventional AE-based
designs [21], as shown in Table II. This table demonstrates that
the VAE (this work) consistently outperforms LSTM, GRU,
and CNN based AE in gravitational wave detection across all
false positive rates, indicating a more robust and generalized
model with superior detection capabilities, particularly at
lower false positive thresholds.

D. Performance of the Optimized GRNG

The most important part of the VAE is the Gaussian random
number generator, GRNG. This section evaluates the quality
of the presented GRNG.

The accuracy of the GRNG can be assessed by the high
sigma test, which examines the number of sigmas that the
Gaussian tail can accurately reaches. Each GRNG is used to
generate 100,000,000 Gaussian random samples to conduct
the high sigma test. The probability distribution histogram
generated by the GRNGs is shown in blue, while the ideal
Gaussian probability distribution function is shown in orange,
as shown in Figure 10.

The GRNG with unified precision (Figure 6(left)) can reach
an accuracy of 3.7 sigmas. The value of the Probability
Density Function (PDF) at sigma = 3.7 is higher than the ideal
curve, as the probability density of the Gaussian tail beyond
3.7 sigmas is added to it. The GRNG with mixed precision
(Figure 6(right)) improves the accuracy to 5.5 sigma as shown
in Figure 10(lower). It is lower than the 8.2 sigma achieved
in [43]. [43] implements custom logarithm, square root and
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density. The upper figures show the GRNG with unified precision while the
lower ones illustrate the GRNG with mixed precision.

D
S

P 
U

se
d 

LU
T 

U
se

d 

log sin & cos sqrt

Fig. 11. The hardware usage of the main functions within the GRNG with
different precision configurations.

sine/cosine functions, specific to the input precision. As these
functions are approximated by polynomials, the coefficients of
each term are also optimized in terms of their implementations.
In this work, these functions are implemented using the Vivado
HLS package due to flexibility. Also the GRNG in [43] only
has a period of 288. More GRNGs in hardware can be found
in this survey [44].

As shown in Table III, changing the floating-point GRNG
to fixed-point reduces the inference latency by 50% and
also reduces the DSP, FF, and LUT usage. The latency and
initiation interval of the VAE excludes the initialization of
the PRNG since the initialization only run once. The fixed-
point high-sigma GRNG has consumed a little more BRAMs
but still maintains the low latency. Moreover, we achieve an
initiation interval of 1 for all the three cases.

The hardware usage of the main functions within the GRNG
is shown in Figure 11. The log function used by floating-

N
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yc

le
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Fig. 12. The latency of the designs with multiple VAE units

point GRNG consumes more DSPs to compensate for the low
LUT usage. Compare to the custom log in the fixed-point
16-bit GRNG, the log in the high sigma GRNG increase
DSP consumption from 3 to 7 because the input precision
of hls::log rises from 16 bits to 48. In summary, the fixed-
point high sigma GRNG reaches a high accuracy without
the significant extra cost of hardware resources. The strategy
of allocating more bits for log and fewer bits for sin/cos
arranges the hardware resource efficiently and boosts the
model performance.

E. Performance and Efficiency Comparison

Figure 12 shows performance improvement when deploying
multiple VAE units in parallel for running 10,000 inferences
on an U250 FPGA platform. The Latency (represented by
blue diamonds) covers the VAE inference units after the
PRNG initialization while the Total Latency (represented by
red diamonds) also includes the latency of such initialization.
As the number of VAE units increases from 1 to 12, both the
Latency and the Total Latency decrease significantly. However,
the decline in latency is larger when going from 1 to around 6
VAE units. Beyond 6 units, the decline flattens out, indicating
that adding more VAE units does not significantly reduce the
latency further. With a design frequency of 200MHz, where
each cycle is 5ns, the Total Latency for 10,000 VAE inferences
using a single VAE unit is 11,267 cycles as shown in Figure 12,
resulting in an average latency of 5.6ns per VAE inference.
As more VAE units are added, the Total Latency decreases,
reaching a minimum of 2,448 cycles when there are 8 units.
Moreover, the total latency is 17 cycles (85ns) for a single
VAE unit with a single inference.

With a single VAE unit, the PRNG initialization contributes
approximately 11.1% to the Total Latency. However, as the
number of VAE units increases to 12, the PRNG initialization
accounts for roughly 67% of the Total Latency. This indicates
that the initialization latency becomes more significant as the
system scales up. We leave this for our future work since it
has little impact on the conclusion of this work.

The proposed VAE design, as a gravitational wave detection
approach, uses significantly less hardware resource than pre-
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TABLE IV
COMPARISON OF THE FPGA, CPU AND GPU DESIGNS

Platform CPU
E5-2620

GPU
GeForce 2080Ti

FPGA
U250 [13]

FPGA U250
This work a

Application
Domain Anomaly Detection

Model VAE VAE AE VAE

AUC 0.76 0.76 0.76 0.76

Precision Float32 Float32 Fixed 16 Fixed 16

DSP - - 2221 113

Average Late. (ns) 461.7 1162.5 343 5.6

Latency ratio
with ours 82 208 61 1

a For a fair comparison, the design with a single VAE unit is used.

vious approaches such as LSTM-based Autoencoder (LSTM-
AE) [13]. The LSTM-AE optimized in [13] consumes many
more DSPs (2k to 9k) and LUTs (more than 449k), while
our design with a single optimized VAE unit (including one
GRNG) only requires 113 DSPs, however, our design is 61
times faster than [13] and achieves the same model accuracy
with an AUC of 0.76, as shown in Table IV. Expanding our
architecture to 12 VAE units scales up the resource demand
modestly to 1,032 DSPs and 188k LUTs, but it delivers an
additional 4.4 times speedup. This significant performance
advantage shows the strength of our VAE-based design for
real-time anomaly detection.

Power consumption is a vital metric for evaluating the
efficiency of FPGA-based accelerators. For the proposed VAE
design with 12 units (denoted as Nvae = 12) on the U250,
the Xilinx Vivado tool reports on-chip power consumption of
5.755W, which includes a static power of 2.997W. Please note
that this power consumption only reflects the energy consumed
by the entire computational kernel in the U250’s dynamic
region. These numbers are reported by the Xilinx Vivado tool
after the place & route stage.

To compare the performance of the proposed design on
FPGA with other platforms, we implement the same VAE
on Intel CPU and NVIDIA GPU. The CuDNN libraries are
used for optimizing GPU performance. As GPUs always show
advantages in multi-batch workload, we set the batch size to be
10k events on all hardware platforms for a fair comparison.
Compared with the design running on CPU and GPU, our
FPGA design is 82 and 208 times faster, as shown in Table IV.

Although Hardware implementation of Gaussian sampling
does indeed consume more FPGA resources than conducting
it on CPUs, and may potentially increase the critical path
delay, affecting the maximum clock frequency, the benefits of
reduced latency are considerable. This is particularly true for
applications where inference speed is critical. In such cases,
the trade-off is justified as the performance gain in latency
outweighs the cost in resource consumption. Furthermore, the
critical path delay can be managed and minimized through
careful design and optimization techniques. Modern FPGA
architectures offer substantial flexibility and resources that can
be leveraged to mitigate the impact on clock frequency.

V. CONCLUSIONS AND FUTURE WORK

This paper presents a new low-latency hardware architecture
for VAE inference. The novel aspects of this architecture
include a custom Gaussian sampling layer and a layer-wise
tailored pipeline architecture, both optimized for latency re-
duction. The proposed VAE design, when implemented in an
FPGA, is shown to be 208 times faster than a GPU and 82
times than a CPU implementation. Our FPGA design is also 61
times faster than a recent FPGA-based autoencoder design for
the same anomaly detection application with the same model
accuracy. Future work includes extending the proposed VAEs
beyond anomaly detection to application domains such as
real-time image and video processing and other time-sensitive
tasks. Additionally, we aim to automate the proposed opti-
mizations using techniques such as meta-programming [45],
applying it to a wide variety of applications targeting FPGAs
and ASICs, particularly those that can benefit from the low-
latency features of our architecture.
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