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Abstract

We outline a tractable fragment of PTL, and related resolution calculus, which makes the central use of XOR sets.
Such sets enforce the restriction that exactly one proposition from each XOR set must hold at each moment in time.

1 Introduction

Temporal logics have been used to describe a wide variety of systems, from both Computer Science and Atrtificial Intelli-
gence. The basic idea of proof, within propositional, discrete temporal logics, is also both intuitive and appealing. However
the complexity of satisfiability for such logics is high. For example, the complexity of satisfiability for propositional linear
time temporal logic (PTL) is PSPACE-complete Sistla and Clarke (1985).

Often temporal problems involve an underlying structure, such as an automaton, where a key property is that the
automaton can be in exactly one state at each moment. Such problems frequently involve several processes or agents,
each with underlying automaton-like structures, and we are interested in properties relating to how the agents progress
under particular models of concurrency such as synchrony, asynchrony etc., or particular coordination or cooperation
actions. In this extended abstract we consider a new fragment of PTL that incorporates the use of XOR operators, denoted
(1 ® 2 ® ... ® ¢») meaning that exactly one ¢; holds for 1 < i < n.

2 XOR Temporal Logic

The logic we consider is called “TLX”, and its syntax and semantics essentially follow that of PTL Gabbay et al. (1980),
with models (isomorphic to the Natural Numbers, N) of the form: o = tq, 1,2, t3, ... Where each state, ¢;, is a set of
proposition symbols, representing those propositions which are satisfied in the 7" moment in time. The notation (o, i) = A
denotes the truth (or otherwise) of formula A in the model o at state index ¢ € N. This leads to semantic rules:

(o,i) EOA iff (0,i+1)=A
(0,i) QA iff JkeN. (k>i)and (0,k) = A
(0,9) = [JA iff VjeN. if(j>1i)then(0,j) = A

For any formula A, model &, and state index ¢ € N, then either (0,4) = A holds or (,4) = A does not hold, denoted by
(0,4) & A. If there is some ¢ such that (¢, 0) = A, then A is said to be satisfiable. If (¢,0) = A for all models, o, then
A is said to be valid and is written = A.

The main novelty in TLX is that it is parameterised by XOR-sets Py, Ps,..., and the formulae of TLX(Py, P2, ...)
are constructed under the restrictions that exactly one proposition from every set P; is true in every state. For example, if
we consider just one set of propositions P, we have [ J(p1 @ p2 & ... ® p,,) forall p; € P. Furthermore, we assume
that there exists a set of propositions in addition to those defined by the parameters, and that these propositions are
unconstrained as normal. Thus, TLX() is essentially a standard propositional, linear temporal logic, while TLX(P,Q,R)
is a temporal logic containing at least the propositions P U Q U R, where P = {p1,p2,...,mi}, @ = {q1,92,- -+, Gm }
and R = {ry,rs,...,7r,} where P, Q and R are disjoint, but also satisfying

Opr@pe@...@m) N1 @@d...®qn) AN(ri@re@®...&m,)]

3 A Normal Form and Resolution Calculusfor TL X

First we define a normal form to which we apply a set of resolution rules. Any TLX formula can be transformed into this
normal form. Assume we have n sets of XOR propositions Py = {p11,-..P1n, }» - - -» Pn = {Pn1, .- Pnn,, } and a set of
additional propositions A = {a1,...an, }. In the following:



. ﬁi; (éf;) denotes a conjunction (disjunction) of negated (positive) XOR propositions from the set P;;

° fli (/L-) denotes a conjunction (disjunction) of non-XOR literals;

A normal form for TLX is of the form [] A, C; where each C; is one of the following.

\/+ \/+ 4 .
sart = PV...VP VA Initial clause
A A A V. V. Vv
PLA...P.NA; = O(PLV...VP5LVA;) Stepclause
% Vo \
true = (P V...V P, VAL Sometime clause

We have developed a sound, complete and terminating resolution calculus for the logic TLX. There are a number of
resolution rules applied between initial clauses, step clauses, and sometimes clauses with sets of step clauses. For more
details see Dixon et al. (2007)

Theorem 1 [Dixon et al. (2007)] A set of clauses is unsatisfiable if an only if it has a refutation by the temporal resolution
procedure given.

Theorem 2 (Termination) [Dixon et al. (2007)] The resolution procedure terminates.

Theorem 3 (Complexity) [Dixon et al. (2007)] If a set of temporal clauses is unsatisfiable, temporal resolution will deduce
a contradiction in time polynomial in N; x Ny x --- x N,, x 2N« (where N, is the number of propositions in P; and NN,
is the number of unconstrained propositions).

4 Concluding Remarks

In this extended abstract we have described a tractable sub-class of temporal logic, based on the central use of XOR
operators. This work extends the fragment defined in Dixon et al. (2006). TLX can be decided, tractably, via clausal
temporal resolution. Importantly, multiple XOR fragments can be combined. This new approach to temporal reasoning
provides a framework in which tractable temporal logics can be engineered by intelligently combining appropriate XOR
fragments. Further, this has the potential to provide a deductive approach, with a similar complexity to model checking,
thus obtaining a practical verification method. In addition, this approach has the potential to be extended to first-order
temporal logics which can deal with infinite state systems.

The complexity result means that TLX is more amenable to efficient implementation than other similar temporal logics.
Moreover, since no two propositions from the same XOR set can occur in the right- (or left-) hand side of any temporal
clause, one can efficiently represent disjunctions of (positive) propositions (and conjunctions of negated propositions) as
bit vectors and the rules of temporal resolution as bit-wise operations on such bit vectors. Thus, temporal reasoning in
TLX can be efficient not only in theory, but also in practice.
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