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Abstract

Symbolic model checking is a powerful technique for the verification of reactive systems. Traditionally, such
approaches use reduced ordered binary decision diagrams (ROBDDs) to represent themodel. �ese, however,
suffer adversely from the infamous state space explosion problem. Bounded model checking – a procedure for
“bug hunting” – attempts to alleviate this difficulty by considering only a truncatedmodel up to a specific depth.
�e possible falsification of a universally quantified formula is shown through a translation of the specification,
and the model, to the boolean satisfiability problem (SAT).

We propose a method of bounded model checking for the existential fragment of the epistemic logic CTLK,
grounded in the interpreted systems formulation of multi-agent systems. Our approach uses ROBDDs to rep-
resent reachable state space, rather than a translation of the problem to SAT. We show that this is not only
flexible, but can also be easily extended to support agent verification in a distributed environment. An imple-
mentation of such techniques into an existing model checker for multi-agent systems, MCMAS, is presented, as
well as the provision of a scalable scenario which allows for a constructive evaluation of our methods against
the existing implementation.
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Chapter 

Introduction

“It is fair to state, that in this digital era correct systems
for information processing are more valuable than gold.”

H. Barendregt. �e quest for correctness. .

. �e Problem

Providing assurances about systems is not easy. All thewhile our daily lives are becomingmore andmore depen-
dent upon computerised systems, but without any reassurance of the reliability of these devices. �e systems
with which humans generally interact with are classed as reactive systems because of their continual interaction
with their environment. It is apparent that some of these systems may contain errors in their software but,
in the context of a safety-critical control system for a nuclear power plant, or a plane’s flight control system, it
should be obvious that any kind of bug is unacceptable.

Systems verification looks at determining if a given systemmeets the required specification. Currently, most
verification is a manual effort by humans, which is just as error prone as the design of the system itself. �e
current approaches to verification are based around exhaustive testing and simulation, but, as humans become
even more dependent on these systems, and the systems themselves become increasingly more complex, bugs
in these systems can easily be overlooked and missed.

Currently, there is a migration from a “testing” approach to a more thorough “formal methods” approach to
this problem. �e termmodel checking applies to a collection of formal techniques for the analysis and exhaustive
state space exploration of these reactive systems.

Formal methods have lead to a rise in tools, such as model checkers, which attempt to prove the correctness
of software. However, these methods either require an “abstracted” model of the system and, as such, are not
entirely representative of the entire system, or they consume a lot of “resources”, be these time or memory, to
perform the task with which they are presented.

�e infamous “state space explosion” problem arises from the attempted verification of systems, or software,
which contain a large number of concurrent processes. �e resulting interleavings can lead to an unfavourable
amount of permutations of state orderings and these, in turn, lead to the “explosion”.

Bounded model checking (BMC) (Section ..), on the other hand, is an attempt to reason about the full
system without the requirement of ever exploring the entire the model.

.. An Illustrative Scenario

Consider an autonomous agent such as NASA’s Mars Spirit and Opportunity, both of which landed on Mars
in . �e rovers were programmed to traverse the Martian landscape collecting data and measurements
from rocks on the surface. �ey were instructed to give priority to rocks which had “green patches”, in which
NASA scientists were particular interested.

�e rovers had limited resources; the batteries could only charge from sunlight, and priority was given to
transmitting data back to earth. �ey had interruptible activities but, during integration, a mistake was made
in the code. For example, the following error was introduced: if the sun went down during data collection, the
rover would blindly continue to scrape the rock and the data was lost.

�is point is illustrated with a trace of such a system in Figure ..





start

Find Rock

Scrape Rock

Process Data

Transmit Data

Figure .: A simplemodel of a Mars rover

NASA uses model checking to verify its systems. Assume that they wish to verify that their rovers will
always transmit the data - this means that there cannot exist a trace of an execution through the model for the
agent which does not transmit the data. �e approach taken by “Regular” model checking is to build up a set
of every single possible reachable state in the model, and then see if the property does, or does not, hold.

In comparison, bounded model checking attempts to find a trace through the system in which the rover
never transmits the data. �is is performed as an incremental check prior to attempting to find any more acces-
sible states at each iteration of state space generation.

We can see that, when using bounded model checking, the error trace (called a counterexample) can be
located after reaching the second state. In this instance the whole procedure can return false and only has to
explore  states, rather than checking  states as a conventional model checker would.

. Motivation

Conventional model checking, and bounded model checking, are currently complimentary to each other. Most
conventional “symbolic” model checkers have implementations that are based on a representation called “Binary
Decision Diagrams” (BDDs, Section ..). In the simplest of terms, these are binary decision trees where
isomorphic sub-trees are removed to reduce redundancy.

In comparison, boundedmodel checking is an approach to overcome the state space explosion problem by a
“translation” of the property, and themodel, to the boolean satisfiability problem (SAT, Section ..). Modern
SAT solvers take a boolean formula and attempt to find an assignment to each variable contained in it, such
that the whole formula evaluates to true.

Mostmodel checkers are based onBDDs requiring a complete exploration of the state space (Section ..).
�ere is not an obvious conversion from a model checker based on BDDs to being able to perform bounded
model checking with SAT.





. Contributions

�e main contribution of this report is a method for bounded model checking based on BDDs (Section .).
�is method, unlike other methods for BDD based BMC, is complete and exact; it does not return either
false positives or negatives. An evaluation of this method includes an evaluation of using existing fixed point
methods for calculating the satisfiability sets when using non-total transition relations. �e specifics and im-
plementation details of this method, and the evaluation, can be found in Chapter  and Chapter , respectively.

�is work contains two different approaches to performing bounded model checking:

. “Full” BMC – Section . – �is performs iterative depth bounded model checking inside the model
checker in an attempt to find the shortest counterexample to a given specification

. “One-shot” BMC – Section . – Rather than performing the satisfiability checks at each incremental
depth, we describe a method for performing a single satisfiability check at a given depth. �is depth may
be less than the depth to find the fixed point.

�e uniqueness of our approach is that, while there do exist tools which perform bounded model checking on
BDDs (Section ..), these are very primitive approaches. �ey can only verify liveness properties which are
expressible in terms of atomic propositions. �ese methods detect a violation of the specification by finding a
reachable state in which the proposition does not hold.

In comparison, our method allows for a fuller lexicon of expressions which can not only deal with quan-
tifications of paths through the model, but can also verify epistemic properties – ones that express a notion of
knowledge.

�e final method contributed by this work is an approach of distributed bounded model checking based upon
exploration of partial state spaces on different networked hosts (Section ..). Our method generates a set of
candidate “seed” states, each of which can be used as the initial state on different hosts.

To support this distribution, we further restrict the universal fragment of CTLK to only allow invariant

properties (Section ..). �is restrictionmeans that themethod of distributed partial state space exploration
is both sound and complete (Section .).

To allow for the effective evaluation of such a method, we have presented a novel scalable scenario – “�e
Faulty Train Gate Controller”, Section . – which can allow for an adjustable depth for a counterexample
to be found. Increasing this bound towards the depth at which the fixed point in the state space is reached
allows us to critically evaluate if the method pays an undue overhead. �e model presented has a number of
meaningful parameterised specifications (Section ..); this allows for the generation of formulae proportional
to the number of components in the system.


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Chapter 

Background

. Temporal Logics

It is possible to describe a finite state system (e.g. a reactive one) as aKripke structure []:

M = (S,I,R,L)

Where

• S is a finite set of states (or “worlds”)

• I is the set of initial states (I ⊆ S)

• R is a transition relation between worlds (R ⊆ S × S) – it is a total relation such that ∀s ∈ S, ∃s′ ∈
S : (s, s′) ∈ R.

• L is a function which labels states from S with atomic propositions

Temporal logics are used to specify properties about the behaviours of a system defined by Kripke struc-
tures. A behaviour of such a system can be obtained by repeatedly applying the transition relationR to the set
of currently reachable states, starting with an initial state s ∈ I .

Informally, a trace, or “run”, of a system modelled by a Kripke structure is a sequence of states such that the
first state is in the initial states, and each successive state is reachable as per the transition relation. Given that
R is total, all of the traces of these systems are infinite.

�is “infinite” behaviour of systems, modelled with Kripke Structures, led to Lamport’s [] classification
of the requirements of these systems to fall into two categories:

• Safety – “something bad is unable to occur” – A system will satisfy the stated property, if all of the
behaviours of the system do not satisfy this property.

• Liveness – “something good will eventually happen” – in this case the system must exhibit a specific
behaviour to satisfy the property (e.g. returning to the initial state).

�ere are two main classifications of types of temporal logics:

• Linear – �ese logics allow for the specification of properties of execution sequences of systems (e.g.
LTL).

• Branching –�ese logics allow for the specification of the choices available to the system during execu-
tion (e.g. CTL).

From this moment on, AP is used to represent the set of atomic propositions.
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.. Linear Temporal Logic

LTL syntax

Definition . �e Syntax of LTL formulae is as follows:¹

• ∀p ∈ AP, p is a formula

• If ϕ is a formula, then ¬ϕ is a formula

• If ϕ and ψ are formulae, then ϕ ∨ ψ is a formula

• If ϕ is a formula,Xϕ is a formula

• If ϕ and ψ are formulae, then ϕUψ is a formula

From the above, we can see that the only temporal logic operators that are used in LTL are X (neXt) and
U (Until).

LTL syntax can also be given in Backus-Naur Form (BNF), where p ∈ AP:

ϕ ::= p | ¬ϕ | ϕ ∨ ϕ | Xϕ | ϕUϕ

�e temporal operators G (“always”,Globally) and F (“eventually”, Future) can be further defined as:

Fϕ
def
= trueUϕ

Gϕ
def
= ¬F¬ϕ

As a note to the reader F andG are sometimes written as 3 and 2 respectively.

LTL semantics

Definition . Semantics of LTL

Let p ∈ AP,M be a Kripke structure (S,I,R,L), s ∈ S , ϕ,ψ are LTL formulae. Satisfaction, �, is
defined as follows:

M, s � p iff p ∈ L(s)

M, s � ¬ϕ iff M, s 2 ϕ

M, s � ϕ ∨ ψ iff (M, s � ϕ) or (M, s � ψ)

M, s � ϕ ∧ ψ iff (M, s � ϕ) and (M, s � ψ)

M, s � Xϕ iff R(s) � ϕ

M, s � ϕUψ iff ∃j ≥ 0 : Rj(s) � ψ ∧
(

∀0 ≤ k < j : Ri(s) � ϕ
)

WhereR is defined as per the Kripke semantics given previously, with the one addition that it maps the
input state to a unique successor state for a certain behaviour through the model. It should be noted that
R0(s) = s, andRn+1(s) = Rn(R(s)).

.. Computational Tree Logic

Computational Tree Logic (CTL) was introduced by Clarke and Emerson in  [] - CTL is a branching
time logic. It is able to express the existence of, and properties upon, runs of a system.

¹Adapted from [], see also [, ]
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CTL Syntax

Definition . �e syntax of CTL is defined as follows:

• ∀p ∈ AP, p is a formula

• If ϕ is a formula, then ¬ϕ is a formula

• If ϕ and ψ are formulae, then ϕ ∨ ψ is a formula

• If ϕ is a formula, EXϕ is a formula

• If ϕ is a formula, EGϕ is a formula

• If ϕ and ψ are formulae, then E [ϕUψ] is a formula

Syntax of CTL in BNF:

ϕ ::= p | ¬ϕ | ϕ ∨ ϕ | EXϕ | EGϕ | E [ϕUϕ]

From the above definition, we can see that CTL has four temporal operators: EXϕ, EGϕ, E [ϕUψ].
From these, we can further define extra temporal operators:

• AXϕ
def
= ¬EX (¬ϕ)

• EFϕ
def
= E [trueUϕ]

• AGϕ
def
= ¬EF (¬ϕ)

• A [ϕUψ]
def
= ¬E [¬ψU¬ϕ ∧ ¬ψ] ∧ ¬EG¬ψ

• AFϕ
def
= A [trueUϕ]

Semantics of CTL

Definition . A path [] in a Kripke structureM is an infinite series of states π = s0, s1, . . . such that
∀i ≥ 0, (si, si+1) ∈ R.

It should be noted that, in comparison to LTL,R, where used here, may returns the set of all successor
state, and not a particular successor for a particular behaviour. In CTL, E andA are path quantifiers – E repre-
sents the existence of a path, whilstA is a quantifier over all paths (they can be seen as synonymous to ∃ and ∀).

We can now inductively define the meaning of � (whereM, s � ϕ means ϕ holds in the state s in the
modelM, andM, π � ϕmeans ϕ holds along a path π in a modelM).

Definition . Semantics of CTL

M, s � p iff p ∈ L(s)

M, s � ¬ϕ iff M, s 2 ϕ

M, s � ϕ ∨ ψ iff (M, s � ϕ) or (M, s � ψ)

M, s � ϕ ∧ ψ iff (M, s � ϕ) and (M, s � ψ)

M, s � EXϕ iff ∃π = s0, s1, . . . :M, s1 � ϕ

M, s � EGϕ iff ∃π = s0, s1, . . . : ∀iM, si � ϕ

M, s � E [ϕUψ] iff ∃π = s0, s1, . . . : ∃k ≥ 0 :M, sk � ψ and ∀0 ≥ j > kM, sj � ϕ

In the above, the semantical differences between E andA can be seen by replacing ∃π with ∀π.
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. Multi-Agent Systems

Trends in the fields of interconnected and distributed systems have lead to the introduction of the multi-agent
systems paradigm. �ese are systems comprised of software programs which can “act as autonomous, rational
agents” []. �ese so called “agents” are capable of independent actions, as well as communication and co-
operation with other agents. �e agent acts in an such a way that it can reach its design objectives without
being given an explicit way of completing these goals. �e idea of a multi-agent system is one of many agents
interacting in a global environment. In these systems, agents are able to hold knowledge pertaining to, and express
belief about, their environment.

.. “Agents”

Definition . Agents [] are autonomous systems that

• Perceive the environment in which they are situated (via sensors)

• Act upon the environment (via effectors)

• Are designed with certain “performance” requirements

– Maintain environment in a certain state

– Achieve certain state of its environment

An agent [] is:

• Situated in an environment

• Capable of autonomous action

• Capable of social interaction with peers

• Acting to meet their design objective

An agent has a set of local states L which represents the current “configuration” of the agent. �is config-
uration might be an assignment to the local variables of the agent, or the values within a knowledge base of
known facts. An agent has a set of actionsA, and a function which maps from the current state of the agent to
the set of enabled actions (a “protocol”) for that state P : L → 2A. It is then possible to define an “evolution”
function for an agent:

T : L ×A → L

As well as having a set of local states, the agent also has an initial state I which the agent starts in.

�is allows us to then define the idea of a run of an agent:

Definition . [] A run of an agent is a set of states and actions (e0, a0, e1, a1, . . .) such that e0 = I (the
initial state), a0 ∈ P(e0), and ∀i, ai ∈ P(ei) : T (ei, ai) = ei+1

.. Interpreted Systems

“An interpreted system is a semantic structure representing the temporal evolution of a system of agents.” [,
] We are now assuming that we have a set of n agents i (i = {1, . . . , n}) - the local states for an agent i are
now represented as Li. �e same is true for the actions (Ai = agent i’s actions), the initial state (Ii = agent i’s
initial state) and the protocol (Pi = agent i’s protocol).

�e set of n agents act within an “environment” (LE) which can also be modelled with a set of states – this
can be seen as a special agent which can capture any information which may not pertain to a specific agent.
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Definition . Global States

�e set G of global states of a system is:

G ⊆ Li × · · · × Ln ×LE

A tuple g = (l1, . . . , ln, lE) ∈ G can be seen as a “snapshot” of the current system, where each of the
li ∈ Li. If g is a global state then li(g) represents the local state of agent i in the global state g.

If we make the assumption that an interpreted system is a synchronous one, that is, all of the agents within
the system transition at the same time, then we can define the global transition function:

τ : G × A1 × . . . ×An → G

Along with this, we also have an “evolution” function which determines the transitions for an individual
agent between its local states. For an agent i, the evolution function ti is as follows:

ti : Li × LE ×A1 × . . .×An ×AE → Li

Similarly, we have an evolution function for the environment’s local states, tE :

tE : LE ×A1 × . . .×An ×AE → LE

�eset of initial states I , evolution functions ti and the protocolsPi, define the run of an interpreted system:

Definition . [] A run of an interpreted system π = (g0, g1, . . .) is such that g0 ∈ I , and for each pair
(gj , gj+1) ∈ π there exists a set of actions a enabled by the protocol P such that t(gj , a) = gj+1.

LetA be a set of agents {1, . . . , n}with respective local states, protocols and transition functions. �e set
AP is the countable set of propositional variables {p, q, . . .} and V is the valuation function for those variables
V : AP→ 2G .

Definition . []

An interpreted system is a tuple:

IS = (G,I,Π,∼1, . . . ,∼n,V)

Where:

• G is the set of reachable global states

• I is the set of initial states I ⊆ G

• Π is the set of all the possible runs of the system

�e binary relation∼i, i ∈ A is defined by:

g ∼i g
′ iff li(g) = li(g

′)

�e relation g ∼i g
′ represents that the local state of the agent in the current global state is invariant between

the two global states. �at is, li(g) = li(g
′) where the function li is the projection function for an agent’s

local state from the global state. If two states are invariant for an agent, then this means that those states are
indistinguishable for that agent, and, as such, the agent is unable to distinguish which global state it is currently
in.





An interpreted systems model [] From the definition of an interpreted system IS, we can create a model
MIS = (G,I,Π,∼1, . . . ,∼n,V) where:

• G is the set of reachable global states

• I ⊆ G is the set of initial states

• Π is the set of possible runs in the system

• ∼i is the binary relation for every agent i (g ∼i g
′ iff li(g) = li(g

′)). As before, this represents that the
global state is indistinguishable for the agent i (i.e. the local state of the agent is invariant between the
two global states).

• V is the valuation function for the propositional atoms

.. A logic of knowledge

Interpreted systemsprovide “computationally grounded semantics that has beenused tomodel knowledge…” [].
CTLK is an epistemic logic; it allows for the expression of properties which contain a notion of knowledge.

Syntax of CTLK

Definition . BNF definition of the CTLK language

ϕ ::= p | ¬ϕ | ϕ ∨ ϕ | EXϕ | EGϕ | E [ϕUϕ] | Kiϕ

Semantics of CTLK

�e epistemic modalityK is used to represent “knows” – in logical form, agent i knowing ϕ is written asKiϕ.
As such,

IS, g � Kiϕ iff ∀g′ ∈ G, g ∼i g
′ implies IS, g′ � ϕ

CTLK is enriched with a further two epistemic operators, for a set of agents Γ ⊆ Agents in the System:

“Everybody Knows” [] �emodal operator EΓϕ is exactly true when all members of the groupΓ knowϕ,
formally:

IS, g � EΓϕ iff ∀i ∈ Γ, IS, g � Kiϕ

�is modality shows that every agent (or, if Γ is a strict subset of all the agents, every agent in the set Γ)
knows ϕ. It is sometimes referred to as “mutual knowledge”.

“CommonKnowledge” [] �emodal operator CΓϕ is true if all agents in the groupΓ know ϕ, and every-
one in the groupΓ knows that everyone in Γ knows ϕ, and so on and so forth. �e following abbreviations are
useful to help define common knowledge:

E0
Γϕ = ϕ

E1
Γϕ = EΓϕ

Ek+1
Γ ϕ = EΓE

k
Γϕ

As a formal definition:

IS, g � CΓϕ iff ∀k = 1, 2, . . . IS, g � Ek
Γϕ

�e computation of common knowledge (calculated using a fixed point) is based upon the following equiv-
alence []:

CΓϕ = EΓ(ϕ ∧ CΓϕ)
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Definition . Semantics of CTLK []

For an interpreted system IS, global state g, and a formula ϕ:

IS, g � p iff p ∈ V(s)

IS, g � ¬ϕ iff g 2 ϕ

IS, g � ϕ ∨ ψ iff (IS, g � ϕ) or (IS, g � ψ)

IS, g � ϕ ∧ ψ iff (IS, g � ϕ) and (IS, g � ψ)

IS, g � EXϕ iff ∃π, ∃i : πi = g ∧ πi+1 � ϕ

IS, g � EGϕ iff ∃π, ∃i : πi = g ∧ ∀j ≥ i πj � ϕ

IS, g � E [ϕUψ] iff ∃π, ∃i : πi = g ∧ ∃k ≥ 0 : πi+1 � ψ ∧ ∀j : i ≤ j < (i+ k) , πj � ϕ

IS, g � Kiϕ iff ∀g′ ∈ G, g ∼i g
′ implies IS, g′ � ϕ

IS, g � EΓϕ iff ∀g′ ∈ G, g ∼E

Γ g
′ implies IS, g′ � ϕ

IS, g � CΓϕ iff ∀g′ ∈ G, g ∼G

Γ g′ implies IS, g′ � ϕ

�e relation∼E

Γ is the union of all∼i, such that ∼
E

Γ =
⋃

i∈Γ

∼i. While∼G

Γ is the transitive closure of the

∼E

Γ.

πi represents the global state at position i in a run π. �e modalities of AX, EF, AF, AG, AU can be
derived as in CTL.

. Model Checking

Model checking [, ] is a method of formal verification, used to verify the correctness of a system. In a
nutshell, the problem of model checking is simply: given a description of a finite-state system and property
(expressed as a logical formula), does the system satisfy that property? If an error is located, the process will
return a counterexample showing the steps in which the error state was reached.

“Model checking is an automated technique that, given a finite-state model of a system and a logical property,

systematically checks whether this property holds for (a given initial state in) that model” []

“Model checking is an effective technique to expose potential design errors” []

�e rest of this section intends to concentrate upon CTL model checking.

.. Explicit Model Checking

�e principle behind CTL model checking is, given a modelM = (S,I,R,L) to “label” each state s ∈ S
with all of the formulae that are valid in s. �en to check if a formula ϕ is valid in s:

M, s � ϕ iff s is “labelled” with ϕ

To decide if the modelM satisfies the formula ϕ, is as simple as checking if all the initial states are in the
set of states which satisfy ϕ. �at is:

M � ϕ iff I ⊆ {s ∈ S | M, s � ϕ}

�e notation JϕK is used to represent the set of states in a the model in which the formulae ϕ holds:

JϕK = {s ∈ S | M, s � ϕ}
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�e algorithms below have been adapted from [, , ]. For further information, the reader is advised
to consult these texts.

Algorithm  CTLModel Checking []

: for all i ≤ |ϕ| do
: for all ψ ∈ S(ϕ) with |ψ| = i do
: compute S(ψ) from S(ψ′)
: end for

: end for
: return I ⊆ (ϕ)

Definition . Sub-formulae of a CTL-formula []

Let p ∈ AP, and ϕ,ψ be CTL formulae, then:

S(p) = p

S(¬ϕ) = S(ϕ) ∪ {¬ϕ}

S(ϕ ∨ ψ) = S(ϕ) ∪ S(ψ) ∪ {ϕ ∨ ψ}

S(EXϕ) = S(ϕ) ∪ {EXϕ}

S(EGϕ) = S(ϕ) ∪ {EGϕ}

S(E [ϕUψ]) = S(ϕ) ∪ S(ψ) ∪ {E [ϕUψ]}

Algorithm  S(ϕ : F) : set of S

: if (ϕ = ) then
: return S
: else if (ϕ = ) then
: return ∅
: else if (ϕ ∈ AP) then
: return {s | ϕ ∈ L(s)}
: else if (ϕ = ¬ϕ1) then
: return S \ S(ϕ)
: else if (ϕ = EXϕ1) then

: return SEX(ϕ1)
: else if (ϕ = E [ϕiUϕ2]) then
: return SEU(ϕ1, ϕ2)
: else if (ϕ = EG(ϕ1)) then
: return SEG(ϕ1)
: end if

State pre-image functions

pre∃(Y) =
{

s ∈ S | ∃s′ : (sRs′ and s′ ∈ Y)
}

pre∀(Y) =
{

s ∈ S | ∀s′ : (sRs′ implies s′ ∈ Y)
}

If Y is a set of states, pre∃(Y ) generates the set of states which can transition into Y, and pre∀(Y ) generates the
set of states which only transition into Y.
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Algorithm  SEX(ϕ : F) : set of S

: X← S(ϕ)
: Y← pre∃(X)
: return Y

Algorithm  SEU(ϕ : F, ψ : F) : set of S

: W← S(ϕ)
: X← S
: Y← Sat(ψ)
: whileX 6= Y do

: X← Y
: Y← Y ∪

(

W ∩ pre∃(Y)
)

: end while

: return Y

Algorithm  SEG(ϕ : F) : set of S

: X← Sat(ϕ)
: Y← S
: Z← ∅
: whileZ 6= Y do

: Z← Y
: Y← X ∩ pre∃(Z)
: end while

: return Y

It can be seen that Algorithm andAlgorithm these can both be calculated from the least (lfp) or greatest
(gfp) fixed point of EX []:

EG(ϕ) = gfp Z [ϕ ∧ EX Z]

E [ϕUψ] = lfp Z [ψ ∨ (ϕ ∧ EXZ)]

We can also define the temporal operator EF in the similar way:

EF(ϕ) = lfp Z [ϕ ∨ EX Z]

.. Counterexamples and witnesses

A benefit of model checking is the ability of the model checker to generate counterexamples and witnesses to
properties. In a CTL model, when a universally quantified formula is found to be false, the algorithm will
generate a counterexample which is “a computation path which demonstrates that the negation of the formula
is true” []. Likewise, when an existentially qualified formula is found to be true, the algorithm will generate a
witness which is “a computational path which demonstrates why the formula is true” [].

.. Symbolic Model Checking

Binary Decision Diagrams

Binary Decision Diagrams (BDDs) [, , , ] or, more commonly, reduced ordered binary decision diagrams,
are one of the most widely used symbolic data structures for use in model checking. ROBDDs,
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• Are canonical, and unique, to each boolean function

• Allow for operations such as negation, conjunction and implication to be easily implemented with a
complexity which is directly proportional to that of the inputs.

A BDD is a directed acyclic graph, with exactly two terminal nodes (drains), one marked 1 (true) and the
other 0 (false). Each of the internal nodes represents a single boolean variable and has only two outgoing edges,
one solid, representing an assignment of true to that variable, and one dashed (an assignment of false). �e
node reached to from the “true” path is the value returned by the function succ1(u) = v where u, v ∈ V (V is
the set of nodes in the graph). �is is the same as for “false” (succ0).

Boolean operations onBDDs Given twoBDDsBf ,Bg representing the functionsf, g respectively, theBDD
for f ∧ g can be obtained by taking the BDD Bf and replacing all of its 1 terminals withBg . �is is similar for
f ∨ g, except the 0 terminal is replaced [, ].

Semantics of BDDs �e semantics of a BDD Bf is the value the terminal node reached when traversing the
graph starting from the root node, and taking the corresponding path representing the variable at that node.

Reduction rules A “reduced” BDD (B) is one that has undergone the following transformations, repeatedly,
until a fix point has been reached [, ]:

• Elimination – For two inner nodes u, v, for which succ1(u) = succ0(u) = v, all of the incoming edges
to u are directed to v, and u is eliminated from B.

• Isomorphism – If two distinct inner nodes u, v of B are the roots of two structurally identical sub trees,
node u is removed and all of its incoming edges are redirected to v.

Variable ordering �e ordering in which variables appear in a BDD drastically change the size of the BDD,
leading to totally different BDDS.

Definition . [] Let [x1, . . . , xn] be an ordered list of variables without duplications and let B be a BDD,
all of whose variables occur somewhere in the list. We say that B has the ordering [x1, . . . , xn] if all variable
labels of B occur in that list and, for every occurrence of xi followed by xj along any path in B, we have i < j.

An ordered BDD is one which has some ordering for the set of variables it represents. For a fixed variable
ordering the BDD representing any propositional formula is uniquely defined. �is means that equivalent
formulae are all represented by the same BDD.

Literature exists to suggest that it is generally a good heuristic to group “dependant” variables closely together
in the graph; see [] for details.

Tests of BDDs [] For a function f(x1, . . . , xn), and a ROBBD Bf representing that function. �e func-
tion is:

• Valid – iff Bf is the single terminal node B1 representing true.

• Satisfiable – iff Bf is not the single terminal node B0 representing falsity.

BDD based algorithms �ere exist a various number of algorithms which are based around BDDs – these
are not discussed here; the reader is referred to [].
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Kripke Structures as BDDs

�e state of a system can be symbolically represented as the assignment of values to the variables of each state.
�e transition relation can equally be represented in the same way, as a boolean function between two sets of
state variables, from the current state to the next state.

One way of doing this is to assign each s ∈ S a unique boolean vector {v1, . . . , vn}∀i ≤ n, vi ∈ {0, 1}
(n should be chosen such that 2n−1 < |S| ≤ 2n, where |S| represents the total number of states in themodel).
�e boolean vector expressing a state in the system can be based upon the propositional formulae which hold
at that state (e.g. for s ∈ S , the BDD state vector can be based upon the atoms in L(s)). If there are not
enough boolean variables to give each state a unique boolean vector, then it should be padded with additional
variables such that the value of n is large enough. It is easy enough to see how I should be represented, given
that I ⊆ S .

�e transition relation (R ⊆ S×S) can be represented as two boolean vectors, the first being the boolean
vector representing the originating state and the second being the boolean vector representing the target state.
L is the function mapping of s ∈ S onto propositional atoms in AP. It is more convenient to con-

sider it as the converse, mapping atoms to subsets of S which satisfy that atom. �is set of states Lp =
{s ∈ S | p ∈ L(s)} []. It is easy to see how this set can be represented in the same way as I (or any other
s ∈ S for that matter).

.. BDDs and Variable Orderings

�enumber of nodes and edges, and, as such,memory, that aROBBDs requires is directly linked to the variable
ordering which has been selected from that BDD. Selecting a “bad” ordering can cause an unfavourable growth
in the size of a ROBDD.

�e rest of this subsection is an example of:

• How to represent a transition system as BDD, and

• A demonstration of how reordering can effect the size of the BDD

Figure .² shows a simple transition system with a total transition relation. We can easily see that the
model has  states, and, as such, each unique state in the model can be represented using  bits. An assignment
of boolean variables to each individual state can be seen in Figure ..

s0

s3

s1

s2

Figure .: A small tranisiton system

State x1 x2

s  
s  
s  
s  

Figure .: Variable assignments to states

Now that we have a unique “bit string” for each state in the model, it is possible to construct a boolean
formula representing the transitions between each state. �e boolean function→ (Figure .) represents the
transition relation. �e function encodes each transition, and then takes two boolean assignments representing
states: the initial state (the unprimed variables) and the next state (the primed variables). If the transition exists
in the model, the function will evaluate to true and false otherwise.

²Adapted from [].
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→ (x1, x2, x
′
1, x
′
2) = (¬x1 ∧ ¬x2 ∧ ¬x

′
1 ∧ x

′
2)

∨ (¬x1 ∧ ¬x2 ∧ x
′
1 ∧ x

′
2)

∨ (¬x1 ∧ x2 ∧ x
′
1 ∧ x

′
2)

∨ (¬x1 ∧ x2 ∧ x
′
1 ∧ ¬x2)

∨ . . .

∨ (x1 ∧ x2 ∧ x
′
1 ∧ x

′
2)

Figure .: A boolean representation of the transition relation

It is not hard to see how the labelling function can be represented in the same way. �e function, for each
variable, will evaluate to true if the propositional atom holds in that state or not, and false otherwise.

Figure . shows one possible BDD representing the→ function. It uses the following variable ordering:
x1 < x2 < x′1 < x′2. �e BDD contains  nodes and  edges (each BDD has two outgoing edges).

x1

x2 x2

x′1 x′1 x′1

x′2 x′2

0 1

Figure .: One example of ROBDD for the transition relation in .

�e BDD in Figure . represents the same boolean function→, except that it uses a differnt variable
ordering: x1 < x′1 < x2 < x′2. �is second reordering only requires the ROBDD to have  nodes and 
edges.

It is quite obvious to see why, when using ROBDD to perform model checking, selecting a good variable
reordering is preferable to allow for efficent state space handling.
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x1

x′1 x′1

x2

x′2 x′2

0 1

Figure .: A smallerROBDD representing the same transition relation .

.. Alternatives to BDD BasedModel Checking

BMC& SAT

One alternative to symbolic model checking based on BDDs came with the introduction of bounded model

checking (BMC) [, , , ]. BMC searches for theminimum length counterexample which violates the system
specification. �e algorithm looks for a counterexample with an increasing length (k = 0, 1, . . .) and checks if
there exists a computation path in the model which violates the system specification in k steps.

From a temporal logic specification, and a Kripke structure, a propositional formula is generated which is
satisfiable if there exists a computational path, with length k, within the model which satisfies the specifica-
tion. �e generated boolean formula is given to a solver, which calculates an assignment to all of the variables
comprising of the formula, such that a final evaluation is true. �e variable assignment is a witness to that path.

SAT, also known as the boolean satisfiability problem, is the problem of trying to find an assignment to all
of the variables within a given formula, such that the whole formula evaluates to true.

A crucial part of the bounded model checking algorithm is that, although the path considered is finite, it
may still represent an infinite path within the model if it is said to contain a back loop from one state in the path
to an earlier state in the path. If the path does not contain a loop, then it cannot say anything about the “infinite”
behaviour of that path. An example of this is that pmight hold at every state path of length k, therefore be seen
to be satisfying Gp, but without a back loop it cannot witness that formula because, at state sk+1 of a path
length k + 1, pmay no longer hold.

For a path π in a model, π(k) represents the state at element k in the path.

Definition . k-path []: Let k ∈ N
+ andM = (S,I,R,L). A k-path is a finite sequence π =

(s0, . . . , sk) : ∀i, 0 < i ≤ k, (si, si+1) ∈ R

Definition . loop []: a k-path π is a loop if ∃l : 0 < l ≤ k and (π(k), π(l))

Definition . k-model []: LetM = (S,I,R,L) be a model, and k ∈ N
+.Mk = (S,I,Pathsk,L),

where Pathsk is the set of all the paths of length k inM.
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LetM be a Kripke structure, andMk be its respective k-model, the function loop : Pathk → 2N is defined
as follows:

loop(π) = {l | l ≤ k and (π(k), π(l)) ∈ R}

For the rest of this chapter we will be dealing with two restrictions of CTL, one called ECTL - this is a
subset of CTL, in which negation can only be applied to propositional atoms ∈ AP. �e other called ACTL,
ϕ ∈ ACTL iff ϕ ∈ {¬ψ | ψ ∈ ECTL}.

Definition . Bounded Semantics of ECTL []
For a k-modelMk , ϕ,ψ are ECTL formulae.Mk, s � ϕ denotes ϕ holds in the state s of a modelMk .

� is defined as follows:

Mk, s � p iff p ∈ L(s)

Mk, s � ¬ϕ iff g 2 ϕ

Mk, s � ϕ ∨ ψ iff (Mk, s � ϕ) or (Mk, s � ψ)

Mk, s � ϕ ∧ ψ iff (Mk, s � ϕ) and (Mk, s � ψ)

Mk, s � EXϕ iff ∃π ∈ Pathsk : (π(0) = g and π(1) � ϕ)

Mk, s � EGϕ iff ∃π ∈ Pathsk : (π(0) = g and ∀0≤j≤kMk, π(j) � ϕ) and loop(π) 6= ∅

Mk, s � E [ϕUψ] iff ∃π ∈ Pathsk : (π(0) = g and ∃0≤i<k(Mk, π(i) � ψ and ∀0≤j<iMk, π(j) � ϕ))

|M|, the size of a ECTLmodel, is defined by the number of states inS . |ϕ|, the length of a ECTL formula,
is defined as follows:

• if ϕ ∈ (AP ∪ {¬p | p ∈ AP}) then |ϕ| = 0

• if ϕ is of the form EXα or EGα, then |ϕ| = |α|+ 1

• if ϕ is of the form α ∨ β, α ∧ β or E [αUβ], then |ϕ| = |α|+ |β|+ 1

Definition . Validity of bounded semantics An ECTL formula is valid in a k-model,Mk � ϕ iff ∀ι ∈
I,Mk, ι � ϕ

From the bounded semantics above, it can be seen thatMk, s � ϕ implies ∀l : l ≥ k, Ml, s � ϕ.
Simple induction then shows us thatMk, s � ϕ impliesM, s � ϕ. Another property from above (proof can
be found in []) is that, ifM, s � ϕ, thenMk, s � ϕ when k = |ϕ|.

Creating the propositional formula �e function States(Path) generates the set of states from the k-model
which can be reached with a path of length k:

States(Path) = {s ∈ S | ∃π ∈ Paths,∃i ≤ k : π(i) = s}

Definition . Sub-models ofM []
Mk = (S,I,Pathsk,L) is a k-model ofM. �e structureMk = (S ′,I,Paths′k,L

′) is a sub-model ofMk ,
such that Paths′k ⊆ Pathsk , S

′ = States(Pathsk), and L
′ = L|S′ (a reduction of the labelling function to only

contain states in S ′)

Definition . �e function fk : CTL Formula→ N []

• fk(p) = fk(¬p) = 0

• fk(ϕ ∨ ψ) = max
{

fk(ϕ), fk(ψ)
}
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• fk(ϕ ∧ ψ) = fk(ϕ) + fk(ψ)

• fk(EXϕ) = fk(ϕ) + 1

• fk(EGϕ) = (k + 1) · fk(ϕ) + 1

• fk(E [ϕUψ]) = k · fk(ϕ) + fk(ψ) + 1

Algorithm  BMC(M : K S, ψ : ACTL F) []

: ϕ← ¬ψ {ϕ is an ECTL formula}
: for k ←  to |M| do
: Mk ← k-model ofM
: Select sub-models ofM′k ofM with |Path′k| ≤ fk(ϕ)
: [Mϕ,ι]k ← propositional formula of the transition relation of all the sub-models ofM′k
: [ϕ]Mk

← propositional formula of the translation of ϕ over all the sub-models ofM′k
: [M, ϕ]k ← [Mϕ,ι]k ∧ [ϕ]Mk

: Check the satisfiability of [M, ϕ]k
: end for

Construction of the propositional formula [M, ϕ]k is as follows. A symbolic representation is used so
that the S ⊆ {0, 1}n , where n = ⌈log2(|S|)⌉. Each state s ∈ S can therefore be represented as a vector
of propositional variables which hold at that state (s = {s[1], . . . , s[n]}, s[i] ∈ AP). A k-path can then be
represented as a vector of length k of these states (πk = (s0, . . . , sk)). LL

ϕ ⊂ N
+ is a finite set of a numbers.

[Mϕ,ι]k constrains |LLϕ| symbolic k-paths valid inMk . For j ∈ LLϕ, the jth symbolic k-path is
denoted as (w0,j, . . . , wk,j), wherewi,j ∀i ∈ {0, . . . , k} are state variables.

�e function lit [] is defined as follows:

lit(0, p) = ¬p

lit(1, p) = p

�e following are propositional formulas, based upon the usual definition of a Kripke structure, wherew,
v are state variables []:

Is(w) iff

n
∧

i=1

lit(s[i], w[i])

T (w, v) iff (w, v) ∈ R

p(w) iff p ∈ L(w), p ∈ AP

H(w, v) iff w = v

Lk,j(l) = T (wk,l, wl,j)

• Is(w) encodes the initial state I of the model, s[i] = 1 is encoded by w[i], and s[i] = 0 is encoded by
¬w[i]

• T (w, v) encodes a transition between two states (i.e. T (w, v) iff wRv)

• p(w) encodes a proposition of p of ECTL

• H(w, v) represents logical equivalence between states

• Lk,j(l) encodes a backward loop connecting the k
th state to the lth state in the symbolic k-computation

j, for 0 ≤ l ≤ k.
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�e unrolled transition relation at bound k, [Mϕ,ι]k, is calculated as follows []:

[Mϕ,s]k = Is(w0,0) ∧
∧

j∈LLϕ

k−1
∧

i=0

T (wi,j, wi+1,j)

Where:

• w0,0 andwi,j (for i = 0, . . . , k and j ∈ LLϕ) are vectors of state variables

• |LLϕ| = fk(ϕ)

Finally, the ECTL formula ϕ has to be translated into a propositional formula [ϕ]Mk
. �e translation of

this formula differs for paths which are, and are not, k-loop paths. �ese can be distinguished withLk,j(l). At
each state wm,n within a k-path of index n, the temporal subformulas of the formula being translated to the

k-path n are translated to the k-paths that start at that state. Starting withw0,i = wm,n∀i ∈ LL
ϕ. [ϕ]

[m,n]
k

is the translation of the formula ϕ at wm,n to a propositional formula.

Translation of an ECTL formula []:

[p]
[m,n]
k = p(wm,n)

[¬p]
[m,n]
k = ¬p(wm,n)

[ϕ ∨ ψ]
[m,n]
k = [ϕ]

[m,n]
k ∨ [ψ]

[m,n]
k

[ϕ ∧ ψ]
[m,n]
k = [ϕ]

[m,n]
k ∧ [ψ]

[m,n]
k

[EXϕ]
[m,n]
k =

∨

i∈LLϕ

(

H (wm,n, w0,i) ∧ [ϕ]
[1,i]
k

)

[EGϕ]
[m,n]
k =

∨

i∈LLϕ



H (wm,n, w0,i) ∧
k
∨

l=0

Lk,i(l) ∧
k
∧

j=0

[ϕ]
[j,i]
k





[E [ϕUψ]]
[m,n]
k =

∨

i∈LLϕ



H (wm,n, w0,i) ∧
k
∨

j=0

(

[ψ]
[j,i]
k ∧

j−1
∧

t=0

[ϕ]
[t,i]
k

)





To summarise, to create the propositional formula which will be satisfiable for a modelM, and formula
ϕ, at a bound k. First, the algorithm has to create [Mϕ,ι]k , which is representative of the unrolled transition
relation at bound k. Next, the algorithm forms [ϕ]Mk

which will be true if, and only if, ϕ is valid along a path
of length k in the modelM. �e final stage is to create [M, ϕ]k = [Mϕ,ι]k ∧ [ϕ]Mk

. �is is then passed to
a satisfiability solver.

.. Model CheckingMulti-Agent Systems

Interpreted Systems as Boolean Formulae

Given a model of an interpreted systemMIS (see Section ..), the number of boolean variables used to
represent local states of an agent is as follows:

nv(i) = ⌈log2|Li|⌉

�is means that a global state can be represented with the following number of boolean variables:

N =
∑

∀i∈Agents

nv(i)
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�e evaluation functionL is simply a mapping of states of variables inAP, so this can work on the boolean
variables representing each state. �e protocols can also be expressed in the same way.

�e transition function ti for each agent can be represented as a set of conditionals, which, when satisfied
enable a transition for an agent between two local states. For more details see [].

�emodel checking algorithm in Section .. requires a representationRt of the global transition relation
between two global states (g, g′) []:

Rt(g, g
′) iff ∀i ∈ Agents : ∃a ∈ P(li(g)) ∧ ti(g, a, g

′)

Model Checking CTLK

�e algorithms from the section below have been adapted from [, ].

Algorithm  S(ϕ : F) : set of S

: if (ϕ ∈ AP) then
: return L(ϕ)
: else if (ϕ = ¬ϕ1) then
: return G \ S(ϕ1) {G is the set of all states in the model}
: else if (ϕ = EXϕ1) then
: return SEX(ϕ1)
: else if (ϕ = E [ϕiUϕ2]) then
: return SEU(ϕ1, ϕ2)
: else if (ϕ = EG(ϕ1)) then

: return SEG(ϕ1)
: else if (ϕ = Ki(ϕ1)) then
: return SK(ϕ1)
: else if (ϕ = EΓ(ϕ1)) then
: return SE(ϕ1)
: else if (ϕ = CΓ(ϕ1)) then
: return SC(ϕ1)
: end if

�e functions EX, EG and EU, are the same as in Section .., except they use the relation
Rt rather than the Kripke structure transition relation, and G is used instead of S .

As for CTL, we have to define functions to find the pre-image for a set of states, where pre is the function
for the modalityK. pre and pre are defined similarly. As previously,X is a subset of G, i is an agent and Γ is
a set of agents

pre(X, i) =
{

g ∈ G | ∃g′ : (gKig
′ and g′ ∈ X)

}

preΓ(X,Γ) =
{

g ∈ G | ∃g′ : (gRE

Γg
′ and g′ ∈ X)

}

preΓ
(X,Γ) =

{

g ∈ G | ∃g′ : (gRE

Γg
′ and g′ ∈ X and g′ ∈ S(ϕ))

}

preΓ
is based on ...

Algorithm  SK(ϕ : F, i : A) : set of S

: X← S(¬ϕ)
: Y← pre(X, i)
: return ¬Y
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Algorithm  SE(ϕ : F, Γ : set of A) : set of S

: X← S(¬ϕ)
: Y← preΓ(X,Γ)
: return ¬Y

Algorithm  SC(ϕ : F, Γ : set of A) : set of S

: X← S(¬ϕ)
: Y← G
: whileX 6= Y do

: X← Y
: Y← preΓ

(X,Γ)
: end while

: return Y

.. BMC forMulti-agent Systems

Bounded model checking of interpreted systems [, , , ] is based upon the logic of CTLK, and builds
upon the bounded model checking method for ECTL. �e syntax of ECTL (definition ) has to be first ex-
tended to give an epistemic modality, different from that of CTLK:

Syntax of ECTLK []

As for ECTL (definition ), with the following:

• If ϕ is a formula,Kiϕ is a formula, i ∈ Agents

In BNF :

ϕ ::= p | ¬ϕ | ϕ ∨ ϕ | EXϕ | EGϕ | E [ϕUϕ] | Kiϕ

ECTLK also includes the following modalities: CΓϕ andEΓϕ forΓ ⊆ Agents, but these have been omit-
ted here for brevity.

�e epistemic modalities, as defined for the existential fragment of CTLK (ECTLK), are defined as the
dual of those from CTLK; that is:

• Kiϕ
def
= ¬Ki¬ϕ

• Ciϕ
def
= ¬Ci¬ϕ

• Eiϕ
def
= ¬Ei¬ϕ

�emodalityKiϕ stands for “agent i considers it possible ϕ” [, ].

Semantics of ECTLK []

Again, as per the ECTL semantics but with:

IS, g � Kiϕ iff ∃g′ ∈ G : g ∼i g
′ ∧ IS, g � ϕ
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Bounded Semantics of ECTLK []

�e definition of an interpreted system (§..) allows for the specification of multiple initial states (the set I),
BMC reduces this down to only have an single initial state: ι.

IS, g � Kiϕ iff ∃π ∈ Pathsk : (π(0) = ι and ∃0≤i<k(IS, π(i) � ϕ and g ∼i π(i))

In the above, g and g are global states (G is the set of all global states),Kϕ holds in the global state g if there
exists a global state g′, such that the local state for the agent i is invariant between the two, and ϕ also holds
in g′. �e function li is used to extract an agent’s local state from the global state. �is can also be represented
with the relation g1 ∼i g2, where the relation∼i is defined as for CTLK.

It is worth noting here that, if IS, g � ϕ, then ∀i ∈ A : IS, g � Kiϕ, given the relation∼i is
reflexive³. For the semantical definition of EΓ and CΓ the reader is referred to either [] or [].

Translation to SAT of a ECLTK formula [, ]

Aswell as having a boolean encoding for propositions such as the initial state, or the proposition variables, BMC
has a boolean encoding for the epistemic relation between an agent’s local states; that is, equality between two
local states:

Hi(w, v) iff li(w) = li(v),∀i ∈ A

�e translation of Kϕ to SAT is as follows:

[

K

][m,n]

k
=

∨

i∈LLϕ



Iι(w0, i) ∧
k
∨

j=0

(

[ϕ]
[j,i]
k ∧H(wm,n, wj,i)

)





.. Current Model Checking Technology

CUDD

CUDD [] [] is a C++ based BDD library which allows for easy code reuse⁴. CUDD provides:

• �e data structures necessary for BDD creation, handling and manipulation

• Efficient implementations of BDD functions (and, or, add, ...)

• Utility functions for managing the BDDs

• “BDD managers“ – which are basically hash tables for BDD storage

Within the CUDD BDD representation, the lower bits of pointers are used to represent the negative edges
from a BDD. It also provides a method of generating Graphviz Dot [] diagrams for the BDDs it is used to
represent.

Operator Overloading As can be seen in fig. .., CUDD’s C++ API makes extensive use of operator
overloading. Importantly:

* –�is represents the operation  upon two BDDs.  can be used to calculate the intersection (
⋃

)
between two sets represented as BDDs.

+ –�is represents the operation  on two BDDs.  can be used to calculate the union of two sets (
⋂

)
between two sets represented as BDDs.

! –�is represents the unary operation . CUDD performs this operation in constant time [].

³We’re dealing with a KT logic, and as such, the relation ∼i is reflexive, transitive and symmetric.
⁴It should also be noted that CUDD supports Zero-suppressed Binary Decision Diagrams (ZDDs) andAlgebraic Decision

Diagrams (ADDs), but as these do not concern this project, they will not be covered here
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int main(int argc, char* argv[])

{

Cudd bddmgr; // The manager

bddmgr = Cudd(0,0);

BDD x = bddmgr.bddVar();

BDD y = bddmgr.bddVar();

BDD f = x + y;

BDD g = y + !x;

if ( f == g )

{

cout << "f is equal to g";

}

else

{

cout << "f is NOT equal to g";

}

}

Figure .: An example C++ program using the CUDD library []

BDDManager CUDD uses “unique tables” to store BDDs. �is ensures that each node is unique – in this
context, unique means that there exists no other node labelled with the same variable, which also has the same
children.

Cache CUDD contains a cache which is used to store computed results, which allows for the efficient ma-
nipulation of BDDs. �e default, and maximum, size of CUDD’s cache can be chosen by the user – too small
a cache will cause useful BDDs to be overwritten. It is the cache which is scanned by the garbage collector to
regain memory.

Garbage Collection CUDD uses a “stop world” garbage collector; that is, it stops the entire execution of the
program whilst a garbage collection takes place. CUDD keeps a reference count for each node produced by it,
recording both internal references (nodes which are internal to CUDD, or nodes which reference other nodes)
as well as external references (such as those from the “external” program). It should be obvious that garbage
collector is an asynchronous process, and only initiates once the cache reaches a pre-defined threshold at which
stage CUDD tries to release some memory.

DynamicReordering As covered in Section .., the size of a BDD is greatly affected by the variable ordering
– CUDD supports a number of dynamic reordering algorithms which attempt to reduce the size of a BDD.
Reordering within CUDD can either be invoked directly via a call to Cudd_ReduceHeap, or it can be triggered
asynchronously when the number of nodes in the unique table exceeds a threshold.

�e Reordering process is iterated until no further improvement is possible. CUDD contains numerous
reordering algorithms; an example of an algorithm is CUDD_REORDER_SIFT. It is based upon Rudell’s sifting
algorithm [] and, in the most simplistic of terms: each variable is considered in turn and placed at every
possible position; once a best position has been identified, this is the new location of the variable in the ordering.

NuSMV

NuSMV[] is an open source symbolicmodel checker – it is a reimplementation of amodel checker developed
at CMU called, unsurprisingly, SMV. It supports both SAT based BMC for verification, as well as BDD based
satisfiability methods []. Due to the fact that these methods are usually used to solve different types of
problems, it allows for interesting avenues of research.

In BDDbasedmodel checking, NuSMVfirst builds up a finite statemachine representing the givenmodel;
it can then perform a various number of checks, including: fair CTL, LTL (via a reduction to CTL), and others.
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When operating in SATmode, NuSMV can either use its own built SAT solver, SIM, or it can write out
the SATproblem in the standardDIMACS format,which allows for the use of external SATbased solvers, e.g.
CHAFF. It supports the bounded model checking of LTL properties only. During this procedure it interleaves
“problem generation and solution attempt via a call to [a] SAT solver, and iterates until a solution is found or
the specified maximum bound is reached” [].

It is able to operate in a simulate mode, in which the user can interactively select the behaviour which the
system exhibits. It also stores all of the traces of the model checking procedure for the generation of counterex-
amples and witnesses.

NuSMV provides two alternative [] ways of calculating the satisfiability of invariant properties; that is,
properties of the form: AG(ϕ). An invariant property of that kind means that, in all of the reachable states, ϕ
must hold. Rather than calculate the fixed point of AG(ϕ) using gfp [ϕ ∧ AXZ], NuSMV can handle it in
two ways:

• If the full set of reachable states from the initial state has been computed, then the check simply results
to:

Reachable(I) ⊆ JϕK

Where the functionReachable represents the set of reachable states from a given state.

• It can check the property “on the fly” – rather than calculate the full state space, NuSMV can do the
following check at each step of the reachability analysis

Reachablek(I) ⊆ JϕK

�e functionReachablek computes with a set of reachable states from the given state within k steps.

Verifying multi-agent systems with NuSMV Raimondi et al [, ] investigated a method for the verifica-
tion of multi-agent systems with NuSMV as part of their tool set. NuSVM was used as a tool to generate the
set of reachable states for the model. �is was then processed by them to encode the epistemic relations, and
then passed to a third tool, Akka [], which was then used to verify the epistemic properties. �e processing
stage parsed the NuSMV output of all of the reachable states and generated the epistemic relation to the local
states which were invariant across multiple global states. Akka is a Kripke model editor, which also supports
model testing. �e methodology employed for this procedure is outlined in fig. ...

Specify interpreted system

Translate specification into a NuSMVmodel

Use NuSMV to calculate reachable states

Build an epistemic model

Model check epistemic formulae

XML Editor

XML to SMV
translator ( Java)

NuSMV

Parser

Akka

Figure .: Methodology employed to verify multi-agent systems with NuSMV []

It should be noted that, given that NuSMVwas used just as a tool to generate the set of reachable states, it
would not be possible to make use of NuSMV’s alternatives for handling invariant style properties.

Another approachwas attempted byRaimondi et al [] to reduceCTLKspecifications toARCTL(Action-
Restricted CTL) [] specifications. ARCTL is an extension to CTL, in which qualifications are allowed over
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labelled paths interpreted over labelled transition systems. ARCTL has the same temporal operators as CTL,
except that it allows for the restriction of paths whose actions satisfy a formula ϕ. �ere exists experimental
extension to NuSMV which supports an extended syntax, and allows for the verification of ARCTL proper-
ties (which could possibly be a translation of CTLK specifications). [] provides an extension to the SMV
language for the description of interpreted systems and CTLK formulae.

MCMAS

Model Checking Multi-Agent Systems (MCMAS) [] [] is a specialised model checker for the automatic
verification of certain aspects of a modelled multi-agent system. It supports CTLK, meaning that it is able to
check standard temporal formulae, and ones dealing with epistemic modalities. It is based around the symbolic
method introduced in [], using an external BDD library. It is based around theColoradoUniversity Decision
Diagram (CUDD) [] package. In a similar style toNuSMV,MCMAS is also able to act in an interactiveway,
and allows for the user to interactively select the joint action which should happen.

MCMAS supports the creation of counterexamples (to universal formula) and witnesses (to existential
formula). MCMAS supports its own dedicated programming language based on the interpreted systems for-
malism [] – ISPL. As per the interpreted systems formalism, MCMAS represents the global state as a BDD
composed of each local state for each agent.

ISPL - Interpreted systems programming language MCMAS accepts descriptions of multi-agent systems
in the form of ISPL files. �ese files contain a multi-agent system, in the form of a list of agents each with their
own description, and a set of formulae which the user wishes to check. �e structure of ISPL files is roughly
based upon the work presented in [].

Syntax of an ISPL file []

• Agent –�e name which will be used by MCMAS to represent the agent.

• LState –�ese are the states which are used to the local states (Li) for each agent

• Action –�e actions which an agent can perform (Ai)

• Protocol –�e individual protocol for each agent (Pi)

• Ev –�e evolution function (ti)

• InitStates –�e set of initial states (I)

• Formulae –�e formulae to be evaluated on the whole MAS

• Evaluation–�is allows the user to declare atomic propositions based on the local states of each agent

• Groups – Allows for the grouping of individual agents into groups (Γ)

ISPL files allow for the definition of “red states“ for an agent. �ese are states which violate some property
of the MAS.�ese states are defined over the local variables of an agent, as well as observable global variables.
All other states in the set of local states are labelled as “green states” - if the set of “red states” is empty, all the
local states are marked as green states.

Although the core of MCMAS is written using C++, the parsing of the ISPL files is done using Flex []
and GNU’s Bison []. �e grammar for these files is specified in the parser/ directory of the source tree.
nssis.ll is a description file for the lexer, while nssis.yy is the file for the parser.

One of the options to MCMAS is to print bdd-stats. �ese are statistics about the BDD, and corre-
sponding memory usage, which has been consumed in model checking the providedMAS.MCMAS is able to
generate Graphviz Dot files which represent counterexamples and witnesses, should they exist for the provided
model and for formulae.
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MCMAS also provides an Eclipse [] interface which supports the creation of skeleton MCMAS files,
as well as syntax highlighting for them. It also provides a graphical interface for executing the checking of
ISPL files, and then the examination of the counterexamples/witnesses generated, and their corresponding
Dot images.

�e internal structure of MCMAS can be seen in fig. ...















Text editor/Eclipse interface

Flex and Bison Parser

C++ code and CUDD

C++ code and CUDD

C++ code and CUDD

C++ code and CUDD

return

Specify an interpreted system

Parse the input

Build OBDDs for theMAS

Parse the formulae to check

Compute the states in which the formulae hold

Compare with the reachable states

 

MCMAS

Figure .: MCMAS internal structure []

.. BDD based BMC

In , Fady Copty et al [] investigated the possibility of using BDDs rather than SAT when performing
bounded model checking. �emain aim of their paper was to see if the benefits gained from performing SAT-
based bounded model checking was due to the “underlying technology” used for model checking – BDDs vs
SAT – or whether the gains came from themethod of model checking – bounded vs unbounded model check-
ing. �ey adapted Intel’s BDD based unboundedmodel checker Forecast⁵ to perform boundedmodel checking.

Given a description of a finite system, with a transition relation TR, and a set of initial states S, their
method attempts to check an invariant property P by checking the reachability of the target setT, representing
the compliment of P, from S. For each pass of their algorithm a check is made to ascertain if the frontier set
(the current reach set) and the error set are disjoint. Given a bound k, their algorithm is as follows:

⁵see [] for details
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Algorithm  BT(TR, S,T, k)

: Frontier0 ← S

: for (i = 0; i < k; i++) do
: if (Frontieri · T 6= ∅) then
: return ()
: end if

: Frontieri+1 ← I(TR,Frontieri)
: end for

: return ()

�e function I is used to calculate the next set of reachable states, from a given state using the transition
relation.

Among other topics Amal et al  [] discuss the terminating conditions for BDD-based BMC at a
depth k

• All paths of length k have been explored

• A state in the target (or error) set has been reached

• All reachable states have been explored (a fixpoint has been reached)

�e final conclusions reached by Copty, by comparing Forecast against a SAT-based checker �under,
seem to suggest that a SAT-based BMC out performs BDD-based BMC, but their comparisons are possibility
flawed due to the fundamental differences between the two checkers.

�e ideas discussed by Fady Copty et al are further extended by Cabodi et al in  []. �ey discuss
the idea of not only forward bounded model checking – from the initial set to the target set (FV, Algo-
rithm ) – but also the converse, this time working from the pre-image of the error set (BBMC). �ey
implement their algorithms into a model checker – Forward-Backward Verifier (FBV) – using CUDD, which
they then compare against the SAT-based BMC implementation in NuSMV []. Whilst only considering
safety properties, their results seem to suggest that BDD-based BMC scales better with an increasing bound of
k.

Algorithm  FV(TR, S,T)

: k ← 0
: Rk = New = S
: whileNew 6= ∅ do
: if (T ·New 6= ∅) then
: return (CE(R))
: end if

: k ← k + 1
: Next← I(TR,Next)
: New← Next · Rk−1

: Rk = Rk−1 + New
: end while

: return ()

�ese results were backed up by Amal et al  [], when they undertook a more thorough comparison
of BMCmethods. It should be noted here, that unlike the work by Cabodi et al and Copty et al, Amla et al do
not provide any form of algorithm, nor any implementation specific information.

�eir work presents three BMC approaches:
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• BDD based BMC –�e paper looks at liveness properties when using a bounded reachability check (we
assume their approach sis similar to Algorithm). One of the cases in which their algorithm terminates
is when “an error state is reached”.

• Explict State BMC–�ey perform explict state model checking, but they “kill” all state transitions after
a certain depth. �ey look at “proving a property holds” rather than trying to find a counterexample.

• SAT based BMC – As previously discussed.

�ey alsomake the distincton that, unlike Copty’s implementation, both their BDD and explict state BMC
methods “can produce a positive answer if all the reachable states have been encounter at the depth checked.”.

. DistributedModel Checking

�ere exists various techniques for attempting to alleviate the infamous state space explosion problem (BMC
is only one such method), which allow for the automated verification of larger systems. One such approach is
an attempt to distribute and parallelise the computational work load associated with model checking. �ese are
approaches which aim to exploit the resources available in a parallel computing environment, such as a cluster
or a grid computing environment, in an attempt to solve larger, more realistic, “industrial” sized verification
problems [].

When the model checking procedure suffers from the state space explosion, and, as such, no longer fits
completely into the computer’s main memory, this causes swapping. Being unable to store the complete state
space, and having to utilise backing storage, causes a significant inefficiency in the procedures used.

Many attempts to parallelise model checking involve an attempt to divide up the state space into inde-
pendent subtasks which can be performed in an arbitrary order in a parallel manner. �e intended result is
hopefully a quicker, and more efficient, verification, whilst avoiding the slow down associated with swapping.
Distributed techniques build on parallelmethods and allow for the problem to be distributed between a number
of machines, each with disjoint memory.

For instance, there has been research into parallelising BMC, such that multiple solvers look for counterex-
amples at different lengths [].

.. Grid Based BMCwith “Seed” States

Another approach towards distributing bounded model checking is to start at different depth “seed states”
within the state space [].

�e approach which Iyer et al propose in [, , ] is to try and find various “candidate deep reachable
states” which can then be used as seeds to run parallel SAT solvers from in a grid environment. �ey argue that,
when starting SAT based BMC at a deeper state, it is possible to find states deeper in the model, as well as
locate errors which may not be locatable by existing methods.

�eir method uses partitioned-ROBDDs, and under approximate, to build up a partioned state space
such that generating the seeds remains tractable, but this is done at the expense of completeness []. Once the
memory use of the system exceeds a threshold, they then select only a subset of the next states to continue with
forward verification.

Seed states are written out as conjunctive normal form clauses at regular intervals (e.g. after a certain
number of next-state computations). �ese are then used to start “bug hunting” with multiple parallel SAT
instances.

Figure . outlines their approach. �e large triangle represents the state space which can be realistically
explored by conventional SAT based BMC. Instead, BDDS are used to generate an under-approximated state
space (the ovals). From this partitioned state space, many parallel SAT instances are started at various depths
within the state space (ds1 − ds4, each representing a different BMC-SAT instance). �is is what allows their
process to reach errors which would otherwise be difficult to catch.

�e justification for their work is to perform “efficent bug-finding“ [] and, as such, their approach only
looks at verifying invariant properties. Due to their under-approximated state space, theirmethod also sacrifices
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Figure .: Seeding Multiple SAT-BMC runs from POBDD reachability (image adapted from [])

completeness, although it is sound by construction []. If an error is found by a seed state, then the error exists
in the design and a trace can be generated from the initial states to the state where the invariant ceased to hold.

. Verifying correctness in real life models

�ere is growing interest in being able to perform model checking on real life, “industrial”, models. �e rise
of bounded model checking, using SAT solvers, caused the number of industrial cases to rise. BMC performs
more of a “bug hunting” approach, and given that most systems do contain bugs, BMC can perform favourably.

One area which quite a lot of focus has been given to is the verification of the correct functionality in railway
systems. For instance, in [] Faber looks at the verification of various aspects of the new European Train
Control System (ETCS). His work looks at the safety of the railway to prevent crashes. A fuller evaluation of
applying symbolic CTL model checking to railway interlock software is presented in [].

.. �e Train-Gate-ControllerModel

An example of a simplified model based upon a real world train system is that of the Train-Gate-Controller
system.

Alur et al [] devised this model for use with theMmodel checker. �eir model is based around the
idea of two circular train tracks, each with a train travelling in a different direction. At a particular part of the
track, the trains must use a tunnel (in the original user manual this was a bridge, but this has evolved over time,
and we will be using that formalism), but the tunnel can only accommodate a single train. At the point at which
the tracks merge there exists a controller, which controls signals for entry to the tunnel. If a train sees a green
light, then it knows it is safe to enter the tunnel.

WithinM, each of the trains is modelled as a reactive module, which can perform two basic actions:
arrive and leave. Each reactive train module contains a single enumerated type, representing the current
state of the train: {away, wait, tunnel}. Each train also has access to a signal external variable signal.

�e trainmodule acts as follows: when it arrives at the tunnel it sends the event (i.e. it performs the action)
arrive to the controller, and checks the signal variable (state = wait). If the signal is red, the train waits
and continually checks the signal. When the signal turns green, the train enters the tunnel (state = tunnel)
and, on its exit from the tunnel, the train sends the signal leave to the controller, such that it knows that the
train is no longer in the tunnel.

To support multiple trains within this environment, Alur et al extend the model such that there were two
copies of signal variable: signalW and signalE – representing a train approaching from the east or from
the west. Similarly, the events arrive and leave were prefixed with the approach direction, such that the
controller could differentiate between the events it witnessed.

In the proposedmodel, the controller initialised both of the lights to red –when a train arrived and signalled
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to the controller, it would check if the other light was red, and only then would the signal be changed to green,
allowing the train access to the tunnel. When a train leaves the tunnel, and informs the controller of this fact,
it would then change that light back to red.

�e behaviour of the trains can be seen in Fig. .. �e edge from the wait state to the tunnel state can
be seen as being a guarded action (i.e. the action can only be performed when the condition is met).

One limitation of the work in [] was that the authors did not discuss the properties which should be
checked upon the model. �e functionalities which the controller should exhibit are briefly discussed in [].
�e controller should:

• Ensure that two trains are never in the tunnel at the same time, and

• Ensure a “smooth running” of the system (e.g. the trains can always eventuallymove through the tunnel⁶).

Sirjani et al [] further investigate the Train-Gate-Controller problem with respect to modelling, and
verifying, the system using Rebeca [] – “an actor-based language with a formal foundation”. �eir paper
provides some more concrete properties, in LTL, which they use to verify their Train-Gate-Controller based
Rebeca model⁷:

• Mutual exclusion

G¬ (T-IT∧ T-IT)

Only one train should be in the tunnel at one time

• No deadlock

GF (T-IT ∨ T-IT)

Both trains should eventually pass through the tunnel

• No starvation

G (F (T-IT) ∧ F (T-IT))

Both trains finally pass through the tunnel (there is always progress)

It should be noted that the final property is attempting to see if the controller acts in a fair way, and will
eventually allow any train waiting to pass through the tunnel. Another property which they state, which also
corresponds to how controller deals with requests, is:

G (C-S→ F (T-IT))

�is states that, once a train receives a signal from a train (saying that it is waiting to enter the tunnel), eventually
that train does enter the tunnel⁸.

AMulti-Agent Train-Gate-Controller

�efirst time that the Train-Gate-Controller was considered in a multi-agent systems context was in the work
by van der Hoek et al []. A flaw with the paper, with respect to this current work, is that the paper was
concerned with looking at ATL properties on this model. As such, properties expressed in either CTL or
CTLK were clearly not given.

⁶�is property is attempting to express that starvation does not occur within the model
⁷�e properties in the paper are:

• specified with 2 and 3,

• presented in a hybrid Rebeca/logic/C-like notation

• based on the “bridge” model

I have re-written them here in the LTL style as used previously in this report, as well as adapting them to the “tunnel”
scenario.

⁸�is can really be seen as a liveness property, but the authors do not state this.
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Figure .: An automaton modelling a train from the Train-Gate-Controller model [, ]

�ework presented byKacprzak et al in [, , ] looks at building upon the work of van derHoek [],
but this time they attempt to present an interpreted systems formalism of the Train-Gate-Controller problem.
�eir approach is looking to use the Train-Gate-Controller example in unbounded model checking on multi-
agent sytems.

�eir work makes the assumption that the function of the controller is to ensure that two trains are never
in the tunnel at one time, and that trains “follow the lights diligently (i.e. they stop on red)”. In contrast to the
work of Alur and van der Hoek, the controller only transitions to the red state once a train enters the tunnel
(i.e. the controller is, by default, in the green state).

�e local states of the agent in the interpreted systems are as follows []:

Ltrain1
= {away1, wait1, tunnel1}

Ltrain2
= {away2, wait2, tunnel2}

Lcontroller = {red, green}

�e local states take the obvious meanings in the context. �e global state, as usual in the interpreted
systems, is comprised of all of the local states for each agent, i.e: G = Ltrain1

× Ltrain2
× Lcontroller. In the

scenario presented in [, , ] the initial state is taken to be: ι = (away1, green, away2).
�e local transition structures, with respect to the joint actions, for the two trains can be seen in fig. ..
Which agents are affected when a joint action takes place, along with their pre- and post-states enabling

that action, can be seen in table .. �e joint actions from the table ., can be very roughly translated as
follows:

• a1 representsT signalling the controller that it wishes to the enter the tunnel. (similarly for a4with
T).

• a2 corresponds to the joint action allowing T to enter the tunnel (again, similarly for a5).

• a3 is the joint action in which the train leaves, and signals to the controller (same as for a6 andT).

In [, ] attempt to devise epistemic propositions based on a single controller and two trains. �ey define
the following two propositional atoms: in_tunnel1 and in_tunnel2 (which take the obvious meanings), the
valuation function determining which states they hold as defined as:

• in_tunnel1 ∈ V(g) iff lT(g) = tunnel1 for g ∈ G

• in_tunnel2 ∈ V(g) iff lT(g) = tunnel1 for g ∈ G
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Figure .: �e local transition structures for the two trains and the controller []

Action Agent Pre-State Post-State

a1 train1 away1 wait1

a2
train1 wait1 tunnel1

controller green red

a3
train1 tunnel1 away1

controller red green

a4 train2 away2 wait2

a5
train2 wait2 tunnel2

controller green red

a6
train2 tunnel2 away2

controller red green

Figure .: Descriptions of Actions in the Train-Gate-Controller []
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Upon these propositional atoms, they then build the following formula:

. ϕ0 = ¬AX(¬in_tunnel1)
It is possible that the first train will be in the tunnel in the next state

. ϕ1 = AG(in_tunnel1 → Ktrain1
(¬in_tunnel2))

When the first train is in the tunnel, then it knows the second train is not in the tunnel

. ϕ2 = AG(¬in_tunnel1 → (¬Ktrain1
(in_tunnel2) ∧ ¬Ktrain1

(¬in_tunnel2)))
When the first train is not in the tunnel, it does not know if the other train is in the tunnel or not.

�e novel approach presented in [] is to build a parameterizedmodel, and a supporting formula, to see the
effective of attempting to verify properties exposed to “combinatorial explosion”. �ey generalise the property
ϕ2 with N trains:

ϕ2(N) = AG

(

¬in_tunnel1 →

(

¬Ktrain1

(

N
∧

i=2

¬in_tunneli

)

∧ ¬Ktrain1

(

N
∨

i=2

in_tunneli

)))

.
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Chapter 

Preliminaries

. Discussion on Prior art

Nearly all approaches to bounded model checking look at conversion of the model, and the property, to that of
the boolean satisfiability problem. �is is not an ideal solution; there is no obvious way to directly convert an
existing model checker using binary decision diagrams to the SAT problem without significant re-engineering.
Plus, this then adds an extra requirement for either an external SAT solver, or the implementation of one.
�is point is clearly illustrated, with the exception of NuSMV, by the distinct lack of existing model checkers
supporting both BDDmethods and a translation to SAT.

�e conversion to SAT also ignores a lot of optimisations, such as variable reordering, which have been
designed specifically formodel checking.�e research which has been put into optimising BDDbasedmethods
heavily eclipses that of the research for model checking methods based on SAT.

Another problem with a majority of the existing approaches to BMC is that (with the exception of the
unstated algorithm in []) they only deal with the falsification of properties. �is is not a favourable solution,
given that BDD based methods of satisfaction also enable the user to prove if a property is satisfiable.

When performing forward verification, as in Copty’s approach, we can be more intelligent. �e majority of
most symbolic model checkers perform forward verification, building up a reachable state space until a fixed
point is reached. An approach such as Copty’s, which takes this fixed point into consideration, is clearly a
preferable solution, as opposed to assuming that not finding a bug at a given depth is an indication that no bug
exists at any depth.

Approaches taken by NuSMV for invariant satisfaction, or the previously discussed BDD based bounded
model checking methods, only look at very simple properties – that is, properties which can be expressed
through the assignment of propositional atoms. NuSMV’s approach is to check if the reachable states are a
subset of the states in which the atom holds. In contrast, the BDD based BMC approaches of [, , ] look
at trying to falsify safety properties through the intersection of the reachable states and the error states, which
invalidate the safety property.

It should be immediately obvious that the full lexicon of expressible properties in a logic such as CTLK
cannot be expressed by simply providing themodel checker with a single state and then attempting a reachability
check.

. CUDDSpecifics

�eAPIprovides the functionality for quantification of variableswithin aBDD.�e functionExistsAbstract []
builds the following BDD, wherex, y and z are the BDDs representing the variables which we wish to quantify
with respect to:

Bh = ∃ (x, y, z)Bf

An implementation of the above quantification (using CUDD) can be seen in fig. . []. Conceptually,
ExistsAbstract (and the similar function Exists) use Shannon’s expression [] to construct the quantified
BDD:

f = (¬x ∧ f |x←0) ∨ (x ∧ f |x←1)
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�is quantification attempts to express if it is possible to make the BDD (representing the function f )Bf true
by an assignment of either false (right hand side) or true (left hand side) to the variable x.

f |x←b is a restriction upon the variable x, as used in the function f , to a value of b ∈ {0, 1}. �e BDD
for a restriction to 0 can be computed by removing the node n, representing the variable x, and redirecting all
incoming edges to succ0(n). A restriction to a 1 can be computed in the same way, but the incoming edges are
directed to succ1(n).

// build the extracted BDD xyz

BDD temp = x * y * z;

// h = there_exists(xyz)f

BDD h = f.ExistAbstract(temp);

Figure .: Existential quantification of variables within CUDD

. MCMAS Internals

�is section attempts to inform the reader of some implementation specifics which occur in the current version¹
of MCMAS.

.. Global Variables

�e following is a list of global variables which are used throughoutMCMAS’ code:

• BDD reach – the reachable states – a BDD representing the current reachable set of states

• BDDvector *v – the local states – a vector of BDDs, each describing an exact local state for each agent
(see previous part)

• BDDvector *pv² – the next states – a vector of BDDs, each describing a unique local state for an agent

• BDDvector *vRT – the transition relation – a per agentmapping between v and pv, constructed from the
conjunction of the protocol and the evolution function (both represented as BDDs).

• map<string, basic_agent *> *is_agents– the interpreted systems agents – an std::map of strings
(of agents’ names) to instances of agents.

• modal_formula_vector *is_formulae– the interpreted systems formulae– an std::vectorof all the
formulae, as given in the ISPL for that model.

.. Important Classes

Object

�is is a base class which the majority of classes extend – it is very similar to the Object class in Java. Impor-
tantly, the class includes a virtual to_string()method.

modal_formula : public Object

�is is the class which MCMAS uses to represent and store modal formulae. When the ISPL code is parsed
it generates modal_formula and stores them in the is_formulae vector.

¹Version ..
²“A boolean vector is an array of BDDs where each BDD represents one bit of an expression” []
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Variables

• unsigned char op –MCMAS does not support any kind of inheritance to distinguish between differ-
ent types of modal formulae. Each type of modal formula has an associated unsigned char value (e.g.
an atomic proposition is represented by 0, AG is represented by 10, and K is represented by 30).

• Object* obj[] – MCMAS uses this variable to store the “arguments” to the formula, for example
another modal_formula.

Methods

• BDD check_formula()– Checks the modal formula with respect to the current reach set. �e return
value is the BDD representing the set of states in which the formula holds.

• modal_formula * push_negations(int level) – “Pushes” negations down a certain number of
levels through the entire formula (e.g. using De Morgan’s Laws or re-writing formula with a leading
negation to use the dual). Returns a pointer to a new formula with pushed negations.

• bool is_ACTLK() – Checks if the given formula is in ACTLK.

• bool is_ECTLK() – As above, except for ECTLK.

basic_agent

Used to represent an agent withinMCMAS. Each agent has a respective: name (its name); vars (the variables
which comprise an agent’s local state); actions (the actions that agent can perform); protocol (which actions
can be performed in a given state); evolution (how an action affects an agent’s local state).

.. Satisfiability checking withinMCMAS

As stated in Section .., a model (M) satisfies a formula (ϕ) if the all the initial states (I) are included in the
set of states at which that formula holds. �at is:

M � ϕ iff I ⊆ JϕK

�is means that, to check the satisfiability of the formula ϕ, we can construct (and check the satisfiability
of ) the formula:

ι→ ϕ

where ι represents a propositional atom which is true at the initial states of the model only. �is implication
is implicitly true at all states except the initial ones (the antecedent is false, so the formula is true regardless of
the value of the consquent). MCMAS employs this method to easily check the satisfiability of a formula over
an entire model. If Jι→ ϕK is equal to reachable states (reach) we can deduce that the formulaϕ holds at the
initial states of the model.

More in-depth implementation specifics of MCMAS, including the construction of S (with the ex-
ceptionK), are not discussed here. �e reader is referred to [] [] for further information.
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. Models

MCMAS³ comes with a set of example models, the following four of which all have properties which are ex-
pressible inACTLK⁴. Some of the properties given below have been constructed, for this work, purely to adhere
to the logic ACTLK.

�eBit Transmission Problem

Imagine two processes, a sender S and a receiver R, who communicate over a possibly faulty communication
line. S continually sends a bit to R, until it receives an ack from R. R does nothing until it receives a bit from
S, and then infinitely sends an ack to R. If S receives the ack from R, then S knows R has received the bit.
Given that S does not acknowledge the ack, R will never know if S received the ack.

An expression such as this can be formalised in CTLK []:

IS � AG (recack→ KS (KR (bit = ) ∨KR (bit = )))

Lomuscio et al [] extended this model to include possible failures. �eir work added the following faults
to the receiver:

. �e protocol for the agent no longer enforces it to send an acknowledgement when it receives a message,
and

. It allows for the possibility that it can send an acknowledgement without previously receiving a message

ACTLK Properties �e property is true on the original BTP model, and false on the faulty model:

• ϕ1 – AF(K(Receiver,bit0) or K(Receiver,bit1))

�eDining Cryptographers

�eDining Cryptographers is a problem which was introduced by Chaum in  to illustrate the anonymous
sending of messages with unconditional send and recipient untraceability. �e idea is as follows: three cryp-
tographers are out for dinner and learn that their meal has already been paid for, but they desire to discover
who has paid – one of them, whilst staying anonymous, or their employer, the National Security Agency. �ey
devise the following protocol: each of the cryptographers flips a coin behind their menu so that only they and
the person to their right can see the output. �e cryptographers then announce if the two coins which they can
see (theirs and the one to their left) is the same or different. If one of the cryptographers has paid of the meal,
then he, or she, will announce the opposite to the difference of the coins that they can see. If an even number
of “same” the NSA has paid.

�is problem can be modelled as a multi-agent systems problem, where each of the cryptographers is an
agent and the environment encapsulates the values of the coins.�e environment non-deterministically chooses
if a cryptographer or theNSA has paid. A “cryptographer” agent has four local variables, one for each coin, one
stating if the coins are the same or different, and one saying if that agent has paid or not. �e protocol of each
agent determines if they should lie or not, given if they are the payer or not.

MCMAS can then be used to check if there is an odd number of “same”, which means that a cryptographer
has paid. If an agent has not paid, and there is an odd number of “same” utterances, then the agent knows that
someone paid, but he does not know who.

ACTLK Properties

• ϕ1 – AG((odd and !c1paid) -> (K(DinCrypt1, c2paid or c3paid)))– True

• ϕ2 – AG((odd and !c1paid) -> (K(DinCrypt1, c2paid or c3paid)) and (K(DinCrypt1, c2paid)
or K(DinCrypt1, c3paid)))– False

³As of version MCMAS ....
⁴Some of these do not have obvious translations to English.
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“Software Developement”

�e work of Lomuscio et al in [, ] presents a model based upon the composition of services based upon a
contract. �eir model contains seven agents: “a principal software provider (PSP), a software provider (SP),
a software client (C), an insurance company (I), a testing agency (T), a hardware supplier (H) and a technical
expert (E).”

�eir idea is as follows: �e client (C) wants a piece of software developed and deployed on a hardware
supplier (H) by the technical expert (E). �ere are two parties which are to provide the software; the principle
(PSP) and non-principle (SP) software providers. �e PSP performs software integration of its software with
SP’s when a deliverable is made, which it then sends to the testing agency (T) for testing. If the software passes
testing it is given to the insurance company (I) for the provision of software insurance. �e software is finally
handed over to the E, who deploys it on the H.

If any of the above parties deviate from the above (e.g C requires software changes which either PSP or SP
do not agree with, or the software fails in testing too many times) the contract is violated.

ACTLK Properties

• ϕ1 – A(HardwareSupplier_green U HardwareSupplier_end)– False –�e hardware supplier is
always in compliance until it has finished the contract.

�eBook Store

�is model is similar to the “software development model” found above, in as much as it deals with contract
violations. �e model contains two agents: a Purchaser and a Supplier.

�e Supplierwaits for an order from the purchaser and decides if it should accept, or rescind, the order.
�e agent then waits to receive the payment, which it can then accept or decline. �e “e-goods” (books) are
made available to the purchaser; if the purchaser is unhappy with the goods the supplier can offer a “remedy”
or a refund. If, at any stage, the supplier does not “follow protocol” (i.e. it performs terminate action) the
contract is violated.

�e Purchaser initiates a contract with the supplier, pays for the goods and downloads them. If the Pur-
chaser is unwilling to accept the goods it can return them to the Supplier. �e agent can violate the contract by
refusing to pay for the goods (by performing the terminate action).

ACTLK Properties

• ϕ1 – AF (K(Supplier, contract_success))– False –�e supplier, at some stage, knows that the
contract has ended successfully. �at is, both parties have adhered to the protocol and both goods and
payment have transferred hands. �is is violated at any stage, by either of the parties, by performing the
terminate action.

• ϕ2 – AG (payment_received -> AF(supplier_compliance)) – True – When the supplier re-
ceives the payment it complies with the rest of the transaction

• ϕ3 – AG (payment_received -> AF(AX(supplier_compliance)) – False – When the supplier
receives the payment from the next state⁵ it complies with the transaction.

• ϕ4 – AG ((supplier_compliance and purchaser_compliance) -> K(Supplier, AF contract_end))
– False – If both parties comply the supplier knows that eventually the contract will end (i.e. it will not
be prematurely terminated).

⁵In the previous property, supplier_compliance holds in the same state in which payment_received holds, which, when
using weak until, is true.
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Chapter 

Original Contributions

�is chapter outlines our contribution of an original algorithm for binary decision diagram based bounded
model checking. We include discussion of how such algorithm could be implemented within an existing model
checker. We look at the model checker for multi-agent systems –MCMAS.

Section . lays out an overall view of our approach, as well as the devised algorithm. We also include a
discussion of certain “variations on a theme”, displaying an element of flexibility within the method. In the final
part of this section we look at implementing this method into MCMAS.

In Section . we present a method for S, which supports the K operator. �is is a fundamental
requirement to our methods in the preceding section, when verifying epistemic logic in a bounded context. We
also include a BDD based implementation of S for MCMAS.

Section . covers an extension to the first method, further displaying the flexibility of the approach. We
show how the method can be distributed, requiring only limited changes to both the method and an imple-
mentation of that method.

Finally, in Section ., we conclude by setting forward a model which could be used to show the possible
benefits, and limitations, of each of these methods.

. BDDbased BMC

Our main algorithm (Algorithm ) performs an incremental state space generation, including a check at each
“depth”. We continue this process until either we find a counterexample to the original formula, or we reach a
fixed point in the state space.

.. BDD based BMCwith “early termination”

Algorithm  BDD-BMC(ψ : ACTLK F, I : I S, Trans : T R) :
B

: ϕ← ¬ψ {ϕ : ECLTK F}
: Reach← I {Reach : BDD}
: whileT do

: if Jι→ ϕK = Reach then
: return F {Counterexample to ACTLK formula found}
: end if

: Reach← Reach ∨ (Reach ∧Trans)
: if Reach Unchanged then
: break {Fixed point reached}

: end if

: end while

: return Jι→ ψK = Reach

Conceptually, whilst similar to both Cabodi’s approach (of Algorithm ) and Copty’s approach (of Algo-
rithm ), ours differs significantly in one major way. Both of the original BDD based BMC methods merely
performed a set intersection between either the reach set (Algorithm ) or the frontier set (Algorithm ) of
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states with a target error state. In comparison, the algorithm we set forward here performs a full satisfiability
check (as per Section ..) on the whole state space.

It can be seen that our approach is more flexible, and expressive, given that it is possible to express more
properties than a single error state can describe. A striking difference between our algorithm and Copty’s is
that our algorithm keeps a BDD based representation of the entire reachable state space (the variable Reach in
the above), whilst Copty’s implementation only keeps the current frontier set of states.

�e Algorithm () presented has two “exit” points: lines  and . �e first of which is the case that the
algorithm has found a counterexample to ψ – this is what we refer to as “early termination”. �is is due to
the fact that, as soon as we find the counterexample to the ACTLK formula, we are able to return early (i.e.
terminate the algorithm) and no longer have to continue building a reachable state space. �e second exit point
(line ) is only accessible if we break the main loop body (line ). �e terminating condition for the loop
is that we have reached a fixed point in the state space, i.e. the set of next states generated is the same as the
previous set of next states (we are adding nothing “new” to the Reach set).

To calculate the next Reach set (line ) we initially generate only the set of “next” states. �ese are the
states which are reachable one step away from the current reachable states set (i.e. with one application of the
transition relation). We can construct these states from the conjunction of transition relation and the current
reach set. �e disjunction of these “next” states with the current reachable states results in the next set of
reachable states (at a BMC depth of k + 1, with k applications of the transition relation).

In the actual implementation, the set of next states is stored in a temporary variable (at function, not loop,
scope), allowing us to easily determine when a fixed point has been reached. If the previous, and the current,
set of next states are the same, then the algorithm can no longer find any new reachable states (the next set is a
subset of the reachable states), and, as such, fixed point has been reached.

.. Variations on BDD-BMC

Checking the satisfiability of Jι → ϕK at each successive depth is not a “free” operation. �is calculation may
consume additional memory resources above and beyond the cost of only building the reachable states. �is is
an unwanted overhead when compared to performing non-bounded¹ BDD based model checking.

Also, the calculation of the set of satisfiable states is not an instantaneous process – this results in a time
penalty at each depth. Again, this is an overhead not exhibited by non-bounded model checking.

In an attempt to alleviate the space/time penalty of checking at each successive bound, heuristics can be used
to decide if a check should be performed at a specific bound. �is procedure is highlighted in Algorithm .

It can be seen on Line  that we only perform the satisfiability check when the heuristic is satisfied.

Examples of possible heuristics for selecting when to check for satisfaction include:

• Different size increments – our original implementation did a check at every bound; alternatively it could
be performed after a certain number of iterations (e.g. at every 10th depth i.e k%10 == 0).

• “One shot” – see Section .

• Number of states – the satisfaction check could be guarded on the number of reachable (or next) states
exceeding a certain threshold

• Memory used – similar to above, except the guard is on the memory used to hold the reachable state

• Time consumed – rather than checking on a depth bound, the check could be performed after a variable
unit of time

¹When we refer to non-bounded model checking we refer to MCMAS’ default behaviour of building up the state space
until a fixed point is reached. Only once a fixed point is reached is a single satisfiability check performed. �is is not the
same as unbounded model checking []
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Algorithm  H-BDD-BMC(ψ : ACTLK F, I : I S, Trans : T
R, Heuristic) : S× B

: ϕ← ¬ψ {ϕ : ECLTK F}
: Reach← I {Reach : BDD}
: whileT do

: if Heuristicmet then
: if Jι→ ϕK = Reach then
: return H × F

: end if

: end if

: Reach← Reach ∨ (Reach ∧Trans)
: if Reach Unchanged then
: break

: end if

: end while

: return F × Jι→ ψK = Reach

“One shot” BMC

�esecondmethod of BMCwehave implemented is BMCwith a “one shot“ heuristic (Algorithm). �e crux
of this approach is, rather than checking Jι → ϕK against the current reachable states at every depth, we build up
the reachable states to the given “one shot” depth – and only then do we compare Jι→ ϕK against the reachable
states. If the model satisfies ϕ at the one shot depth the algorithm returns false (ϕ is the counterexample). If
we are unable to satisfy the negation we return true, although this could possibly be an incomplete result, as we
have not built up all of the states.

Algorithm  “O ” BMC(ψ : ACTLK F, I : I S, Trans : T R-

, OneShotBound : ) : S× B

: ϕ← ¬ψ {ϕ : ECLTK F}
: Reach← I {Reach : BDD}
: for k ← 0 to OneShotBound do
: Reach← Reach ∨ (Reach ∧Trans)
: if Reach Unchanged then
: return F   : Jι→ ψK = Reach
: end if

: end for

: return O   : Jι→ ϕK = Reach

�e method employed in Algorithm  differs significantly from that of Algorithm . �e original algo-
rithm will only terminate once a complete result has been found (either from reaching a fixed point or from
finding a counterexample). �e “one shot” BMC , as presented here, may return an incomplete (and useless)
result. As discussed previously, the motivation for this approach is that the calculation of Jι → ϕK at each
depth is not a “free” operation; it can affect the amount of memory used by the model checker. (In MCMAS’
case, this is the size of CUDD’s cache). �is results in a memory increase which is not displayed in “regular”
verification. �is algorithm avoids this overhead by only calculating the satisfiability set once, and then exiting.

�e implementation of this algorithm is not supposed to be “used” directly by a user, due to the possibility
of returning a false positive. Instead, we have developed a wrapper script to MCMAS which attempts an
iterative depth approach to verification of a given model. When one instance of MCMAS finishes we regain
all of the memory used by that instance. �en, when a new instance of MCMAS is launched, we start with a
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“fresh” CUDD cache. �is implementation is intended to overcome the memory overhead of our first method,
but does this at the expense of time. Each time we start with a deeper one shot bound we have to effectively
recalculate the set of reachable states, which may have already been calculated by the previous instance.

.. An Implementation

�e remainder of this section discusses an actual implementation of our algorithm into MCMAS.�e devel-
oped code can be found in Appexdix A.

In the following we attempt to outline the significant additions to the MCMAS code base to implement
bounded model checking:

• New Types (Figure A.) and New Globals (Figure A.) – For efficiency, rather than calculating an
ECTLK formula from a ACTLK each time, we keep a pair of both types of formulae, which allows us
to easily change between the two.

• Conversion ofACTLKtoECTLK(FigureA.)–We convert from anACTLK formula to anECTLK
one by construction of the negation of the ACTLK formula and then “pushing” the negations through.
We extended the push_negations function to support re-writing a negated K modality to that of a K
modality.

• Checking the ECTLK formulae (Figure A.) –�e original MCMAS implementation iterated over
the is_formulae vector. In an attempt to reduce the effect our code had on the original implementation,
we added a function which iterated over the bmc_formulae vector.

• Implementing Algorithm : Part  (Figure A.) – In this Figure we outline our implementation of
Lines  –  from the original algorithm. �emain difference between the algorithm and the implemen-
tation is that, rather than a “while true”, our loop is guarded on still having formulae to check.

• ImplementingAlgorithm: Part  (FigureA.) –Our implementation terminates with Line  from
the algorithm. We print out all of the formulae for which we have found counterexamples; any remaining
formulae are checked with the original check_formulae function.
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. S
�e heart of bounded model checking lies in being able to satisfy an existential formula, without the require-
ment of having a representation of the entire state space which calculating the satisfaction of a universal formula
would require. Model checking the existential fragment of CTLK (ECTLK) can follow the same procedures
as for model checking ECTL (Algorithm ), but with the addition of checking the dual of K;K.

One possible way of calculating the satisfiability of a KA(ϕ), would be to evaluate ¬KA(¬ϕ)
using Algorithm . Although this would be a feasible strategy it has the disadvantage that it pays an overhead
to perform two negations, as well as being a rather inelegant solution.

A preferable way of calculating this procedure would be to provide, and implement, a direct method for
S which is not dependent upon S.

Conceptually, our method for satisfaction of formulae of the formKA(ϕ) can be seen in algorithm .
To find the set of states in which the previous formula holds, we first calculate the set of states in whichϕ holds.
Next, we utilise the relation pre


for the given agent, which returns the set of all global states in which the local

state for the agent is invariant (∼i, as per Algorithm ).

Algorithm  S(ϕ : F, i : A) : set of S

: X← S(ϕ)
: Y← pre


(X, i)

: return Y

.. BDD based S

�e first stage towards making a BDD based S is to be able to easily locate, and represent, the reachable
states for which the local states are invariant for a given agent. �e process for calculating these states can be
seen in figure ., showing a simplified² project_local_statemethod.

BDD basic_agent::project_local_state(BDD *state, BDDvector* v)

{

BDD tmp = bddmgr->bddOne();

// For all of the state variables before the agent ...

for (int j = 0; j < get_var_index_start(); j++)

{

// ‘‘and’’ them on

tmp = tmp * (*v)[j];

}

// and after the agent ...

for (int j = get_var_index_end() + 1; j < v->count(); j++)

{

// ‘‘and’’ them on

tmp = tmp * (*v)[j];

}

return state->ExistAbstract(tmp);

}

Figure .: �e simplified project_local_statemethod

²�e actual implementation does not differ much, but it also has to quantify over the set of global observable variables
and, as these have not been discussed previously, they have been omitted for clarity
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�is method is in the basic_agent class, which is MCMAS’s lowest encapsulation of agent. �e two
methods get_var_index_start and get_var_index_end return the first and last index, respectively, into
the vector of states (v) for that agent. A temporary BDD temp is constructed from the conjunction of all the
other state variables for all the other agents in the system. Finally, the BDD representing a quantification of
these states is constructed and returned.

�e BDD returned from project_local_state is, in essence, a BDD representing only the local states
for the agent, with all of the other states in v being set to “don’t cares”³.

BDD get_nK_states(BDD *state, string name)

{

// Look up the agent from its name

basic_agent *agent = (*is_agents)[name];

// Project the local state over [[phi]]

BDD localstate = agent->project_local_state(state, v);

// ‘‘and’’ that state over the reachable states

return reach * localstate;

}

Figure .: �e global function get_nK_states

�e function in figure . builds upon the previous method – it takes the set of the states, JϕK (the first
argument, state), and a unique ID for the agent (string agent). Once a reference to the agent is found from
is_agents, the BDD representing the local state for that agent is constructed, which is subsequently ed
with the set of reachable states. �e resulting BDD represents the set of all reachable states in which the local

state is indistinguishable from a local state in JϕK for the given agent.
Figure . displays our additions to a skeleton modal_formula::check_formula().�e integer constant

50 (stored in op, Section ..) is the formula identifier which MCMAS uses to represent formula of the kind
KA(ϕ).

�e “arguments” to the formula K, A and ϕ are stored in the obj local variable. obj[0] is a pointer
to agent class for A, whilst obj[1] is a pointer to the modal formula representing ϕ.

³In the spirit of Karnaugh maps
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BDD modal_formula::check_formula()

{

// Returns a BDD encoding the set of states

// in which the current formula is true

BDD result, af;

string name;

Object *id;

switch (op)

{

/*******************************************************************

* SNIP

* *****************************************************************/

case 50: // KB

{

// id is the identity of an agent

id = ((modal_formula*) obj[0])->get_operand(0);

// Name is the name of agent

name = ((atomic_proposition *) id)->get_proposition();

// af is the set of reachable states in which the formula holds

af = ((modal_formula*) obj[1])->check_formula();

// result is the reachable states which are

// indistinguishable for agent name

result = get_nK_states(&af, name);

break;

}

/*******************************************************************

* SNIP

* *****************************************************************/

}

return result;

}

Figure .: A reduced check_formulamethod





. DistributedVerification of ACTLK

�is section presents an extension to our algorithm in Section . in which we demonstrate how the technique
can be distributed in an attempt to utilise the available resources in a disjoint memory architecture. Our work
builds on the ideas of Iyer et al in [] but, rather that just hunting for bugs, we can also show correctness of the
system under verification. We display a technique of using a Java based “wrapper” for MCMAS that enables
the model checker to work in a networked fashion, using multiple hosts in a grid to both reduce the time taken
and the memory used for verification.

.. �e key idea of grid based BDD-BMC

Our approach uses amethod of state space partitioning to allow formultiple “hosts” to perform boundedmodel
checking on different areas of the state space. �emain consideration for this approach is in checking invariant
properties, expressing that a given condition must hold at every state in the reachable set.

Invariant properties in CTLK containAG as the topmost connective in the parse tree. �e simplistic parse
tree, for the formulaAG(ϕ), can be seen in Figure .. �is formula will be satisfied from the initial state if, at
every reachable state, ϕ holds.

AG

ϕ

Figure .: �e parse tree for AG(ϕ)

Our method places an extra restriction upon the logic ACTLK, stating thatAG is at the top – we refer to
this asACTLK. �e construction of the formula beneath this connective remains unaffected (we allow regular
ACTLK formula). �e falsification of a formula can be displayed by finding a single reachable state (from the
initial state) in which the property beneathAG is no longer satisfied. We have previously shown that NuSMV
supports “on the fly” checking of invariant properties in a very similar way (Section ..).

In a Kripke model, the transition relation is transitive; we deduce here that the reachability between two
states is also transitive (if a state s1 is reachable from s0, and s2 from s1, then s2 is reachable from s0).

We translate the problem of falsifying AG(ϕ) in the initial state, from finding a single reachable state in
which ¬ϕ holds, to finding a reachable state in which AG(ϕ) does not hold. �at is, we find a reachable state
in which EF(¬ϕ) holds.

We use Iyer’s terminology of “seed states” to represent the different reachable states in which we attempt to
show the falsifiability of AG(ϕ).

.. Outline of grid based BDD-BMC

In the design approach we have taken for this algorithmwe have two types of hosts: a singlemaster andmultiple
slaves. �e single master instance performs initial verification and seed generation. After this, the node acts
solely as a “co-ordination host” between the multiple slaves.

Our method works in three stages:

Fixed Depth BMC – Initially, we perform a heuristics based approach to BMC – we check the satisfiability
of Jι→ EF(¬ϕ)K at every depth, attempting to find a counterexample, until a predetermined depth.

Generate Seed States –Once the given depth has been exceeded, each unique state in the frontier set of next
states is recorded in a way which makes them amenable to either network transfer or to storage to a
backing device.
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Parallel Seed BMC – Parallel BMC solvers search for a counterexample (Algorithm ), each starting with a
different frontier state.

�e first two stages in the above are only performed on the master instance, after which all of the compu-
tational work load is offloaded to the slaves.

Although, as we have presented it here, the master only performs BMC up to a specific depth, our method
allows us to be much more flexible in our approach. Realistically, we can use any heuristic – for instance, seeds
can be generated when:

• �e memory used to represent the reach set becomes too large (e.g. it reaches the maximum memory of
the machine, which would mean that the swapping of the program’s memory to disc would soon occur)

• �e number of states in the “next” set exceeds a threshold (e.g. the state threshold could be related to the
number of nodes in the grid)

• �e time taken to calculate Jι→ EF(¬ϕ)K on the current reach exceeds a certain value

.. Uniqueness of the Approach

�euniqueness of our approach hinges on attempting falsification in a concurrent way between multiple hosts.
Once the initial phase has terminated, and the seed states have been generated (fig. .), themaster instance can
then disseminate each of the seed states between the nodes. If there are more seed states than slaves, themaster
instance can re-allocate a slave with a new seed state once it has completed its original processing. �e slaves
all use Algorithm , which proceeds until either a counterexample is reached or a fixed point is established.
�is means that the slaves can return two results: false or maybe true. Algorithm  takes an initial state as an
argument here; where this algorithm is utilised in a slave, the initial state is the seed state allocated to that slave.
�e final line of the algorithm Line  is replaced with Jι → ϕK 6= Reach such that, when a seed state has
zero successors, the slave returns maybe true.

ϕstart

ϕ ϕ ϕ

Depth k

Figure .: �e initial state of seeded BMC, up to a seed depth of k (k = 1). “Dashed” states represent the set
of seed states.

A return of false from a single slave means that a counterexample has been found from the seed state to
which it was allocated. As previously stated, not only are the seed states reachable from the initial state (by
construction), but the state in the seed tree which invalidated the property is also reachable (represented by
“Seed ” in fig. .). When a slave instance informs the master that a counterexample has been found, the
master can then “kill off ” the other slave instances, reducing the over-processing. It is then possible for the
master instance to return a definite value of false to the user. Unlike regular BMC, which finds the minimum
counterexample, seeded BMC may not find the most optimal counterexample, given that the execution trace
found in the node could be longer.
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Seed  Seed  Seed 

Depth k

ϕ

ϕstart ϕstart ϕstart

ϕ ϕ ϕ ϕ ϕ¬ϕ

Figure .: Seeded BMC in which one of the slave instances (starting from Seed ) can falsify the property

In contrast, a slave returningmaybe truemeans that the slave cannot falsify the property from its given seed
state. �is is not a complete indication of the actual result of the verification process. It is possible that the
selected seed for that slave may not have a reachable state which violates the invariant property (it may not have
any reachable states).

�e flip side to this is if all results from the seeds return this value (fig. .). From this we can see that, from
all of the seed states, the property cannot be falsified. �is, in conjunction with the initial check by the master
instance performed (up to the generation depth), ensures that the invariant is satisfied on the whole model.
From this we are able to deduce that, from all reachable states from the initial state, a violation of the invariant
cannot be found. As such, the verifier can return a definite answer of true to the user.

Seed  Seed  Seed 

Depth k

ϕ

ϕstart ϕstart ϕstart

ϕ ϕ ϕ ϕ ϕϕ

Figure .: Seed BMC in which all of the slaves returnmaybe true

.. DistributingMCMAS

Wehave developed a frameworkwhich can be used as an extension toMCMAS, allowing for easy distribution.
Our framework is not directly tied to themodel checker – it acts as a wrapper to themodel checker, allowing for
communication between the master and slave instances. Our approach can be utilised across different model
checkers, providing that they return output in a specific format.

We use a networked file system which is common to all of the nodes of the system. �is allows for easy
transfer of data (the model and the initial states) between different hosts.
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MCMAS was extended to take some parameters, the first of which is a flag specifying if it should be
launched as either a master or a slave. If we are launching a master instance we provide it with a directory
which it uses to store the seeds, as well as the depth to which it should perform BMC until the seed states are
generated. �e only extra argument the slave takes is a file which it should use as the initial seed state.

It can be seen that this method requires the model checker to be able to save, and retrieve, states from disk.
�eDDDMPLibrary [], which works with CUDD, defines file formats which can be used for the storage of
BDDs. We use this library in both the master and the slave. �e slaves use Algorithm , which already takes
an initial state from which it should start the state space traversal – conventionally, MCMAS would pass the
initial state specified in the model. We now pass the seed state as the initial state, as specified in the arguments
to MCMAS (Figure .). �e master iterates over all of the states in the current frontier set, writing each of
them to the given directory, and then exits. �is is highlighted in Figure ., which generates the seeds when
BMC reaches the specified depth.

// DDDMP specifics

Dddmp_VarMatchType varmatchmode = DDDMP_VAR_MATCHIDS;

Dddmp_VarInfoType varoutinfo = DDDMP_VARIDS;

// Parse the file name

char filename[100];

strcpy(filename, initbddfile.c_str());

// Load the seed state

DdNode* b;

b = Dddmp_cuddBddLoad(bddmgr->getManager(), varmatchmode , NULL,

NULL, NULL, DDDMP_MODE_DEFAULT, filename, NULL);

// Construct a BDD representing this state

BDD temp(bddmgr, b);

// Assign the state to both initial states

// and the initial reach states

in_st = temp;

reach = temp;

// BMC continues as previously ...

Figure .: �e internals of the “slave” instance to load the given seed state

Our Java wrapper contains Slave and Master classes, each of which provide an interface to the two types
of MCMAS instances. �e master acts as coordinator to the whole process – performing the initial BMC and
assigning states in an iterative manner to each of the slaves, until a desired result is reached.

�e slave instances connect to a given master and await information pertaining to the seed state, which
they should use. After a slave has completed BMC from the given slave it conveys the result of the verification,
including statistics such as memory use, back to the master.

When a slave indicates to the master that it has found a counterexample for its seed state, the master then
“terminates” all of the other slaves, causing the verification of the other seed states to halt. We implement this
in a basic way by closing all of the sockets used by the slaves to communicated with the master. Exception
handling for a closed socket is used on the slave, terminating the execution of MCMAS and exiting the Java
process when this exception is detected.

A sequence diagram displaying the whole process can be seen in Figure ..
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// k is the current BMC depth the algorithm has explored to

// If we reach the seed depth, and still have formulae to falsify

if (k == seed_depth && !bmc_formulae->empty())

{

// DDDMP specifics

Dddmp_VarMatchType varmatchmode = DDDMP_VAR_MATCHIDS;

Dddmp_VarInfoType varoutinfo = DDDMP_VARIDS;

int status = 0;

// Identifier for each state

int state_iter = 0;

// While we still have next states

while (nextstates != bddmgr->bddZero())

{

// Pick a random node, which is the state in v,

// from the set of next states

BDD singlenextstate = nextstates.PickOneMinterm(*v);

// If the state we’ve chosen _isn’t_ valid, then skip over it

if (!is_valid_state(singlenextstate , *v) continue;

// Otherwise

// Set up the file name

sprintf(filename, "%s/state_%04d.out", working_directory,

state_iter);

// Get the decision diagram representing that node

DdNode* a = singlenextstate.getNode();

// Write the it out to a file

status = Dddmp_cuddBddStore(bddmgr->getManager(), NULL, a, NULL,

NULL, DDDMP_MODE_TEXT , varoutinfo, filename, NULL);

// Check if we were unable to write the node out

if (status != 1)

{

cout << "DDDMP failed: ";

cout << "we were unable to write the node to a file";

cout.flush();

exit(-1);

}

// Remove the current state from the set of next states (set minus)

nextstates -= singlenextstate;

// Increment our state identifier

++state_iter;

}

}

Figure .: �e internals of the “master” instance to save the next set of states to a file
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:MCMASMaster

Check BMC

Iterate To Seed DepthIterate To Seed Depth

GenerateSeeds

:MCMASSlave :MCMASSlave

Initialise

Connect

ISPL Model

Initialise

Connect

ISPL Model

Use Seed

Check BMC

Iterate DepthIterate Depth

result

Use Seed

Check BMC

Iterate DepthIterate Depth

result

Iterate SeedsIterate Seeds

Figure .: Sequence diagram for the distributed bounded model checking of CTLK
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.. Consideration of other connectives

Althoughwe originally placed a restriction of ACTLK such thatAG was the top level connective, it is possible
to extend our scheme to also supportAF.

�e immediate problem of a seed based approach to bounded model checking, with respect to an AF

formula, is that it is possible to find a counterexample to the original formula from a seed state – even though
the formula is true from the initial state.

For example, if we take a model in which, from the initial state,AX(ϕ) holds – then, from the same initial
state, AF(ϕ) holds (i.e. ϕ ∈ L(s)⇔R(ι, s)).

Attempting to falsify the original property by checking the satisfaction ofEG(¬ϕ), as per the initial stage of
our distributed method for this initial state, will not succeed. When BMC cannot satisfy an ECTLK formula,
the algorithm continues under the assumption that it has not yet considered enough states to find a counterex-
ample. But, in this situation, AF(ϕ) is true, so will continue until the full state space has been explored and a
fixed point is reached.

Prior to reaching the fixed point, the distributed version of BMC will reach the depth at which the seed
states should be generated, and seeded BMC will begin. Attempting to find a counterexample with EG(¬ϕ)
will now be true at every seed state (because transition relation is serial), resulting in an incorrect result. (Our
algorithm will assume that the counterexample would also be valid from the initial state and return false).

�is situation can be avoided by modifying the initial bounded check, as performed by the master. A final
check, prior to generating the seed states, can be performed to check the satisfaction of AF(ϕ) and, if it is
satisfied on the current truncated model, returns true to the user and does not continue with seeded BMC.

If we are unable to satisfy this extra check, we generate seeds such that they are the final state in a path
through the model along which ϕ is never satisfied. If, from such seed, we are able to find a path witnessing
EG(¬ϕ) (representing a k-loop), then a path starting from the original initial state, which passes through this
state and includes the loop, is an infinite path uponwhichϕ is never satisfied. �is path is then a counterexample
to the original formula which exists in the full model.

. A scalable model

To allow us to effectively investigate the efficiency of our BMC implementation we required not only a scalable
model. �e model also required the existence of meaningful and expressible properties which could be falsified
at a variable depth but, under certain parameters to the model, could equally be true.

�e resulting model is one which builds on Kacprazak’s parameterisedmodel of [] allowing for a variable
number of agents in the system. Inspiration for the design of the new model was also taken from [], in as
much as this work was the catalyst for designing a possibly faultymulti-agent system.

Ourmodel is a combination of these two factors, in the context of theTrain-Gate-Controllermodel (§..).
Where it is necessary to make a distinction between the original model and our newmodel, our model shall be
referred to as the faulty train-gate-controller.

.. �e Faulty Controller

We scale the number of agents by allowing the controller to handle the merging of an arbitrary number of
tracks into a single track in the tunnel. An automaton displaying the new behaviour can be seen in figure .;
the descriptions of the transitions, including assignments and required preconditions from this automaton, are
shown in table ..

Note to the reader: �e protocol for an agent in a given local state can be inferred from the given precon-
ditions for each possible action in that state.

In a faulty model with N trains the controller contains N c5 edges (table .), each of which is the transi-
tion of a different train entering the tunnel. �is is represented in the table with the unquantified “?” variable.
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c2

c3

c1 c4, c5

Figure .: An automaton modelling the controller in the faulty Train-Gate-Controller model

Label Action Assignments Preconditions

c1  i++ i < 2

c2 _ i = 2

c3  train?_waiting := true Train?.action = 

c4 

c5 _ i := 0 Train?.action = 

train?_waiting := false train?_waiting = true

Figure .: Descriptions of actions of the controller in the faulty Train-Gate-Controller model

In comparison to the original train-gate-controller, where both of the actions enter and exit were joint actions
for the controller and a train, in our faulty model we only have the per-train joint action enter.

�e controller has been extended to function under the assumption that trains take at most two syn-
chronous system evolutions to leave the tunnel. �is is represented by the guard on the action c2, and the
additional  action c1. �is guard only enables the transition back to the green state when a counter, repre-
senting the number of evolutions since the first train entered the tunnel, has exceeded the threshold of two.

.. �e Faulty Train

Wehave adapted the trains from the original model, such that they now contain a  and a  action.
�e trains also contain an additional service counter representing the number of synchronous system evolutions
they have performed since they were last serviced. �e service action resets the service counter to zero, whilst
the break action occurs when a fault occurs in the train. Faults occur in trains when they are not serviced
regularly enough, i.e. the service counter exceeds a predefined threshold, and can only be exhibited when the
train is in the tunnel. An automaton displaying the state transitions for this faulty train model can be seen in
figure .. �e trains also contain a max counter, which, once the service counter reaches this value, forces a
train to perform the service action⁴.

We have modelled the faulty system with  types of trains:

• Type  – Faulty – table . – Once the service counter exceeds the breaking threshold the trains can
non-deterministically break in the tunnel. Once a train has broken in the tunnel it is unable to repair
itself and is in the tunnel for the rest of the run of that system. If the service counter reaches themaximum
counter the train can no longer non-deterministically choose the leave action and definitely breaks.

• Type  – Faulty – table . – Same as type , with the exception that all the non-deterministic break
action allows is for the train to get “stuck” in the tunnel for a single evolution. �e train can break an infi-
nite number of times (displaying the behaviour of always being in the tunnel), or can eventually perform
the leave action.

⁴�is can be seen as similar to “aircraft maintenance checks” [], where a plane requires a set of a mandatory “checks”
after a certain number of flight hours. �is is still only a preventative measure and not a guarantee that no fault will occur
before this.
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Figure .: An automaton modelling a train from the faulty Train-Gate-Controller model

• Type  – Correct – table . – Trains can never perform the break action; the only action that can be
performed in the tunnel is the leave action. �is is the same behaviour for the trains as in the original
system [].

�e tables for the descriptions of the actions of the three types of faulty train allow for implicit requirements
for some actions to take place. For example, we require that, once the service counter reaches the maximum
counter that the train is serviced, this requirement is modelled by the subsumption of the preconditions of the
transition t2 by those of transition t1 in table .. �e action  can only be performed when the service
counter is strictly less than the maximum counter; this means that the only action which is allowed by the
protocol from this state is the  action. A second example of this is the requirement that a train must

break if it is in the tunnel and the service counter reaches the maximum counter – again, this can be seen in the
subsumption of the preconditions of the transition t8 by transition t7 (table .).

Label Action Assignments Preconditions

t1  servicecount := 0

t2  servicecount++ servicecount < maxcounter

t3  servicecount := 0

t4  servicecount++ servicecount < maxcounter

t5  servicecount++ servicecount < maxcounter
Controller.action = _

? = this

t6  broken = true

t7  broken := true broken = false
servicecount ≥ threshold

t8  servicecount++ broken = false
servicecount < maxcounter

Figure .: Descriptions of actions for a type  faulty train

.. Specifications

To display the effectiveness (or possible ineffectiveness) of our BMC implementation, we need to be able to
specify properties upon themodel which can be falsified in amodel with faulty trains (i.e. trains of the type  or
). �ese are properties which, if evaluated on a model with correct trains (i.e. type ), should not be falsifiable
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Label Action Assignments Preconditions

t6 Removed

t7  servicecount ≥ threshold

t8  servicecount++

Figure .: Descriptions of actions for a type  faulty train

Label Action Assignments Preconditons

t1  servicecount := 0

t2  servicecount++ servicecount < maxcounter

t3  servicecount := 0

t4  servicecount++ servicecount < maxcounter

t5  servicecount++ servicecount < maxcounter
Controller.action = _

? = this

t6 Removed

t7 Removed

t8  servicecount++

Figure .: Descriptions of actions for a working train

(i.e. they should be satisfiable in the model).
It should be clear to the reader that a faulty controller, when used in a model with faulty trains, may allow

extra trains to enter the tunnel even though there is still another train currently occupying it (e.g. A train of
type  enters and subsequently breaks in the tunnel. Two synchronous evolutions occur - the controller then
moves into the green state and allows another train to also enter).

We feel compelled to point out to the reader at this point that neither our faulty controller model, nor the
bounded model checking which has yet to be presented, support any kind of notation. �is means that the
starvation property from [] cannot be used as it would be false both in a model with faulty, and a model with
correct, trains.

�e following formulae are described in a model containing two trains,T1 andT2. �e proposi-
tional atomsT1__ andT2__ hold iff the local state for agent equals the tunnel.
�e formulae ϕ2 to ϕ5 can be constructed pairwise with each unique pair of agents within the system.

Formula  (ϕ1) “�ere always exists a future state in which the train no longer occupies the tunnel”

ACTLK = AG (AF (¬T1__))

ECTLK = ¬EF (EG (T1__))

ISPL = AG(AF(!train1_in_tunnel));

Formula  (ϕ2) Mutual Exclusion: “Two trains never occupy the tunnel at the same time”⁵

ACTLK = AG (¬T1__ ∨ ¬T2__)

ECTLK = ¬EF (T1__ ∧ T2__)

ISPL = AG((!train1_in_tunnel or !train2_in_tunnel))

⁵�is formula could be written in a more intuitive way as, AG¬ (T1__ ∧ T2__) [].
We have used DeMorgan’s law to present a specification which adheres to the requirement that, in ACTLK, negation may
only appear in front of atoms.
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Formula  (ϕ3) “When a train is in the tunnel it knows that another train is not”⁶

ACTLK = AG (T1__→ KT1
(¬T2__))

ECTLK = ¬EF
(

T1__ ∧ KT1
(T2__)

)

ISPL = AG(train1_in_tunnel -> K(Train1, (!train2_in_tunnel)));

Formula  (ϕ4) “Trains always know that they have exclusive use of the tunnel”

ACTLK = AG (KT1
(¬T1__ ∨ ¬T2__))

ECTLK = ¬EF
(

KT1
(T1__ ∧ T2__)

)

ISPL = AG(K(Train1, (!train1_in_tunnel or !train2_in_tunnel)));

Formula  (ϕ5) “Trains are aware that there is a gap between leaving and the next train entering the
tunnel”⁷

ACTLK = AG (T1__→ KT1
(AX (¬T2__)))

ECTLK = ¬EF
(

T1__ ∧ KT1
(EX (T2__))

)

ISPL = AG(train1_in_tunnel -> K(Train1, AX(!train2_in_tunnel)));

Parameterised �e formulae ϕ3 and ϕ5 can be parameterised in a similar way to [], for a system
composed of N trains:

“When a train is in the tunnel, it knows that no other train in the whole system is in the tunnel”

ϕ3(N) = AG

(

Ti__→ KTi

(

i−1
∧

j=1
¬Tj__ ∧

N
∧

j=i+1
¬Tj__

))

“When a train is in the tunnel it knows that no other train in the whole system will enter the tunnel in the
next evolution”

ϕ5(N) = AG

(

Ti__→ KTi

(

i−1
∧

j=1
AX

(

¬Tj__

)

∧

N
∧

j=i+1
AX

(

¬Tj__

)))

We have developed an “ISPL generator” for this model, allowing us to generate models of an arbitrary size
containing a configurable number of any of the three types of trains, with a configurable breaking depth. �e
generator creates all of the formulae discussed here. In these models the controller is modelled as part of the
environment.

Auto generated ISPL code for a controller (modelled by the environment) in a train-gate-controller model
with 2 trains, a maxcounter of 20 and breakingdepth of 10 can be found in Figure .. �e generated
ISPL for a type  faulty train, in the same model, can be found in Figure ..

⁶Similar to α1 from [].
⁷Or, “trains are aware that the controller allows for a gap between one train leaving and the next entering”.
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Agent Environment

Vars:

lights : { red, green };

train1_waiting : boolean;

train2_waiting : boolean;

counter : 0..2;

end Vars

Actions = { enter1, enter2, idle };

Protocol:

lights = green and train1_waiting = true : { enter1 };

lights = green and train2_waiting = true : { enter2 };

Other: { idle };

end Protocol

Evolution:

counter = counter + 1 if counter < 2 and lights = red;

lights = green and counter = 0 if counter = 2 and lights = red;

lights = red and train1_waiting = false if

train1_waiting = true and lights = green and

Action = enter1 and Train1.Action = enter;

lights = red and train2_waiting = false if

train2_waiting = true and

lights = green and Action = enter2 and Train2.Action = enter;

train1_waiting = true if Action = idle and Train1.Action = signal;

train2_waiting = true if Action = idle and Train2.Action = signal;

end Evolution

end Agent

Figure .: An example “controller” environment
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Agent Train1

Vars:

state : { wait, tunnel, away };

serviced : 0..20;

broken : boolean;

end Vars

Actions = { signal, enter, leave, back, service, break };

Protocol:

serviced = 20 and (state = away or state = wait) : { service };

state = wait and serviced < 20 : { signal, service, enter };

-- Trains work correctly if the non-deterministic

-- break action is removed. Replace the following lines:

state = tunnel and serviced < 5 and broken = false: { leave };

state = tunnel and serviced >= 5 and

serviced < 20 and broken = false : { leave, break };

state = tunnel and broken = true : { break };

state = tunnel and serviced = 20 and broken = false : { break };

-- With:

-- state = tunnel : { leave };

state = away and serviced < 20 : { service, back };

end Protocol

Evolution:

serviced = 0 if Action = service;

state = tunnel if broken = true and state = tunnel;

state = tunnel and broken = true if

state = tunnel and Action = break;

state = wait and serviced = serviced + 1 if

serviced < 20 and state = wait and Action = signal;

state = wait and serviced = serviced + 1 if

serviced < 20 and state = away and Action = back;

state = tunnel and serviced = serviced + 1 if

serviced < 20 and state = wait and Action = enter

and Environment.Action = enter1;

state = away and serviced = serviced + 1 if

serviced < 20 and state = tunnel and Action = leave;

-- The only edge case is that the train cannot be

-- serviced in the tunnel

state = away and serviced = 20 if

serviced = 20 and state = tunnel and Action = leave;

end Evolution

end Agent

Figure .: An example type  faulty train
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Chapter 

Evaluation

. Fixed PointMethods onNon-total TransitionRelations

�e core of any model checker is its implementation of the S of Section ... �e sub-procedures of
this are based on either a least, or greatest, fixed point calculation (i.e. the calculation continues until the result
stabilises).

�esemethods rely on the total transition relation of aKripke Structure (M = (S,I,R,L), Section .).
�at is, for all states s ∈ S there exists a state s′ ∈ S , such that (s, s′) ∈ R.

When performing BDD based bounded model checking using these procedures, the transition relation is
not guaranteed to be serial. It is quite possible that, at our current depth, there may be states on the “fringe” (i.e.
at the end of a path through the model) of the reachable states for which there does not exist a successor state.

In the following subsections, we demonstrate that these fixed point methods are, in fact, correct, even when
used upon truncated paths through the model – they do not return “false positives”.

.. SEX

To show the falsification of a universal next formula (AXϕ), we attempt to check the satisfiability of its existen-
tial dual – EX¬ϕ. As noted in Section .., the formula the implementation tries to satisfy is the following:
I→ EX¬ϕ, that is: are the initial states for the model a subset of the states in which EX¬ϕ holds.

Within MCMAS, checking an atomic proposition returns all of the reachable states in which the proposi-
tion holds. (�is is performed through set intersection upon the set JϕK and reach, see Section ..). �e
pre-image calculation is based upon vRT (the per-agent transition relation vector); all calculations upon this
set are also taken with conjunction (i.e. intersection) of the reachable states. We can perform set intersection
of the reachable states, and the states returned by the pre-image function, such that we only get a set of states
which is subsumed by the reachable set.

I

s1 s2 s3 s4 s5

Depth 

Depth 

Figure .: Checking AX(ϕ)

In Figure ., presume that L(ϕ) = {s1, s2, s3, s4} (i.e L(¬ϕ) = {I, s5}). Initially, at a depth of
, the reach set contains only the I state and ϕ does not hold at this state. As such J¬ϕK is {I}. �e
pre-image calculation (pre∃({I})) returns the empty set (∅), due to the restriction that the starting states
of the transition relationmust be in the reachable set of states, and that, in this model, there are no states which
transition into I.
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�erefore, EX¬ϕ does not hold in the initial state, so the ECTLK formula is false and we do not have a
counterexample to our original formula. We shall refer to the set of the state at which a particular formula (ϕ)
holds at a particular bound, as: JϕK.

When we increment k to a depth of , giving us: J¬ϕK1 = {I, s5} the pre-image computation of this
set gives us {I}. (Again, the pre-image of I is empty, whilst the pre-image of s5 is I). So we have
found a witness of the existential formula, meaning that we have a counterexample to the universal formula. As
such, the BMC algorithm can terminate.

.. SEG

I

s1

s4

s2

s3

Depth 

Depth 

Depth 

Depth 

Figure .: Checking AF(ϕ)

pre∃(I) = {}

pre∃(s1) = {I, s4}

pre∃(s2) = {s1}

pre∃(s3) = {s2}

pre∃(s4) = {s3, s2}

Figure .: �e labelling function and existential pre-
image function for Figure .

In Figure . (the state pre-image function can be seen in Figure .) assume that L(ϕ) = {s3} and, as
such, L(¬ϕ) = {I, s1, s2, s4}. Using SEG from Section .. (the reader is reminded that Y ← X ∩
pre∃(Z)), we can then calculate the fixed point for the satisfiability of an EG formula as follows:

Depth :

Iteration 0 Iteration 1

X← {I} X← {I}
Z← {I} Z← {}
Y ← {} Y ← {}

JEG¬ϕK0 = ∅

Depth :

Iteration 0 Iteration 1 Iteration 2

X← {I, s1} X← {I, s1} X← {I, s1}
Z← {I, s1} Z← {I} Z← {}
Y← {} Y ← {} Y ← {}

JEG¬ϕK1 = ∅

Depth :

Iteration 0 Iteration 1 Iteration 2 Iteration 3

X← {I, s1, s2} X← {I, s1, s2} X← {I, s1, s2} X← {I, s1, s2}
Z← {I, s1, s2} Z← {I, s1} Z← {I} Z← {}
Y← {, s1} Y← {} Y ← {} Y ← {}

JEG¬ϕK2 = ∅
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Depth :

Iteration 0 Iteration 1

X← {I, s1, s2, s4} X← {I, s1, s2, s4}
Z← {I, s1, s2, s4} Z← {I, s1, s2, s3, s4}
Y← {I, s1, s2, s3, s4} Y← {I, s1, s2, s3, s4}

JEG¬ϕK3 = {I, s1, s2, s3, s4}

Wecan see that the calculation of SEG only returns a result once the result is definitely true in themodel;
we do not get any kind of “false positive”.

.. SEF

We can repeat the same for the calculation of a formula of the form EF – the satisfiability for an EF is the least
fixed point for EX.

I

s1

s3s2

Depth 

Depth 

Depth 

Figure .: Checking AG(ϕ)

L(ϕ) = {s1, s3, I}

L(¬ϕ) = {s2}

pre∃(I) = {}

pre∃(s1) = {I, s3}

pre∃(s2) = {s1}

pre∃(s3) = {s1, s2}

Figure .: �e labelling function and existential pre-
image function for Figure .

Depth :

Iteration 0 Iteration 1

X← {} X← {}
Z← {I} Z← {}
Y← {} Y← {}

JEF¬ϕK0 = ∅

Depth :

Iteration 0 Iteration 1 Iteration 2

X← {} X← {} X← {}
Z← {I, s1} Z← {I} Z← {}
Y← {I} Y← {} Y ← {}

JEF¬ϕK1 = ∅

Depth :

Iteration 0

X← {x2}
Z← {I, s1, s2.s3}
Y← {I, s1, s2.s3}

JEF¬ϕK2 = {I, s1, s2.s3}

Again, it can be seen that the fixed point methods work appropriately when dealing with models with
truncated paths.
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.. SEU

To calculate the JE [ϕUφ]K, W stores JϕK, Y stores JψK and X the set of all reachable states.

I

s1

s2

s3

Depth 

Depth 

Depth 

Depth 

Figure .: Checking E [ϕUψ]

L(ϕ) = {I, s1, s2}

L(ψ) = {s3}

pre∃(I) = {}

pre∃(s1) = {I}

pre∃(s2) = {s1}

pre∃(s3) = {s2, s3}

Figure .: �e labelling function and existential pre-
image function for Figure .

Depth :

Iteration 0 Iteration 1

W← {I} W← {I}
X← {I} X← {}
Y← {} Y← {}

JE [ϕUφ]K0 = ∅

Depth :

Iteration 0 Iteration 1

W← {I, s1} W← {I, s1}
X← {I, s1} X← {}
Y← {} Y← {}

JE [ϕUφ]K1 = ∅

Depth :

Iteration 0 Iteration 1

W← {I, s1, s2} W← {I, s1, s2}
X← {I, s1, s2} X← {}
Y← {} Y← {}

JE [ϕUφ]K2 = ∅

Depth :

Iteration 0 Iteration 1 Iteration 2 Iteration 3

W← {I, s1, s2} W← {I, s1, s2} W← {I, s1, s2} W← {I, s1, s2}
X← {I, s1, s2} X← {s3} X← {s2, s3} X← {s1, s2, s3}
Y← {s3} Y← {s2, s3} Y← {I, s1, s2, s3} Y← {I, s1, s2, s3}

Iteration 4

W← {I, s1, s2}
X← {I, s1, s2, s3}
Y← {I, s1, s2, s3}

JE [ϕUφ]K3 = {I, s1, s2, s3}
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. SatK onTruncated Paths

I

s1

s3s2

Depth 

Depth 

Depth 

Figure .: Amodel showing the local state equivalence
relation

L(ϕ) = {s2}

pre∃(I) = {}

pre∃(s1) = {I}

pre∃(s2) = {s1}

pre∃(s3) = {s2, s3}

pre

(s1) = {s1, s2}

pre

(s2) = {s1, s2}

pre

(s3) = {s3}

Figure .: �e labelling function and existential pre-
image, and knowledge pre-image, functions for Fig-
ure .

In Figure .; li(s1) = li(s2). �at is li(s1) and li(s2) are local states which are indistinguishable for Agent
“X”; the epistemic relation is represented by the dashed line. �e epistemic accessibility relation is reflexive; as
such, every state is related to itself.
Y is the set of states returned from the knowledge pre-image function upon the JϕK:

Depth :

Iteration 0

X← {}
Y← {}
JKX(ϕ)K0 = ∅

Depth :

Iteration 0

X← {}
Y← {}
JKX(ϕ)K1 = ∅

Depth :

Iteration 0

X← {s2}
Y← {s1, s2}
JKX(ϕ)K2 = {s1, s2}

.. Correctness of the AlgorithmSat
K

�e algorithm Sat is sound and complete¹:

Proposition . For every ECTLK formulae ϕ, IS � ϕ iff Sat(ϕ) ≡ G (G is the set of global states)

Proof. (⇒) By induction on the structure of ϕ. Let ϕ = Ki(ψ) and let IS, g � Ki(ψ). �is means that there
exists a g′ ∈ G ∧ g ∼i g

′ such that IS, g′ � ψ. By the induction step, g′ ∈ JψK; also we haveRi(g, g
′) by

definition ofRi. �is implies that g ∈ JKi(ψ)K, i.e. g ∈ JϕK.

Proof. (⇐) Straightforward, as the induction steps above are symmetrical.

¹Adapted from [].
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. Model Checking of ACTLKwith Seed States

�e method of partial state space evaluation which we use in our method of bounded model checking is both
sound and complete when we look at the restriction we placed upon the logic universal fragment of ACTLK.
We said that, in ACTLK, all formulae are invariant – that is, the top most connective in the parse tree must
be an AG.

Proposition . Seeded bounded model checking is sound with respect to the total model when a counterex-
ample forAG(ϕ) is found from an individual seed state.

Proof. �rough the construction of the seed states, every seed state is reachable from the initial state in the
model. Finding a counterexample from this seed state means that there exists a path from that state to another
in which ϕ does not hold (i.e. EF(¬ϕ) holds in the seed state). As such, there exists a path in the full model
which starts at the initial state and passes through this error state. From the semantics of CTLK, we also have
EF(¬ϕ) in the initial state.

Proposition . Seeded bounded model checking is completewith respect to the total model when a counterex-
ample forAG(ϕ) cannot be found from any seed state.

Proof. If the truncatedmodel up to the depth at which the seed states were generated could not satisfyEF(¬ϕ),
and neither could any of the partial state spaces starting from each individual seed, this means that there does
not exist a reachble state in which ϕ does not hold. As such, from the semantics of CTLK, we do not have a
path in any part of the model which satisfies EF(¬ϕ), soAG(ϕ) is satisfied by the model.
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. Performance and Benchmarking

.. An initial investigation

�emachine used for this evaluationwas a dual core PCwith GB of memory and an Intel Core Duo clocked
at .GHz, with a  KiB cache. �e machine was running -bit Ubuntu Linux .., a vanilla ..-
-generic kernel and glibc .². All experiments were performed four times, with the results presented here
being the average across all four runs. Realistically, the only metric which required averaging was time, given
that MCMAS is a deterministic process and will yield the same results each time for all other metrics.

�e initial evaluation of our algorithm seemed to suggest that itmassively under-performed that of “regular”
model checking. Even though the implementation would, in some cases, only explore  of the state space
compared to full forward verification, it still required more memory. �ese first tests were performed using
MCMAS linked against a vanilla version (release ..) of the CUDD library (i.e. using garbage collection,
asynchronous sift reorderings and a default cache). We initially looked at various sized models containing Type
 trains, whilst attempting to falsify the ϕ5 property.

�e results of these initial benchmarks can be seen in Table . – T represents the number of trains in
the model, M is the maximum value of the service counter for those trains, and B denotes the service counter
threshold at which the trains exhibit a fault. Decrease shows the comparative resource utilisation between BDD
based BMC andMCMAS’s default (“regular”) model checking method – a value greater (less) than  indicates
a decrease (increase).

Model Decrease
T M B Memory Time States

   . . .
   . . .
   . . .
   . . .

Table .: Memory, time and states results, with a vanilla CUDD verifying the ϕ5

It can be seen that, in the examples above, BMC did not produce any reduction in the resources used, with
the exception of a model with  trains in which the regular final verification performed took longer than the
intermediate checks as performed by BMC, but the memory used was still higher.

It became increasingly apparent that MCMAS required an unusual amount of memory to represent initial
states, and this value did not fluctuate significantly from start to finish (i.e. there was little variance between the
memory required when verification began, and the memory held by MCMAS when verification terminated).
For instance, in a model with two Type  trains, a full counter of  and a breaking threshold of , MCMAS
required  bytes to represent the single initial state, and yet only required  to hold the entire fix
point of states (an additional  states).

MCMASwas initially using the defaultCUDDconstructor (Figure .), which gave an initial pre-allocated
cache size ( KiB). �is was changed such that, rather than being initialised with CUDD_CACHE_SLOTS,
CUDD’s constructor was passed 0, such that it initialised with no cache. �is meant that, when verification
began (after setting up all of the state variables, the transition relation, etc), MCMAS required, in the same
model as the above,  bytes to represent the single initial state, which then increased to  bytes to
represent all of the  in the fixed point state space. �e results of performing the same evaluation as above,
but without a default CUDD cache size, can be seen in Table .

Interestingly, reducing thememory required to hold the initial state also reduced the total memory required
to represent the full state space, regardless of the method of verification performed ( bytes originally,
 with the “tweaked” CUDD).

²vector35 in the Department of Computing at Imperial College London.
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/* initial size of subtables */

#define CUDD_UNIQUE_SLOTS 256

/* default size of the cache */

#define CUDD_CACHE_SLOTS 262144

Cudd

(

/* The initial number of BDD variables */

unsigned int numVars = 0,

/* The initial number of ZDD variables */

unsigned int numVarsZ = 0,

/* The intitial size of the unique tables */

unsigned int numSlots = CUDD_UNIQUE_SLOTS,

/* The initial size of the cache */

unsigned int cacheSize = CUDD_CACHE_SLOTS,

/* Maximum memory occupation (0 is unlimited) */

unsigned long maxMemory = 0

);

Figure .: CUDD’s default constructor (with additional comments)

Model Decrease
T M B Memory Time States

   . . .
   . . .
   . . .
   . . .

Table .: �e relative reductions in memory, time and states explored with no initial CUDD cache
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Although CUDD can adjust the size of the cache during execution, having too small a cache will reduce
the number of unique BDD functions which can be stored in it, meaning that useful results will often be over-
written. �is also causes an increase in the number of cache misses. Each time the cache, as well as the unique
tables, fill up, CUDD attempts to garbage collect unreferenced results from the cache. As such, having too
small a cache then results in an increased number of garbage collections.

WhenCUDDis required to create a new internal node, and the number of nodes exceeds a given threshold³,
CUDD attempts automatic variable reordering. When performing BDD based BMC we are required to store
a number of intermediate “working” results, all of which are represented as BDDs using CUDD nodes and are
stored in the unique table. �is means that BMC also affects the number of variable reorderings which CUDD
performs.

Model # Reorderings # Garbage Collections
T M B Original BDD-BMC Original BDD-BMC

      
      
      
      

Table .: �e number of asynchronous reorderings and garbage collections performed by CUDD

For the same models as previously, Table . illustrates the number of garbage collections, and variable
reorderings, which CUDD performed during BMC. In some cases, BDD based BMC required over four times
as many variable reorderings, and twice as many garbage collections, when compared to MCMAS’s default
behaviour.

�e authors felt that themost plausible explanation for the under-performance of BDD based BMCwas as
a consequence of CUDD’s automatic variable reordering. If CUDD performs asynchronous reorderings more
frequently during state space generation, this could cause a sub-optimal variable reordering to be selected. Such
an ordering could be preferential for the current reach set, but might be an adverse ordering for the reach set
generated in the next state space generation iteration. (CUDD only allows a certain time per-attempt to find
an optimal reordering and, if one is not found, does not change the ordering).

’Sift’ing the variables to such a reordering could provide possible preferential orderings for either the regular
approach or the bounded approach. �is is heavily dependent upon the possible ordering generated; that is, it
is not possible to say if a reordering should, or should not, be applied for a given method.

To provide a fair benchmark between MCMAS’s regular approach and the approach set forward in this
document, we edited a version of CUDD which permanently turned off both variable reorderings and garbage
collection.

�e internalCUDDfunctioncuddGarbageCollect (incuddTable.c) and themethod Cudd_ReduceHeap
(in cuddReorder.c) available in the API were changed such that they return immediately on function entry⁴.
It should be noted that, as stated above, BMC utilises temporary variables and, without garbage collection to
clean themup, thesewill cause an additional overheadwhichwould not be present otherwise. As such, disabling
this functionality is not necessarily a beneficial improvement for BMC.

Resource decreases, for a build of CUDD with these features disabled, can be seen in Table ..
�e final result for a four trainmodel (italicised in Table .) is a test which did not complete. CUDD halted

the execution of MCMAS with a non-zero exit code and the string Unexpected error, indicating a serious,
and unknown, problem. �e test failed after . s for regular verification (. s for BMC), exhausting
.MiB (.MiB).

³See [] for more details.
⁴Both of these function bodies now contain return; as the first line.
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Model Decrease
T M B Memory Time States

   . . .
   . . .
   . . .
   . . .

Table .: Statistics with no default cache, and with reordering and garbage collection both disabled

To allow for coherent and fair results, the rest of the results in this chapter—with the exception of the one-
shot results in Section .—have all been gathered with an MCMAS build with a zero sized initial CUDD
cache, disabled asynchronous variable reordering and no garbage collection, even though the latter two of these
detrimentally hamstring the model checker.

Our justification for disabling these features is that we wished to evaluate our novel approach, rather than
benchmarking a specific implementation, and the benefits which such an implementation gains from the opti-
misations (such as ’sift’ed variable reorderings) arising from an auxiliary library.

.. �e Faulty Train Gate Controller

�e faulty train gate controller model, as presented in Section ., provides us with a unique model for bench-
marking our BMC implementation. �is is because, in a faulty model (i.e. one which contains either type 
or type  trains), eventually there will be a demonstrable counterexample prior to reaching a fixed point in the
entire state space.

Using a model such as this allows us to demonstrate the possible benefits, and drawbacks, of using such an
approach under different circumstances, such as a different number of agents (using parameterised formulae),
with various size formulae – or with formulae which are true on the model and, as such, a counterexample
cannot be found.

In the graphs which follow the resource usage of our implementation is expressed as a percentage of that
which is required to verify the same model in MCMAS’s default approach. Memory, time and states should
be immediately obvious as to which metrics they represent. We can calculate the percent used by BMC with
respect to full verification as follows:

(BMC value/full value) ∗ 100

�e “depth” metric represents the number of iterations (i.e. checks) which bounded model checking has to
perform until it finds a counterexample or the state space reaches a fixed point. �e “depth” of model checking,
when performing full unbounded verification, is the number of iterations in which the the algorithm generates
new “next” states before a fixed point is reached.

Figure . depicts bounded model checking of a model containing two type  trains, with a maximum
service counter of a  – trying to falsify the ϕ2 property. It is clearly illustrated in the figure that our
implementation is able to find a counterexample using resources proportional to that of the depth at which the
property is found to be false.

�e final group of results,, shows the attempted falsification of the same property but on amodel
with type  trains, in which the property cannot be falsified. In this case, it can be seen that bounded verification
only pays a very minor overhead in terms of memory used and time taken, when compared to regular verifica-
tion of the same state space. Due to the inability of this formulae to be falsified on this model, bounded model
checking has to explore the same number of states, and to the same depth, as the standard approach.
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Figure .:  resource use of BMC against regular model checking, with amodel containing two type  trains,
with a maximum depth of  and various breaking depths - ϕ2

�e next four figures (Figure . to Figure .) show that bounded model checking is an appropriate
verification technique across different size models when using more complex parameterised formulae, which also
deal with knowledge. All four show the attempted falsification of theϕ3 property – the number of agents in
the model in Figure . and . is , whilst being  for Figure . and .. We pass the number of agents
in the model as the parameter of the formulae.

�e graphs plotting data frommodels containing type  trains (Figure . and Figure .) both show two
interesting anomalies.

In the first, with  trains, although the initial results depict the expected trend – as the depth increases the
resource requirements increase – towards the deeper breaking depths at which the property can be falsified,
the resource requirements go down. �is is still a favourable result in terms of BMC – it implies that, as the
fixed point of reachable states is approached, the last few add more states than in the initial iterations.

In the second, with  trains, it appears that checking a shallower bound requires more resources than a
deeper one – but this not the case. In the first two, the breaking bound is lower than the minimum amount of
joint actions performed by both the train and controller to allow the train to enter the tunnel. �is is reflected
by the similarities between the results for a breaking bound of  and ; once the breaking bound is higher than
the minimum number of joint actions, we see a decrease percentage of resources required.

A point of distinction is that Figure . shows that, although BMCmay not show drastic improvements,
in terms of memory usage, over full verification, it does not show any significant penalties either. �e point
made previously about this model, showing that the breaking bound is less than that of the number of joint
actions to enter the tunnel, is reiterated in this graph as well.
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Figure .: Resource usage in a model with two type  trains and a maximum counter of  – ϕ3
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Figure .: Resource usage in a model with two type  trains and a maximum counter of  – ϕ3
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Figure .: Resource usage in a model with three type  trains and a maximum counter of  – ϕ3
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Figure .: Resource usage in a model with three type  trains and a maximum counter of  – ϕ3
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�e final four graphs for the faulty train gate controller model, Figure . to Figure ., illustrate the
difference in either memory required, or time taken, for falsifying different properties in the same model. �e
formulaeϕ4 andϕ5 both use their parameterised versions and are based on the number of agents (trains)
in the model.

�e resource usage illustrated inmodels which have shallow breaking bounds (Figure . and Figure .)
both display the same correlation of results as previously. Again, in these particular models, there is a mini-
mum number of joint actions required until a train can enter a tunnel; if the breaking depth is lower than this
minimum number of moves, then no savings can be garnered.

In the graphs showing memory usage (Figure ., Figure .) we can see that there is a slight overhead
when checkingϕ5 at a deep breaking depth, but this overhead appears to be less in the working model. �is
is because the number of iterations required to find a counterexample at the deepest breaking bound is more
than for reaching a fixed point in the working model. For example, in a model with  trains and a maximum
counter of , BMC requires  iterations to find a counterexample at a breaking depth of , but in the working
model it only requires  to reach the fixed point.

�e figures depicting the time taken for verification (Figure . and Figure .) are the only ones which
show any form of significant overhead for bounded model checking. When checking the property ϕ1 it can
be seen that, in both models, bounded model checking is not preferable. It should be noted that this overhead
is only demonstrated in a model in which the property cannot be falsified, meaning that BMC has to perform
significantlymore calculations in comparison. We feel obliged to point out that, given howwe performbounded
verification and the fact that calculating the satisfiability set of the given formulae is not “free”, this is exactly the
result we would expect.
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Figure .: Memory usage for two type  trains, with a full service depth of  – when checking various for-
mulae





















   


of
M
em

or
y
U
se
d

Breaking �reshold of Train

Bounded Model Checking Memory Usage

ϕ1
ϕ2
ϕ4
ϕ5


Figure .: Memory usage for three type  trains, with a full service depth of  – when checking various
formulae

















    


of
T
im

e
R
eq
u
ir
ed

Breaking �reshold of Train

Bounded Model Checking Time Usage

ϕ1
ϕ2
ϕ4
ϕ5


Figure .: Time required for two type  trains, with a full service depth of –when checking various formulae
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Figure .: Time required for three type  trains, with a full service depth of –when checking various formulae

.. MCMAS ... Examples

After running all of the examples which are included with MCMAS, it is immediately obvious that, with the
exception of one model, they are all very small, trivial examples. �is means that the time required to check
these models is very small – when measured with /usr/bin/time they all take .s of “real” time to complete.
�is means that, with the exception of the larger model, BMC never displays an overhead or a benefit when
looking at time alone.

�eBook Store

�e benchmarking results for�e Book Store example can be seen in Figure .. It can be immediately seen
that, forACTLKformulae (ϕ1−ϕ4)which are applicable to themodel, BMCoffers very little improvement
in both memory used and time taken. Althoughwe do not pay any overhead for using BMC, we do not get any
improvements, in terms of resources used, either.

BMCdoes not display amemory improvement because the difference inmemory required to hold the initial
state space and the entire reachable states is very low. Ignoring the cost of checking the formulae, MCMAS
requires  bytes to hold the initial state and only  bytes to hold the entire reachable states (i.e. the
state space reaches a fixed point) – a difference of  KB. Due to the lack of extra memory required to store
the rest of the model, when BMC can falsify the property (in all but with ϕ2) the benefits are not clearly
illustrated.

For the three properties which are falsifiable (ϕ1, ϕ3 and ϕ4) we can easily identify that MCMAS
only has to explore a fraction of the states it would usually explore when performing BMC.

MCMASoriginally required  iterations to reach the fixed point in the state space for the bookmodel, and
for ϕ2, where the property is not falsifiable, we can clearly see that BMC pays a very slight memory increase
for performing  satisfiability checks in comparison to a single check.

�eCorrect Bit Transmission Problem

ϕ1, when evaluated on a correctmodel for the bit transmission problem (Figure .), is true, which means
that BMC should pay an overhead. �e case here is that the fixed point is reached within two state space
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Figure .: �e Book Store

iterations, meaning that BMC only performs two extra checks. �e memory required to both check and store
the entire reachable states is negligible, which means that BMC does not display any disadvantage.

�e Faulty Bit Transmission Problem

In the faulty BTPmodel (Figure .),ϕ1 is falsifiable – BMC can find a counterexample in the initial state.
Again, we do not see any benefits in resource requirements. �is is because, as the size of the model is small,
there is very little memory difference between holding just the initial states and holding the set of all reachable
states (the model has two initial states and only  reachable states in the full state space). �is means that,
although we can terminate early, this is not demonstrable.

�e initial states are representable with  bytes; BMC requires only  bytes to falsify the property,
whilst full verification only requires an extra  bytes to represent and check the entire state space.

�eDining Cryptographers

Although, in the dining cryptographers (Figure .), ϕ2 is false in this model, we are unable to find a coun-
terexample until we reach the same depth at which the fixed point is found, so BMC displays no immediate
benefits. Whilst ϕ2 is true on the model, the fixed point in the state space is reached after two iterations, so
performing two extra checks does not pay much of an overhead.

�e “Software Development” Example

�e only ACTLK property which is provided for the software development example is false in the initial state.
�is is an example in which BMC excels, as is clearly illustrated by the graph (Figure .). Full verification
of this model requires  iterations to reach the fixed point, nearly s (versus s) and uses nearly  times as
much memory (full verification uses  MB, whereas the initial states are representable in only  MB).
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Figure .: �e Correct Bit Transmission Problem

















ϕ1


of
R
es
ou
rc
es

Formula

Bounded Model Checking Resource Usage

Memory
Time
States
Depth


Figure .: �e Faulty Bit Transmission Problem
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Figure .: �e “Software Development” Example
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.. Length of Counterexample Found

Our attempt to implement BDD based bounded model checking on top of an existing model checker allows us
to gain some functionality for “free” – in this case, counterexample generation. MCMAS is already capable of
generating counterexamples (and witnesses) to ACTLK (ECTLK) formulae. It can do so by printing out the
list of states, and joint actions between, displaying a trace through the model which invalidates the property.

To deem counterexample generation from BMC “successful”, we felt we had two goals to satisfy:

. Groce et al []make the distinction that “boundedmodel checkers often produce counterexamples that
are difficult to understand due to the values chosen by a SAT solver”. By harnessing MCMAS’s coun-
terexample methods, we should generate understandable counterexamples when using bounded model
checking.

. Biere et al [] state that bounded model checking “finds counterexamples of minimal length”. As such,
we should ideally generate counterexamples which are smaller, or of equal length, to that of regular ver-
ification.

A comparison between the length of the counterexample generated between MCMAS’s regular behaviour
and our implementation can be seen in Table .. �e counterexamples have been constructed for various
formulae in a two train model, composed of type  trains, a maximum service counter of  and a breaking
depth of .

Formula
Method ϕ1 ϕ2 ϕ3 ϕ4 ϕ5

Regular     
BMC     

Table .: Length of counterexamples generated between BMC and full verification

Figure . and Figure . show a counterexample for ϕ1 using regular, and then bounded, model
checking. �e authors argue that the counterexample in Figure . is significantly easier to understand.

<actionc;action;action> represents the actions performed by the Controller, Train and Train re-
spectively. It can clearly be seen in the second figure that, in the transition from state  to state , Train
performs the break action and from then on that train is in the tunnel, which invalidates the liveness property
(in the final state for both traces, the train is “broken”). �is trace is more convoluted in the second trace because
of the multiple “break” actions performed by the train.

BMC was unable to generate a counterexample for ϕ5 – CUDD caused the program to terminate with
a non-zero status, and printed out the string “Unexpected error”⁵.

It should be noted that the counterexamples which were generated were done so by finding a counterexam-
ple to the original ACTLK formulae, as specified in the ISPL, using theKmodality – and not theKmodality⁶.

Despite this, it was felt that counterexample generation was successful, both in terms of readability and
length (i.e. BMC did not generate a longer counterexample).

⁵Forcing MCMAS to continue building up a set of reach states beyond its usual termination depth allowed us to find
a counterexample shorter than for full verification for this property. But, as this was not an automated process, the result
was omitted.

⁶push_negations(int depth) was modified such that, when performing counterexample generation, it did not
translate K to its dual.
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.. Stress TestingMCMAS

BDD based BMC, as shown previously, can falsify properties on models requiring less memory than conven-
tional verification uses. �is means that there will be cases in which BDD based BMCwill be able to verify the
model, whilst other verification techniques will be unable to complete.

Results showing this can be found in Table . – T is the number of trains, M is the maximum service
counter, B is the depth of the breaking bound.

Model Regular BMC
T M B Memory Time States Memory Time States

    .   . 
    .   . 
    .   . 
    .   . 
    .   . 
    .   . 

    .   . 

Table .: Stress testing MCMAS (Memory is given in bytes, Time in seconds)

�e italicised results are ones in whichMCMAS failed to complete the verification of the model. It can be
seen from these results that there are cases in which BMC can halt and succeed, whilst regular model checking
halts and fails.

To attempt to see how robust our implementation was, we performed more “tests” than depicted here. We
attempted to verify models containing up to  agents (the maximum service depth was kept at , with varying
depth breaking of , ,  and a working model), but all these models caused both regular and bounded
model checking to fail. Interestingly, these results did not suggest that a memory limit of approximately .
GiB (which the latter results in Table . would suggest) was the only limiting factor. In a model with  trains,
MCMAS failed at a memory limit of . GiB and approximately  states (nearly twice as many as
shown in the table), but after a time of roughly  seconds.

. Evaluation of One-Shot BMC

�e proposed method of “one shot” BMC was an attempt to alleviate the memory overhead associated with
performing a satisfiability check at every depth. �is BMC-related “penalty” was our original justification for
turning off automatic reordering within CUDD, but, as one-shot BMC does not have this problem, we are able
to benchmark against a version of MCMAS linked against a vanillaCUDD (zero sized initial cache, with both
variable reorderings and garbage collection enabled).

We used the script developed to perform iterative one-shot model checking upon two models – one with
two type  at a breaking depth of  (Figure .) and the other with three type  at a breaking depth of 
(Figure .) – attempting to falsify ϕ2.

As before, a decrease below  represents that the system had an increased resource requirement in that
configuration.

As expected, one-shot BMC can, in terms of memory used, out-perform the standard approach to model
checking when the property can be falsified. In a model in which a counterexample cannot be found, the veri-
fication process performed by one-shot is identical to that of regular model checking. �is is illustrated by the
identical memory usage between the two approaches in a working model.

�is approachwas designed to alleviate thememory overhead at the expense of time and, with the exception
of the anomalous result at a breaking depth of ⁷ this is mirrored in these results.

⁷�e time taken to perform the single satisfaction check in regular model checking took an unusually long time, which
is why one-shot appears beneficial in these results
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Decrease
B Memory Time

 . .
 . .
 . .
 . .

Table .: Improvements for One-Shot BMC and full
verificationwith reordering (Trains,MaxCounter )

Decrease
B Memory Time

 . .
 . .
 . .
 . .

Table .: Improvements for One-Shot BMC and full
verification with reordering ( Trains, Max Counter )

. Evaluation of DistributedMCMAS

�ere were two different factors which required consideration when benchmarking:

. Depth of seed state generation – �e threshold depth at which the seed states generated would affect
the number of seed states which had to be verified

. �e number of slaves – If the master instance had more slaves available for it to use this should cause a
decrease in the time which verification took.

Evaluation Difficulties

Our method of distributed model checking lends itself well to models which have deep counterexamples, and
which suffer from the state space explosion problem, which it attempts to alleviate through state space parti-
tioning. To be able to show proficient benchmarks we require models with these problems. �e models which
come with MCMAS are either too small or have shallow counterexamples, although the faulty train gate con-
troller model can be constructed such that it displays a deep counterexample. Due to the cyclic design of the
model, which allows agents to eventually return to a previous local state, the counterexample can be found from
every seed state.

Another problem arises here: because the set of “next” states can transition into the current “reach” set, the
next set for this model subsumes the reach set. �is means that it is possible to have a seed state which is the
same as the original initial state, as specified in the ISPL model⁸.

Our distributed approach has been benchmarked using the faulty train gate controller, but, given the abilty
to find counterexamples from any state in a faulty model, the distributed falsification of properties is shown in
a particularly good light. �is also gives rise to the fact that the property is falsified by the first slave to return a
counterexample (usually the first slave that connects to the master instance). �is does not invalidate or make
these results any worse, it is simply an unintended bias of our method to this particular model.

Machine Specification

�e networked hosts of these benchmarks were identicalmachines to that used to perform the previous bench-
marks. �e machines used were vector30 through to vector40when idle.

�e seed states were saved to the networked file system “bitbucket” – a networked file server for un-
metered disc space – running a  GiB XFS file system with a  KiB block size (in a RAID configuration).

Each slave was connected to the master and every host to bitbucket, using gigabit ethernet.

.. Depth of seed states

We attempted to falsify properties on three different models, each with  trains, a maximum service counter of
 and a breaking threshold of . �e difference between the three models was the type of trains in each model;
for the models which contained type  trains, the property was not falsifiable. All of these benchmarks were
performed using a single master and three slaves.

⁸It would be possible to performnext\reach (set minus) here to give a strict set of next states, but our implementation
does not do this.
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In Tables ., . and .:
BMC memory and states is the total number of states, and the memory (bytes) used to represent those

states, which our original BMC algorithm had to explore to find a counterexample or, in the case of a working
model, reach a fixed point.

Master memory (bytes) is the memory required to explore the model up to the given depth, prior to seed
state generation, whilst “states” is the number of seed states which are generated (which, in this model, as noted
above, is in fact the set of reachable states).

Slave “max” memory (bytes) is themaximummemory used by any one slave during the entire process. �is
value represents themaximum resource requirement for each slave⁹, for the particular model, when performing
distributed model checking.

�e total states represents the summation of all the states explored by every single host in the verification
process. Again, a weakness in these results is that, as soon as one slave returns a counterexample, the whole
verification process terminates and we lose any intermediate results for the other slaves.

Tables ., . and . show the decrease gained by using distributed bounded model checking against
serial bounded model checking. A decrease below one indicates an increase for that model/method.

Depth 

BMC Master Slave (Max) Max Total
Model Memory States Memory States Memory States Memory States

Type         
Type         
Type         

Table .: �e resource usage of distributed bounded model checking at a seed depth of 

Decrease
Model Memory Time States

Type  . . .
Type  . . .
Type  . . .

Table .: A comparison between BMC and distributed bounded model checking at a seed state generation
depth of 

For a seed state generation depth of , Tables . and ., we can see that, formodels in which the property
can be falsified (type  and type ), the distributed approach is able to find a counterexample with less memory
and less states, which, as stated above, is to be expected in this model.

Verification of type  trains takes longer when distributed because bounded verification is able to quickly
find a counterexample, whereas our distributed approach has the various overheads – themaster to iterate over
all of the reachable states and write them to disk, as well as both instances having to read and parse the same
ISPL code. It should be noted here that the time taken for a slave to connected to the master, subsequent
communication to take place between the nodes, and seeds to transfer to and from bitbucket is assumed to be
negligible.

A model with type  trains is expected to under-perform in distributed bounded verification because every
single node, for every single seed, has to be explored to the fixed point, which means the same state space is
computed for every seed.

⁹If one slave returns faster than another slave and has used less resources, this is the “maximum“ value used. �is is
because, when one slave finds a counterexample, themaster “kills” off all other instances, which causes any running instances
of MCMAS to be terminated without the recording of any statistics.
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�e avid reader might wonder why verification from certain seeds may requiremorememory than the full
BMC approach; this is caused by reordering. Starting from a different seed state may result in a different
variable ordering reachBDD.�is, in turn, may result in some slaves requiring morememory to represent the
set of all reachable states, when compared to the memory required in serial bounded model checking

Depth 

BMC Master Slave (Max) Max Total
Model Memory States Memory States Memory States Memory States

Type         
Type         
Type         

Table .: �e resource usage of distributed bounded model checking at a seed depth of 

Decrease
Model Memory Time States

Type  . . .
Type  . . .
Type  . . .

Table .: A comparison between BMC and distributed bounded model checking at a seed state generation
depth of 

We can see in Table . that, when we generate “deeper” seeds, this results in reaching a counterexample
quicker because there are now less iterations required until a counterexample can be found. �is is mirrored
across memory and states as well.

Depth 

BMC Master Slave (Max) Max Total
Model Memory States Memory States Memory States Memory States

Type         
Type         
Type         

Table .: �e resource usage of distributed bounded model checking at a seed depth of 

Decrease
Model Memory Time States

Type  . . .
Type  . . .
Type  . . .

Table .: A comparison between BMC and distributed bounded model checking at a seed state generation
depth of 

�e number of states explored for distributed bounded model checking, when the formulae cannot be
falsified, stands out in Table .. At a depth of , the master instance generates  seeds. �is means
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that, to be able to infer that the property is never falsified over the entire model, bounded model checking is
performed until a fixed point is reached from every seed¹⁰.

.. Number of slaves

Because every seed state, in a model with type  or type  trains, can lead to a demonstrable counterexample,
this makes using this model difficult when demonstrating how varying the number of seeds can affect the time
taken for verification.

To allow for some meaningful results we used a model containing three type  trains with a maximum
counter of . In this model no counterexample can be found, meaning that every single seed state is explored
to the fixed point of states.

# Hosts Time Decrease

 . .
 . .
 . .
 . .

Table .: Time for seeded bounded model checking, when compared to BMC, for a varying number of hosts
when a counterexample cannot be found.

Table . illustrates the reductions in time gained through using different numbers of slaves at a seed
generation depth of . �e original time taken by BMC was .s. Although the table displays increases,
we can see that, as the number of hosts is increased, this increase gets lower. As such, in a model where a
counterexample could be found, we can see that using more slaves would decrease the verification time (and
increase verification efficiency).

.. Disk space overhead

Our current distributed implementation saves the set of all seed states to disk. �is is done through the
DDBMP library (version ..). It would be unfair to present the previous results without discussing the over-
head which saving these states to disk imposes. Figure . shows the total size and the average seed size (in
bytes), required for storing the seeds at different depths in a model with three type  trains, a maximum counter
of  and a breaking threshold of .

Depth # Seeds Total Average

   
   
   .
   .

Table .: Disk space used to hold the set of seed states

�e file system tested used a . KiB block size. �is means that the on disk size for storing  seeds
was, in fact, .MiB, rather than the total file size of only KiB. From this we can draw the conclusion that
our distributed implementation requires almost  times the disk space than if a small block size was used but,
by today’s standards, .MiB is virtually nothing.

On average, the size for an individual seed is approximately  bytes. �is allows us to realistically rule
out any real network overhead for results previously, with respect to time, taken. Our justification for this is

¹⁰We feel obliged to point out that not every seed state has an enabled joint action available from it. �is is why the total
number of states (51017544) is less than the number of seeds multiplied by the fixed point states (41681 ∗ 1227). In this
case, there are  seed states which do not have an enabled action and, as such, do not have any successor states. (�e fixed
point of states is immediately reached and a path formula quantifed with A is true in a state with no successors).
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that transferring such a small file over a gigabit connection would be virtually instantaneous.

. Qualitative Evaluation

.. Effectiveness of deliverables

�e solution we have presented here performs as expected; when possible, it can falsify properties early and,
when not possible, it pays minimal overhead for exploring the whole of the model. Although this is a desirable
goal, the means to an end, turning off garbage collection and asynchronous reordering may not be justifiable in
other circumstances.

.. Elegance of solution

MCMAS’s code, whilst not being the cleanest of code bases, was amenable to the implementation of all three
of the techniques which were implemented. Our solution could have been a moremodular and cleaner solution
if MCMAS utilised the object oriented paradigm more. For instance, only having a single class representing a
“formula“, with a field specifying its “type”, is not an ideal solution. Using virtual methods and dynamic dispatch
would have allowed for various aspects of the code to be cleaner.

To be able to support the work presented, MCMAS’s code has been “broken up”. Originally the code was
simply one hugemain method, containing switch statements to decide which method of verification to attempt,
with all the code inlined. Our solution is now more modular and, although it could be extended further, has
already improved themaintainability of code and the provision of further verification techniques intoMCMAS.

�e distributed aspects of the model checker, in an attempt to avoid re-inventing the wheel and to keep
MCMAS’s code slightly cleaner, were implemented as an external Java application. Although this can be seen
as a not particularly favourable solution, due to the lack of tight knit integration and the need for the application
to understandMCMAS’s output, it does have one benefit. It can now easily be extended to support othermodel
checkers which support partial state space verification using “seed states”.

.. Scalability

As shown in Section .., when CUDD’s optimisations are turned off, MCMAS is not able to verify large
models. �e methods presented for distributed bounded model checking could be used to alleviate this prob-
lem. Rather than using depth as a heuristic for seed state generation, we could generate seed states when the
memory used, or the size of the current reach set, exceeds a given threshold.

Summary

In this chapter we have not only shown that the foundations of the approaches we have taken are sound, we have
also evaluated our implementations of these approaches.

�e performance of our BDD based implementation of bounded model checking has been shown to be
favourable when used on models which have formulae which can be falsified prior to reaching the entire state
space. We have also shown results which allow us to conclude that bounded model checking, when checking
formulae which are satisfiable on the model, although possibly paying a slight overhead, still performs with a
resource requirement equivalent to that of conventional satisfiability model checking. .

�e crux of this problem is that the evaluation of these formulae on models is not known prior to starting
the verification process. Model checking is generally used with properties which the author believes are true,
with the intention of “bug hunting”. In these circumstances, attempting to use bounded model checking may
be a better approach to take.
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Chapter 

Conclusions

. Project Review

.. Contributions

�egoal of this projectwas the development ofBDDbased boundedmodel checking techniques for a branching
time logic and its epistemic extensions. �e main contributions which this project provides are:

• �eoretical contributions:�ree different possible ROBDD based bounded model checking techniques
(“full”, “one shot” and distributed), as well as the BDD based methods required to also be able to check
properties pertaining to knowledge upon these state spaces. Considerations have been given towards the
validity of calculation of the satisfiability sets for forumulae based on existing fixed point methods. �e
technique put forward in this report for evaluating ECLTK formulae on partial state spaces is a wholly
original contribution. �e related recent developments in this field have only looked at LTL invariant
properties and these methods, unlike the method here, are not complete.

• Deliverables: �e main output of this project has been an extension to the existing model checker for
multi-agent systems, MCMAS. An implementation of all three types of bounded model checking has been
provided and discussed. An auxiliary script to allow for automated “one shot” BMC until a counterex-
ample. A novel Java infrastructure allowing for the distribution of any model checker supporting seed
states has been developed and used to show the effectiveness of verifying the logic AGCTLKover a “grid”.

• Examples: �e introduction of a new scalable model has been discussed, and how it can be used to
benchmark bounded model checking with a configurable number of steps, until the given formulae can
be falsified, has been shown.

.. Comparisons

In Chapter , the implementation devised was evaluated and figures detailing performances were produced. It
was shown that, with variable reordering turned off, our BMC implementation out-performs traditional model
checking when a counterexample can be found, and, when it cannot, the overhead required for performing the
iterative checks has been shown to be minimal. Performance benefits, including results which demonstrated
reduction in the order of magnitude, were presented.

It is unfair to simply state a single value and claim that our BDD based BMC implementation performed
that many times better (or worse) than the conventional methods.

As noted in the previous chapter, in the majority of cases in which bounded model checking is used in real
systems, it is the case that there are errors to be found, which is the reason for performing model checking in
the first place. In these cases, it should be immediately obvious that using a bounded model checking approach
is a preferential selection.

.. Limitations, challenges and applications

When used without reordering, and as shown in Section .., when performing bounded model checking,
MCMAS can now check models in which it would have previously failed. �is shows us that the implementa-
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tion can show the expected benefits, and that the requirement of exploring less states results in a lower memory
usage.

�e problem arises when reordering is enabled (as shown in Section ..)When comparing our bounded
implementation we can see that the extra processing checks required for performing bounded model checking
are completely unfavourable. We feel that this is an unfair comparison, due to the majority of optimisations
present in a library, such as CUDD, having been developed and researched with conventional model checking
in mind. With this in mind it is highly unsurprising that we under-perform.

. FurtherWork

.. Adding a visualiser toMCMAS

Currently, there is no way to visualise the internals of MCMAS during execution – this means that there could
be some hidden anomolies happening “behind the scenes” that we are unable to detect.

To be able to properly evaluate the effectiveness shown between bounded, and conventional, model check-
ing, it would be advantagous to have an internal visualiser for MCMAS.�ere have already been attempts at
state space visualisation, but this is only half the story.

It has been shown that for bounded model checking to be shown as advantaneous, we have to disable
variable reordering (and to a lesser extent garbage collection) in the underlying library.

Although this stepWe have provided conjecture as towhy this leads tomore favourable results for bounded
model checking, it would be helpful if we could have more of insight to the BDDs which are used to represent
the state space.

Such a tool, which could also be hooked into CUDD, could be used to analyse the variable reorderings
used at run time – this would paint a better picture for model checker designers such that they can be aware of
the behind the scenes optimisations the library provides.

.. Counterexample generation forK

In our current implementation, we do not directly support counterexample generation. When we come to find
a witness to the negated formulae, we generate this from the satisfiability of the K modality and not the K
modality. A simple extension would be to see if generating the counterexamples with K can lead to shorter, or
more understandable, counterexamples.

.. Common and distributedKnowledge

�e work presented here was mainly an attempt at a proof of concept for showing that BDD based bounded
model checking could be at all effective when checking epistemicmodalities – which wewere successful in doing
so. a possibility of an extensionwould be to allow for the checking of bothCommon and distributedKnowledge
(C and C, and D and D).

.. Heuristics for seed state generation

In our distributed model checker, we do not handle seed state generation at all intelligently – in an attempt to
find a counterexample quicker, we could prioritise certain seeds in the order of verification. For example, in an
attempt to falsify AG(¬p ∨ ¬q), seed states in which p or q hold could be “priortised” – this would possible
allow for a state in which the invariant ceases to hold being found sooner (i.e. If p holds in the seed state, then
BMC attempts to to find q)

.. Itersection based BMC

�e previous attempts at BDD based BMC all attempted an intersection based approach – that is, being able
to represent the set of “bad” states, and then check if any of these states are inside the current reach.

Now we have a way of saving the states to disk, we could use this to create an hold a single error state,
allowing for a an intersection based approach to model checking. We could also use MCMAS’s “RedStates”
to represent the set of errors states, and if an intersection of the reachable states and these red states is found,
then an error has been located.
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.. Saving Reach to disk in “one shot” BMC

In the same vein as the pervious point, given thatMCMAS can now save a set of states to disk using DDDMP,
when we perform “one shot” BMC, rather than throwing away the entire set of reachable states, we could save
the current reach set to disk. When we start a new instance of MCMAS, we can get a cleared CUDD cache,
but we do not loose the previous reach – this would save on over calculation.

.. More models/benchmarks

To provide a more through evaluation of our BMC implementation, we could attempt to check with more
benchmarks. A set of examples such as “BEEM” (BEnchmarks for Explicit Model checkers) [] could be
used. �e original train-gate-controller model which our version was based upon is included in this set.

.. Better Use of CUDD

CUDD provides API calls to clean up temporary variables from the cache, to limit the amount of memory
which is used. �e two calls Cudd_RecursiveDeref and Cudd_Deref can be used to protect a return result,
but delete intermediate results calculated by a function.
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Appendix A

BMCImplementation inMCMAS

// A pair of a formula - pair.first = actlk, pair.second = ectlk

typedef std::pair<modal_formula *, modal_formula *> modal_formula_p_pair;

// A vector of formula pairs

typedef std::vector<modal_formula_p_pair> modal_formula_p_pair_vector;

Figure A.: �e extended type system of MCMAS

// Pairs of formulae we need to check

modal_formula_p_pair_vector *bmc_formulae;

// Pairs of formulae which we’ve found counterexamples to

modal_formula_p_pair_vector *bmc_false_formulae;

// Initialise them ...

bmc_formulae = new vector<modal_formula_p_pair>;

bmc_false_formulae = new vector<modal_formula_p_pair>;

Figure A.: New global variables to store formulae to prove
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// Loop over all the given formulae

for (unsigned int i = 0; i < is_formulae->size(); i++)

{

// Pick up the ACTL formula

modal_formula *actl = &(*is_formulae)[i];

// Push through any existing negations

modal_formula *actl_pushed = actl->push_negations(0);

// Create the negation of the formula

modal_formula *actl_pushed_negated = new modal_formula(3,

actl_pushed);

// Push those negations through

// We now have an ECTL formula

modal_formula *ectl = actl_pushed_negated->push_negations(0);

// Double check that we’ve got an ACTL and ECTL

if (actl->is_ACTLK_BMC() && ectl->is_ECTLK_BMC())

bmc_formulae->push_back(modal_formula_p_pair(actl, ectl));

}

Figure A.: �e calculation of the ECLTK formulae from the ACTLK
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void check_formulae_BMC(void)

{

// _init atom old holds at the the intial states

string str = "_init";

(*is_evaluation)[str] = is_istates;

// Construct iota

modal_formula *init = new modal_formula(new atomic_proposition(&str));

// Where we’re going to store the results

BDD result;

for (modal_formula_p_pair_vector::iterator iter =

bmc_formulae ->begin();

iter != bmc_formulae->end();)

{

// Dereference the iterator

modal_formula_p_pair temp = (modal_formula_p_pair) (*iter);

// Construct iota -> phi

modal_formula * f = new modal_formula(4, init, temp.second);

// Check the implication

result = f->check_formula();

// Delete the formulae

if (f)

delete f;

// If phi holds in the initial state

if (result == reach)

{

// We’ve found a counterexample to the original formulae

// We save it in the vector of falsified formulae

bmc_false_formulae->push_back(temp);

// And remove it from the formulae to check

// and update iter to be the next item in the vector

iter = bmc_formulae->erase(iter);

continue;

}

// Move the iterator on

++iter;

}

// Delete the init formula

if (init)

delete init;

}

Figure A.: A function to check all the ECTLK formulae
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void bdd_bmc(void)

{

// The current reachable states are the initial states

reach = in_st;

// q1 is the new set of next states

BDD q1 = bddmgr->bddZero();

// Initial next states is the initial states

BDD next1 = in_st;

// Start at a depth of 0

int k = 0;

// Whilst we still have formulae to check

while (!bmc_formulae ->empty())

{

// Check them with respect to the current reach

check_formulae_BMC();

// If we satisfy them, we exit the loop

if (bmc_formulae ->empty())

continue;

// We’re now searching a deeper bound

++k;

// Construct the next set of states

for (unsigned int i = 0; i < agents->size(); ++i)

next1 *= (*vRT)[i];

next1 = Exists(v, next1);

next1 = next1.SwapVariables(*v, *pv);

next1 = Exists(a, next1);

// Construct the new set of reachable states

// From the union of the current reach and the next

q1 = reach + next1;

// If the set of reachable states hasn’t change

// We’ve reached a fixed point

if (q1 == reach)

{

cout << "Fix point reached" << endl;

break;

}

else

reach = q1; // If not, store the new reachable states

}

/********************************************************************

* SNIP ----->

********************************************************************/

Figure A.: �e first half of the BMC method in MCMAS
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/********************************************************************

* <----- SNIP

********************************************************************/

// When we reach here, we’ve either:

// Reched a fix point of the state space

// Or disproved all of the formulae

// If we’ve disproven any formulae with BMC

if (bmc_false_formulae->size())

{

// We print them out

cout

<< "The following formulae have been verified"

<< "using BMC on the negation:"

<< endl;

for (modal_formula_p_pair_vector::iterator iter =

bmc_false_formulae->begin();

iter != bmc_false_formulae->end(); ++iter)

{

modal_formula_p_pair temp = (modal_formula_p_pair) (*iter);

modal_formula actl = *temp.first;

cout << " Formula " << actl.to_string()

<< " is FALSE in the model" << endl;

}

}

// If we have remaining unchecked formulae

if (!bmc_formulae->empty())

{

// Clear the old formulae

is_formulae->clear();

// And construct a new is_formulae vector

for (modal_formula_p_pair_vector::iterator iter =

bmc_formulae ->begin();

iter != bmc_formulae->end(); ++iter)

{

modal_formula_p_pair temp = (modal_formula_p_pair) (*iter);

modal_formula actl = *temp.first;

is_formulae->push_back(actl);

}

// Use the regular check_formulae method

check_formulae();

}

}

Figure A.: �e second half of the BMCmethod in MCMAS. Printing out the values for each formula, and a
final check for formulae we have been unabled to falsify
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