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Abstract

Extending the life of a battery in mobile systems has always presented a challenge, many
researchers have come up with efficient power optimisation methodologies. The complex-
ity of modern systems is growing rapidly and such systems cannot be considered as single
devices anymore; they must be observed as a system of inter-connected and inter-dependent
devices. Applying a single power optimisation technique on a particular sub-system may
not be sufficient, it may even have the opposite effect of wasting energy rather than saving
energy. The power of the system must be managed entirely and a variety of energy saving
techniques must be used to ensure maximum efficiency in the consumption of power at
any point of time. Another aspect of modern mobile systems, is the power efficiency of
applications running, which lies purely with the developer. Unfortunately development en-
vironments and frameworks do not provide a facility to profile an application for debugging
power inefficiencies. With this in perspective, the goal of the project is to for automated
runtime power management and to provide a framework for power consumption testing.
To achieve the goal, we present PowerRunner an automated power management software
which predicts and optimises energy consumption on mobile devices, using learning and
linux kernels and a low level API for runtime power management. Modern linux kernels set
a structure to the power management code to facilitate the suspending and resuming of in-
dividual system component at runtime. By carefully monitoring and learning the behaviour
of different system components used by various user activities, we analyse and estimate the
required resources by an activity. In order to maximise user experience, minimise power
requirements, and maximise energy saving we decide and apply combinations of various
optimisations at runtime. The project proved to save up to 25% power consistently..
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Chapter

Introduction

In the last decade, technology has changed lives dramatically and the most valuable as-
set now is information. Internet has made it easier for people to communicate, read and
publish news, listen to music and watch videos online, shop and trade, publish blogs, mon-
itor health, check tube status and live arrivals/departures, navigation and the list goes on
infinitely. Such changes in world perception naturally resulted in a need for information
to be accessible everywhere and anytime. Networks became faster and wireless, vendors
set up hotspots, cell phones are increasingly replacing landlines, mp3/mp4 devices are re-
placing music centres and traditional video players. Sales of laptops and net books are
growing exponentially every year and are overtaking desktop computers. New devices are
introduced quarterly, such as mobile phones, handheld computers, mp3 players, digital
cameras, etc. As technology progresses handheld devices become more powerful and con-
verge various functions into a single device. Nowadays platforms such as the [Phone and
Android phones can do almost anything from making phone calls, browsing the web, email-
ing, instant messaging, playing and recording videos to playing augmented reality games.
Those platforms have a set of built in sensors, easy to use development frameworks that
make it easy for programmers to develop any kind of software. The possibilities are infinite.
Unfortunately battery technology is evolving at a much slower pace than the complexity
and power requirements of these modern devices. Thus, the need for intelligent power
management is a very relevant subject the importance of which is often understated. The
main challenge is no longer the complexity of what a device is capable of, rather to keep
it functional for a longer time. This project aims to design and implement an ACPI based
power management system for a mobile platform. The system that learns the behaviour of
the user, analyses power consumption of various activities, predicts the required resources,
and applies intelligent power management methodologies to maximise energy saving res-
ulting in a longer battery life.



The field of power management is extensively being researched (Chapter , but one of
the most important aspects is often ignored and that is user behaviour. It is on a first
place personal preferences and wishes defining mobile usage. By observing the behavioural
tendencies of users, we learned that users have unique resource requirements for an their
individual satisfaction. One prefers playing games or watching videos in full screen bright-
ness mode, while others would be satisfied with 60-70%. However, both sets of users would
require a CPU to be in high frequency mode while playing games, and probably would not
care or even notice if CPU speed is scaled down while reading an e-book for example or
whilst listening to music.

We could exploit the fact that users often do not need all components of the system at
once for a particular activity. No particular activity requires all components of a mobile
device at any given time Therefore a significant amount of energy can be saved by the use
of minimum and necessary resources required by an activity. In order to manage mobile
systems resources intelligently and efficiently, we need to recognise activities at runtime,
learn usage patterns, and apply relevant power optimisation techniques. Applying optim-
isation in a multitasking environment such as the Android platform is a challenging task
because it is difficult to identify minimal requirements for each application whilst they run
in parallel.

In reality, even the most efficient power management, might not protect a mobile system
from a high power consuming application from exhausting the battery. It is easy to write
an application which uses resources unreasonably, for example extensive usage of a network
(sockets are not closed, when no longer needed), or extensive CPU cycles which could be
minimised with more efficient algorithms. There is a need to provide tools that can help
developers to analyse the power management concept and profile. The Software Develop-
ment Kits provides profiling tools for analysis of CPU, disk, network and memory usages,
but are lacking tools which analyse energy consumption of an application. By making
such profiling available for developers, the applications will be more energy efficient and
as a result would run longer on exciting hardware. It is essential therefore to have efficient
power management of existing applications on mobile devices and new applications being
tested for power consumption before implementation.



1.1 Project Goal

In our project, we aim to achieve two major goals.

e The first is to design intelligent modular power management architecture suitable
for any mobile platform. It will be able to learn how each particular mobile device
is used. Analyse gathered data and define the most efficient power management
strategy for that particular mobile device. As a result, a consumer will receive a
customised power management solution best suitable for his/her needs.

e The second is to create a generic testing framework, which will enable developers
to test their applications for power consumption. The framework will analyse what
internal devices are used by the application. Then, by using a linear regression based
model for estimation of power consumption, it will transfer information into power
units. It will help developers to height leaks and possible savings of power.

The core architecture is based on the Advanced Configuration Power Interface (ACPI)
specification (Chapter . In this project, we are using Linux kernel implementation as
proof of the concept. The framework, however, could be easily replicated on different
operating systems that support runtime ACPI. We have chosen the Android OS as a
mobile platform for our implementation because it runs Linux and provides access to some
of the power management functions through an API.

1.2 Project Context

This project is inspired by the need of an intelligent power management solution for mod-
ern mobile platforms. At present, mobile platforms do not provide a power management
framework that is focused on user needs or would customise power consumption accord-
ing to a particular mobile user’s profile/consumption. Energy consumption of a mobile
device can be adapted to its user. As an example, consider a case where a user does not
need constant wi connection, whilst reading his favourite novel, or he doesnt need a 3g
connection if his usual emails are short text (2g will be sufficient), or even not constant
2g data connection, if he gets 1-2 emails a day. Obviously, missing or delaying delivery of
an email is not an option, therefore by learning the behaviour of a user, or more precisely
the applications, the applications either run in the front or as background services we can
tune and predict the required hardware to service the users needs and at the same time
save energy. The ultimate goal is to manage energy efficiently, operate the mobile device
without charging for longer period of time thereby maintaining the experience of the user.
In other words our project aims to run as a background process, monitor the system (with
minimal overhead), automatically manage the power of subcomponents in the system by
applying relevant optimisation techniques (which will be discussed in detail in Section



and as a result reduce the overall power consumption of the system.

As mentioned above, the second important area is creating applications with optimum
power consumption. It is important to promote and advocate the power management
awareness within the emerging community of developers for mobile platforms. This com-
munity is growing rapidly as does the number of applications produced. Usually, a de-
veloper will write 1-3 applications before he gets enough experience to pay attention to
a subject of power management. An application which uses resources avariciously and
inefficiently (such as requesting a large file from the internet, when the system is on a 2g
connection, or running complex algorithms, or even declaring local variables unnecessarily)
could drain the battery very quickly.

In our vision, if developers have tools for analysing power consumption for their applic-
ations, as part of the QA process, they would put more effort into writing efficient code
thereby creating power efficient applications. An example of such a tool is PowerRunner.
It runs in the background, monitors running applications, hardware components, and the
resources used by each application. PowerRunner includes an accurate calculation model
to estimate power consumption in real time. It is a fundamental part of the testing frame-
work. PowerRunner assists with detailed analysis of the energy use by applications and
resources (cpu, network, screen, etc.) and helps to identify potential leaks. The process
has an option to run with optimisations turned on. For each known application Power-
Runner tunes the system to operate with minimum resources required and disables the
unnecessary resources when appropriate (The details of optimisations will be discussed
in Chapter . As we mentioned earlier PowerRunner is designed on top of a standard
ACPI specification. Google’s Android platform is running on top of Linux OS and imple-
ments a lightweight ACPI driver optimised for embedded systems. Furthermore android
exposes some of it through a java API. According to the Linux documentation, most of the
Linux power management code is driver specific. There are two models for device power
management:

e System sleep - this is a system-wide low power state, akin to "hibernate’ on a desktop.

e Runtime power management - various drivers can enter individual low-power states
while everything else is still running.

The actual implementation of these states appears to be system or device specific, so
there will be implementations that relate directly to a particular device. This project is
implemented on Android Dev 1 device, running Android OS 1.6. However modular design
of the architecture allows an easy adaptation to other platforms.



1.3 Contributions

The list below summarises the main contributions of this project:

e Instrumentation framework. This is a modular and extendable mechanism for collect-
ing various types of information from running subsystems. It is used to construct the
power model and monitor the consumption of the system in real time. A set of mon-
itors was designed to cover the majority of hardware components on a mobile device.
Some monitors use the Android API to retrieve information about components like
audio, or GPS, and some collect data directly from the drivers of the components
(The monitors are detailed in Section [5.1)). The framework allows easily implement
and adds new monitors to the instrumentation array.

e An accurate power model. It precisely estimates power consumption of the system
as a whole, which is broken down into individual components of the system. To
build the model we ran a series of tests on the device, using different combinations
of subcomponents, in conjunction with non-intrusive current measurements. We
took these measurements with the highly sensitive multimeter FLUKE 289. Once we
collected around 10,000 samples, we applied the data mining technique to extract the
power coefficients of each component of the device (Chapter . This power model is
used by testing the framework to identify power leakage and real-time power usage
estimation of applications.

e Power estimation engine is for analysing application/activity power requirements. An
observer module, whose function is to manage the monitors, aggregate information
and pass it to the Policy-Manager. This has an estimation engine which calculates
the consumption for an individual probe using the model.

e Intelligent Policy Manager. It learns the behaviour of a user and provides heuristic
effective power management. Every running application needs to be classified as
a type of activity. By identifying patterns in the behaviour of the application we
automatically classify it in runtime and apply relevant optimisations for an activity.
Users’ adjustments are recorded into the knowledge base so the next time the same
application is run we apply a custom power policy. This module constantly ana-
lyses the state of the system, collected by the observer, and identifies activities (one
or more), then executes the minimal power requirements policy through the power
controller.

e Power controller. It manages the power state of the device by controlling states of
hardware components. Power controller acts as an execution arm for policy manager.
It has modular architecture, which provides an infrastructure for custom control
modules for hardware components.
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1.4

Report Structure

This report is structured as follows:

Chapter [2| presents the power minimisation problem by showing how a hardware com-
ponent can be made to use less power followed by an explanation of different strategies
for effective power management. Following this, an overview of past research in power
management is presented touching on all the different elements affected by power
management: the hardware, the application and the operating system.

Chapter [3] explains in detail the design of our power management framework by
presenting the mechanisms used to instrument the hardware components. This is
followed by explaining the of learning mechanism in the framework and showing
how it can be used to implement power management techniques. Finally, the policy
management and hardware controls processes required to manage the system’s power
consumption are presented.

Chapter [4] presents the linear regression based model for estimation of power con-
sumption in run-time. Details about the implementation of the model are presented
at the beginning of the chapter followed by the derived linear parameter coefficients
for hardware components. Finally, the validation of the model is presented.

Chapter [5| describes how our architectural design has been implemented on an An-
droid platform. Details about the implementation platform are presented at the
beginning of the chapter followed by a description of the implementation details of
each module in our framework and their interaction with each other.

Chapter [6] presents some tests done to evaluate the correctness of our implementation
and the validity of our design. Tests performed to observe the power consumption
of the system with PowerRunner are first presented followed by the presentation of
power-testing framework.

Chapter [7] summarises the achievements of this project and reviews our initial goals.
A discussion on particular problems encountered is then presented followed by sug-
gestions on how this project can be extended through future work.

11



Chapter

Background Information

In this chapter we present an overview of the state of the art eld of power management
and the technologies behind PowerRunner. We first discuss the theoretical basics and the
rationale of power reduction based on dynamic power management. Then we will explore in
great detail some of the techniques and implementations of dynamic power management.
In modern mobile devices power management is taken very seriously by the hardware
vendors as well as Operating System vendors, as affects core parts of the systems. We
will discuss the general concepts of power management, followed by a discussion of the
modern techniques to reduce energy consumption and then apply these to the world of
mobile devices. We will continue with a discussion of how some of the techniques t into
the PowerRunner design, and how it will impact on energy saving In mobile devices.

2.1 Physical Layer

On conventional mobile systems and systems such as distributed sensor networks the main
source of energy is of course the battery. The lifetime of a battery is an important variable
in system performance. Users and system designers effectively face a trade off between
system performance and lifetime of the system.

Power is dened as the amount of work done in a given period of time and is measured in
Watts (1 Watt = 1 Joule per Second). An Electromagnetism Watt is defined as the rate
at which work is done, when 1 Ampere of current flows through an electrical potential
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difference of 1 volt (V).

W=VA (2.1)

Considering a battery has limited capacity and the amount of energy is also limited, only
the time this energy can be used is variable. Therefore to maximise the lifetime of the
battery, the power used by the system needs to be minimised.

The basic capacity metric was defined by Peukert‘s law in the 19th century:

_ @

t_Ik

(2.2)

where:
e (), is the capacity when discharged at a rate of 1 amp.
e I is the current drawn from battery (A).
e t is the amount of time (in hours) that a battery can sustain.
e k is a constant around 1.3 - defined by the chemical family and battery design

Using this basic imperial we could relate battery lifetime to other factors in the sys-
tem.

2.2 Power Budget

Battery capacity is measured in mAh. Typical mobile devices have batteries with capacity
of 1150-1500 mAh. Once we know the systems power consumption, we can easily calculate
a discharge rate, and the limitation of the current battery lifetime.

Mobile devices can be viewed as a collection of heterogeneous components typically com-
posed from a digital large scale integration board (VLSI), radio-frequency board, memory
card, screen, GPS receiver and so on. Those components can be active at different mo-
ments of time, and proportionally to the workload will consume different fractions of the
power budget [[I]]

13



In Figure[2.I], we can see how energy is being spent in a mobile device
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Figure 2.1: Where does it all go ? [2]

In real usage those figures translates directly into the time the device is on. Here are some
examples [2]:

o Watching YouTube: 340mA = 3.4 hours

e Browsing 3G web: 225mA = 5 hours

e Typical usage: 42mA average = 32 hours

e EDGE completely idle: 5mA = 9.5 days

e Airplane mode idle: 2mA = 24 days

2.3 Power Manageable Components

A Mobile device can be viewed as a collection of heterogeneous components. in
[3] proposed a model for power managed system as a set of power manageable components
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(PMC’s) controlled by a power manager (PM). The model defines a component as an
atomic block in a complete system. At the system level, component viewed as a functional
unit. The fundamental property of a PMC is the ability to operate in different modes,
which span the power-performance trade-off. Components which are not managed, and
don’t operate in multiple performance modes are usually explicitly designed for a targeted
performance, and power cost.

Typically PMC’s are designed with only few operation modes to reduces the complexity and
the overhead of the power management. However the flexibility PMC provide, have a non
negligible cost which must be taken into account. In particular the cost of the transitions
between the modes, in terms of performance loss, delay, or even additional power (when
components need to be initialised, and stabilised).

The PMC can be modelled by a finite state machine (PSM). Each state represent an
operation mode, and has attributes of performance and power cost. State transitions has
a power and delay cost. Intuitively low-power states, have lower performance and higher
transition delay the high-power states. (e.g an idle disk need to spin up to 7200 rpm, before
it can operate, but spin down and become idle almost instantaneously). Many single chip
devices like CPU and memory as well as more complex devices such as disk drive, wireless
network cards, LCD screen and more, can be presented in this simple and abstract model
[4, 5l ©].

Pd»OGmW

~10us

P=S0MW P=0.16mW

Wait for interrupt Wait for wake-up event

Figure 2.2: Power state machine for the StrongARM SA-1100 processor. [3]

2.4 Energy Saving Problem

The basic idea behind power management is idleness exploitation [7]. Whenever device (or
component of device) is idle, its energy consumption should be reduced to minimum. To
simplify the problem consider a trivial case where PMC have two power states (ON/OFF)
and transitions between the two instantaneous; the power and performance cost to perform
a transition is negligible. In such case the task to save energy is trivial: as soon as the
PMC is idle, it can be transitioned to the lowest power state available. On the arrival
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of a request, the PMC is instantaneously transitioned to active state. Unfortunately, in
a real system, naively switching off idle devices is not efficient or could even be counter
productive in terms of power cost. In some cases returning from low-power state requires
a time for:

1. tuning and stabilising the power supply

2. reinitialising (e.g. wifi card will be required to reconnect to the network, hard disk
to spin up, etc.)

3. restoring the context

Since typically transitions between power state do have a cost, the optimisation is a difficult
problem. In other words, the challenge is to decide when (if at all) its efficient to transition
to a low-power state. Benini et al| in [3] suggests that PMC can be transitioned to
low-power state S when the time of inactivity 7}, is greater then the minimum inactivity
time required Tpg (break-even time) to compensate the cost of entering the state. Where
inactivity time 7}, is the time PMC spends in low-power state and the time take to enter
and exit it. Thus, T,, > T where Tpg is the sum of the total transition time and the
minimum time that has to be spent in inactive state to compensate the additional transition
power Prp :

Pon—FPoys

Ty — Trr + Trrbti=tor  Prp > Po, (2.3)
Trr Prr < Po,

Where,
o Trp - Transition time
e Prp - Transition power
e Pp, - Power at the ON state
e Poss - Power at the OFF state

Therefore to minimise the power-performance trade-off and save energy, all is left is to know
whether T, will be greater than Tgg before we initiate a transition to low-power state.
Many authors proposed schemes for dynamic power management (Section , which falls
into two groups of strategies for this problem. The first approach is to wait a timeout
threshold, and then switch OFF the device. The second approach is to predict the value
of T}, and then make a decision based on the prediction.

In our project we addressed the problem by learning the behaviour of user, and PMC’s
behaviour under workload of user’s applications, then in turn applying a suitable power

16



policy for each of the PMC’s.

For example, we observe a user running a mail client which periodically in background
pulls mail messages, and typical network activity is low (due to length and number of the
messages). Our policy manager algorithm will switch off the network cards (Telephony,
and WIFI), periodically will check for known wifi hotspot (location based), if no known
networks available it will switch on 2G connection (GPS/EDGE), and wait until it will
finish the network activity. However, perhaps over time the network activity will become
higher (due to increased number of messages, or their lengths), then the policy manager
will adjust the ”down” period and will use 3G connection to reduce network activity time.
A totally different policy is a applied to network cards, under activity of web browsing,
by learning users behaviour we have an ability to decide more precisely if, when and for
how long to switch the network interfaces off. We cover the implementation of policy
management topic in detail in Chapter

2.5 Dynamic Power Management

In the recent years a great amount of work was put into research on low-power design
techniques. Those researches mainly concentrated on reduction the power consumption of
the CPU and the I/O devices.

2.5.1 CPU Dynamic Power Management Algorithms

In [Yao et all[8] the authors present an offline preemptive task scheduling algorithms to
minimise energy consumption. This technique search for critical intervals (intervals in
which a constant maximum voltage is required to run a group of tasks in optimal schedule),
which are scheduled using the EDF scheduling policy. An alternative approach proposed
in [Ishihara and Yasuural[9] the method is to use integer linear programming formulation
and statically assign voltages to tasks. Authors showed that energy is minimised only if
task finishes on scheduled deadline and at most 2 voltages are required to emulate an ideal
voltage level. Another online DVS method based on the rate-monotonic algorithm(RMA)
is presented by Shin and Choi,[I0]. The method identify time frames when processor speed
can be scaled down without missing any task deadline. Majority of those techniques are
based around the idea of identifying online or offline (applying scheduling algorithms) time
instances, where CPU can be scaled down.

2.5.2 1I/0 Devices Dynamic Power Management Techniques

DPM for I/O devices fall into three categories: timeout, predictive and stochastic.
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Timeout Based Techniques

The most basic and widely used techniques are timeout based. The idea is very simple and
efficient. The System shut down an I/O device if its being idle for more than specific period
of time [3]. The next task requesting the devices wakes it up, and the device process the
request. Although the technique is simple and relatively efficient, it has some downsides:
Usually the request arrive while the device is off, suffer from a significant delay (a noticeable
transaction time from off to on state) While the system countdown the threshold time for
a specific device, a great amount of energy is wasted.

Predictive Techniques

Predictive techniques are more readily adaptive to changing workloads than timeout based.
They aim to reduce wasted waiting time and eliminate the off-to-on state transaction delay
time. Predictive methods by observing the past requests, predicts the length of the next
idle period, so the device can be put in low-power state as soon as the period starts.
[111, 12]

Stochastic Techniques

Stochastic methods aiming to model the devices requests through different probabilistic dis-
tributions and solving stochastic models to figure out device’s switching times. [13] [14]

Machine Learning Techniques

Another approach is to use machine learning technique proposed by [Chung et all [Chung
et al| in [I5], used a simple decision trees to classify past idle periods, and predict future
ones.

Summary

All the DPM techniques mentioned above, suit very well a non real-time systems which are
tolerant to small delays in computation as a price for prolonging the battery life. However
due to their highly probabilistic nature are not usable in real-time systems, as shutting
down a device at the wrong time, can potentially result in task missing its deadline. In
real time systems, meeting deadlines is critically important, therefore for such systems
more deterministic methods are required to guarantee real-time behaviour.

18



2.6 Advanced Configuration and Power Interface (ACPI)

In December 1996, Intel Motorola and Toshiba release their first specification (ACPI) of
open standard for unified operating system-centric device configuration and power manage-
ment (OSPM)[I6]. Main purpose of this specification is to move away from existing stand-
ards such as Advanced Power Management (APM), MultiProcessor Specification (MPS)
and the Plug and Play (PnP) BIOS specification, towards centralised power management
by the Operating System as opposed to the previous BIOS central system, which relied
on platform-specific firmware to determine power management and configuration policy.
ACPI is activated by OSPM compatible operating system, and takes full control of power
management and device configuration. The OSMP-aware Operating system must expose
an ACPI-compatible environment to device drivers , which exposes certain system, device
and CPU states.

2.6.1 Power States
Global States

The ACPI specification defines the following seven states (so-called global states) for an
ACPI-compliant computer-system [17]:

e GO (S0) System is on. The CPU is fully up and running; power conservation operates
on a per-device basis.

e G1 Sleeping (subdivides into the four states S1 through S4)

— S1: All processor caches are flushed, and the CPU(s) stop executing instruc-
tions. Power to the CPU(s) and RAM is maintained; devices that do not indicate
they must remain on may be powered down.

— S2: CPU is off, RAM is refreshed; the system uses a lower power mode than
S1.

— S3: Commonly referred to as Standby, Sleep, or Suspend to RAM. RAM remains
powered

— S4: Hibernation or Suspend to Disk. All content of main memory is saved to
non-volatile memory such as a hard drive, and is powered down.

o G2 (S5) Soft Off. G2, S5, and Soft Off are synonyms. G2 is almost the same as G3
Mechanical Off, but some components remain powered so the computer can ”wake”
from input from the keyboard, clock, modem, LAN, or USB device.

19



e G3 Mechanical Off: The computer’s power consumption approaches close to zero, to
the point that the power cord can be removed and the system is safe for disassembly.

Furthermore, the specification defines a Legacy state: the state when an operating system
runs which does not support ACPL. In this state, the hardware and power are not managed
via ACPI, effectively disabling ACPI.

Device states

The device states D0-D3 are device-dependent: DO Fully-On is the operating state. D1
and D2 are intermediate power-states whose definition varies by device. D3 Off has the
device powered off and unresponsive to its bus.

Processor states

The CPU power states C0-C3 are defined as follows: CO is the operating state. C1 (of-
ten known as Halt) is a state where the processor is not executing instructions, but can
return to an executing state essentially instantaneously. All ACPI conferment processors
must support this power state. Some processors, such as the Pentium 4, also support an
Enhanced C1 state (C1E or Enhanced Halt State) for lower power consumption,[7]. C2
(often known as Stop-Clock) is a state where the processor maintains all software-visible
state, but may take longer to wake up. This processor state is optional. C3 (often known
as Sleep) is a state where the processor does not need to keep its cache coherent, but main-
tains other state. Some processors have variations on the C3 state (Deep Sleep, Deeper
Sleep, etc.) that differ in how long it takes to wake the processor. This processor state is
optional.

Performance states

While a device or processor operates (D0 and CO, respectively), it can be in one of several
power-performance states. These states are implementation-dependent, but PO is always
the highest-performance state, with P1 to Pn being successively lower-performance states,
up to an implementation-specific limit of n no greater than 16. P-states have become
known as SpeedStep in Intel processors, as PowerNow! or Cool’'n’Quiet in AMD processors,
and as PowerSaver in VIA processors. P0 max power and frequency P1 less than PO,
voltage/frequency scaled Pn less than P(n-1), voltage/frequency scaled
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2.7 Linux Runtime Power Management

A substantial amount of work has been done in the recent years on power management in
Linux systems, much of that work concentrated on suspend and hibernation capabilities.
However the true value is in being able to reduce energy consumption of a running system.
That is true as for large enterprise servers as it is for mobile devices. Some recent devel-
opments introduced an API in the kernel, based on ACPI spec. This API sets a structure
to the power management code to facilitate the suspending and resuming of individual
system components at runtime. Operating system controls the power states of the devices,
through special ACPI drivers. An ACPI driver of a particular device implements three
methods: runtime_suspend(), runtime _resume() and runtime_idle() which put the device
into corresponding state.

The dev_pm_ops structure is augmented with three new functions [18]:

int (*runtime_suspend)(struct device *dev);
int (*runtime_resume)(struct device *dev);
int (*runtime_idle)(struct device *dev);

runtime_suspend()

These functions are supposed to be implemented by the driver of each device for each bus
type; they also can act as bus-specific driver callbacks. The kernel will call runtime_suspend()
to prepare a specific device for a lower-power state. However, the call doesn’t obey the
device itself to be suspended but the device does need to prepare for a condition where
it is no longer able to communicate with the CPU or memory. In other words, even if
the device does not suspend, hardware between that device and the rest of the system
might be suspended. A return value of -EBUSY or -EAGAIN will abort the suspend
operation.

runtime_resume()

When a method runtime_resume() is being called, the driver should prepare the device to
operate again with the rest of the system. the driver should power up the device if needed,
restore registers, and everything else required to get the device fully functional.

runtime_idle()

Kernel is calling runtime_idle() on a devices driver, when it thinks the device is a idle and
might be a good candidate for suspending. The callback should decide whether the device
can really be suspended

Part of the Linux kernel’s power management API also a set a functions responsible for
suspend and resume activities, deal with mid-course cancelations, external code making
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modification in the power management and so on.

Another aspect of this API is the ability to invoke suspend and resume callback asynchron-
ously, which allow them to run in parallel. As long as there are no dependencies between a
pair of devices, suspending or resuming them in parallel makes full-system transition faster.
However, a problem rises when there are dependencies, running a set of power management
operations in parallel might mess up the order. To overcome this issue a completion object
is added to each device. In the next section well discuss how Android platform leverage
this infrastructure, and how this can be exploited for optimisation purposes.
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2.8 Power Management on Android

In this project we used Android as proof of concept. Android support its own Power
Management implemented on top of standard Linux RunTime ACPI infrastructure. The
main design concept is that CPU shouldn’t consume power unless applications services
require power.

The Android framework requires the application and services to request a CPU resource
with a wake locks, through the application framework and native libraries. If the OS doesn’t
find any active wake lock, it shut down the CPU. In figure 2.3 shown an infrastructure of
Android power management.

Applications

W1 oE mewWakelockl, . )
W1, noguinad &
W, ralamnad K

Applications

Framework

Powear
Ay henchacars) power ©

Libraries M X
(user space )

Linux Kernel

Androwd Power Manageme r

dfrversiandroed! power ¢

Android_register_sarly_suspend])
Android_register_early_resumea()

Linux Power Management

Figure 2.3: Android Power Management Architecture
Android framework exposes seven different types of wake locks for applications and services.

For example : ’keep the cpu running, while the screen is off’. Developers choose the most
appropriate lock for their applications. Incorrect usage of wake locks, might result in great
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power waste.

2.8.1 Wake Locks

o ACQUIRE_CAUSES_-WAKEUP

Normally wake locks don’t actually wake the device, they just cause it to remain
on once it’s already on. Think of the video player app as the normal behaviour.
Notifications that pop up and want the device to be on are the exception; use this
flag to be like them.

e FULL_.WAKE_LOCK
Wake lock that ensures that the screen and keyboard are on at full brightness.
e ON_AFTER_RELEASE

When this wake lock is released, poke the user activity timer so the screen stays on
for a little longer.

e PARTIAL_ WAKE_LOCK
Wake lock that ensures that the CPU is running. The screen might not be on.
e SCREEN_BRIGHT WAKE_LOCK

Wake lock that ensures that the screen is on at full brightness; the keyboard backlight
will be allowed to go off.

e SCREEN_DIM_WAKE_LOCK

Wake lock that ensures that the screen is on, but the keyboard backlight will be
allowed to go off, and the screen backlight will be allowed to go dim.[19]
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Chapter

Power Management Framework

In this chapter we introduce the high level architecture of the power management framework
in PowerRunner.

The basic idea behind power management is idleness exploitation [7]. Whenever hardware
device is idle, its energy consumption should be reduced to minimum. In this project we
analyse and learn user’s activity on the mobile device. Each type of activity has unique
requirements in terms of hardware resources. A typical application require only a subset of
hardware components to be active. The power consumption of idle components (which are
not used by that application) can be minimised. The knowledge of user activities allows
to decide when to put devices into energy saving mode and to predict for how long. At the
high level framework can be summarised as follows. A mobile system contains number of
heterogeneous components. The framework monitors active applications and the states of
hardware components. Framework learns application’s usage of hardware resources. The
state information is then analysed. The power management polices are applied in runtime
to support current and future resource requirements. The framework then changes to the
states of individual components which results in saved energy.

25



3.1 Architecture

In [20], Benini et al.| proposed a basic structure for power management framework. As
illustrated in figure the structure contains three fundamental parts:

e An Observer - module responsible for monitoring the system’s hardware.

e A Policy manager - module responsible for managing the power states of the system’s
components (eg. CPU speed=low, network state = off, screen brightness=135).

e A Controller - module responsible for interaction with the hardware and for execution
of state transition commands.

Observer
Policy

Controller

HARDWARE

Figure 3.1: Structure of the power manager [20]

We adopted this simple design in our architecture, and extended the Observer and the
Policy Manager modules. In figure [3.2|a system power managed by PowerRunner is shown.
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At the lowest level mobile platform have of a collection of hardware components. Those
components are controlled by the Operating System’s Kernel. The Kernel control the
devices by means of driversﬂ An operating system also provides an ACPI abstraction for
power manageable components. Operation states of hardware components are controlled
through special ACPI drivers. When an application needs to interact with a hardware
device, the kernel issues commands to the corresponding drivers.

The top part of the diagram is the architecture of power management framework in
PowerRunner. The framework consists of the following subsystems:

1.

The Observer (OB) - module responsible for coordinating the work of monitors:
AM and HM.

. Application monitor (AM) - a monitor responsible for collecting information from

the operating system about the running processes, and their utilisation statistics.

Hardware Monitors (HM) - a collection of monitors. Each monitor is responsible
for probing a particular hardware device. HM’s interact with hardware abstraction
layer of the OS. They collect operation states and utilisation statistics of the hardware
components in the system.

Power Cost Estimator (PCE) - function of this unit is to estimate power con-
sumption of individual hardware components in the system.

Knowledge base (KB) - in this unit the framework stores the information about
users’s applications. Information includes the following: classification by activity,
hardware requirements, average length of operation and estimated power cost. The
knowledge base also holds the historic data of system operation and power consump-
tion.

The Policy Manager (PM) - function of this module is to apply power manage-
ment techniques to save energy. It applies power management policy on the system,
which enables the resources required by user’s activity and minimises the consump-
tion of hardware devices that are not required. The PM also learns new policies for
specific activities from the user’s feedback.

The Power Management Controller (PMC) - This module executes the power
polices by changing the operation modes of hardware components. It interacts with
hardware abstraction layer of the operating system, and issues commands to the

L A device driver is a software allowing higher-level computer programs to interact with a hardware device.
A driver typically communicates with the device through the system’s bus or communications subsystem to
which the hardware connects. When a calling program invokes a routine in the driver, the driver issues
commands to the device. Drivers are hardware-dependent and operating-system-specific. [21]
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ACPI drivers of the corresponding devices. The controller also maintains a scheduler
for time based policies.

8. The User - The framework provide a facility for user’s feedback and control. The
user can adjust the power management policy in runtime, by manually changing
the operation modes of hardware devices. After that the framework then captures
changes, and learns new policies for a specific application.

The operation of the framework can be summarised as follows. At runtime hardware devices
and running application are monitored by the observer module OB. Periodically OB takes
a snapshot of the system, which contains the probes of hardware devices and a list of active
applications. For every hardware probe OB uses PCE to estimate its power consumption.
Then OB stores the snapshot in the history KB and notifies the PM. PM analyses the new
snapshot of system and decide whether the current power management policy needs to be
changed. If PM decides to change the policy, it stores the new policy in the KB and calls the
PMC to execute the required changes on hardware devices. Once PMC retrieves a change
request for a list of devices, it issues commands to the corresponding ACPI drivers. At any
moment of operation, a user can interfere and make changes to the state of the hardware
components (e.g increase the brightness, or enable a particular device). PM notices those
changes (through the observation mechanism), correlates them with an active application
and learns a new policy. Next time the user will run this specific application, PM will
apply the newly learned policy.

We now discuss the details and the challenges of each of the modules mentioned above.

3.2 The Observer

An efficient implementation of dynamic power management governance, requires a mech-
anism for capturing and analysis of both systems workload /performance ratio of hardware
components and estimated power cost which will be covered in Chapter The former
may vary in complexity and range of the policy regimes from simple timeout schemes to
complex statistical models. As we based our power management strategy on user’s context,
we introduced two types of monitors. One type is responsible probing the hardware devices
in the system, while the other for capturing the state of applications running on the OS.

Because hardware components are unique in their nature, the observer module has several
dedicated hardware monitors (one per each device) and a single monitor for capturing the
state of applications. The operation of the monitors is coordinated by a controller, which
starts, stops and gathers probe information from the monitors. Periodically the controller
collects probes from the monitors, and constructs a ’snapshot’ of the system for an interval
of time (since the last snapshot). It then estimates the power consumption for the interval
of time (broken down by components). And persist the snapshot into the knowledge base.
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The communication between the observer and the policy manager is asynchronous. The
observer notifies the PM when new snapshot is available in the knowledge base.

3.3 Policy Manager

3.3.1 Activity

We now introduce a concept of Activity, we are using in our framework. Modern mobile
devices contains large set of components, which provides a platform for a growing range of
applications. Applications can be classified by a finite set of activities:

e Books

e Business

e Education

e Entertainment

e Finance

e Games

e Health and Fitness
e LifeStyle

e Medical

e Music

e Navigation

o News

e Photography

e Productivity

e Reference

e Social Networking
e Sports

o Travel

e Utilities
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e Weather

Each type of activity has an attributes of system requirements, pattern of operation
(Front/Background), and Time of operation. For example music activity would last longer
with constant workload in contrast to a Utility activity which has a short operation time
(e.g. calculate mortgage). We can use this knowledge for our benefit to help choosing the
more suitable power policy. As an example consider a user reading an ebook, while he is
concentrated on reading he most likely not using a network, but probably would prefer a
high brightness mode of the screen. Applications are classified as type of activities above,
and initially inherit the properties. With time, while the applications are running, user can
adjust the system components, like screen brightness, CPU speed, GPS, etc. We observe
those adjustments and record them in application knowledge base. Of cause in multith-
readed operating system such as android, user can run several applications simultaneously,
in which case our software will apply the policy to satisfy the application requires greater
resources.

3.3.2 Policy
The power policy is essentially a vector of configurations for hardware devices. Each
configuration contains three fields:

e ON/OFF state - (0,1)

e A scheduling definition ([*** *])

e Operation parameter - an extra options field specific per device (String)

The scheduling defining takes a form of CRON expression [21], and specify the operation
times of the device:

S milisecond (0 - 999)

------------- second (0 - 59)
ittt minute (0 - 59)

S hour (0 - 23)

* —_ — —
*

For example configuration for Network interface in a form of: {1,[*/**/5*],”300000” },
means switch the network ON every 5 minutes and switch it OFF 5 minutes later. A form
{0,[*,*,1,%*],”idle” } means switch network off after 1 minute of idleness.

A A
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The hardware controller takes care of scheduling mechanism and execution of power man-
agement policies.

3.3.3 Learning

The policy manager learns new policies for specific applications from user’s feedback and
application’s behaviour. The former type of learning is based on user’s satisfaction of
performance. For example a policy for a particular application defines the screen brightness
to be 155/255 units (60% of maximum). A user can adjust the screen manually, while
in background the policy manager will learn this. Next time the user runs the same
application, policy manager will apply the preferred screen brightness. The other type of
learning is by analysis of historic activity of a component. Consider a case when a news
agent runs in background and periodically pulls news updates from the Internet. The
application is configured to check for updates every 5 minutes. However updates usually
published every 10-15 minutes (on this news server). By analysing the history of network
card activity for this application, Policy manager concludes that network is actually needed
every 12.5 minutes (on average). PM now adjusts a policy for this application, disables
the network interface and schedules it to be turned on every 12.5 minutes.

3.4 Power Management Controller

The main function of the power management controller is to execute power management
polices by controlling the states of hardware devices. From architecture point of view,
the system is a set of atomic components, which interact within the system, some of
them are power-managed externally. The activity of the components is coordinated by
the Operating system’s kernel. The operating system provides a hardware abstraction
API, which device’s driver need to implement. The kernel communicates with the devices
through the device’s drivers. Operating System provides a special ACPI abstraction for
power management. Power manageable components have a set of ACPI drivers responsible
mainly for management of the operation states. As shown in figure ACPI Layer is
next to drivers layer, between the kernel and the hardware. Which suggests that devices
coordinated by regular drivers, and power managed commands are delegated to ACPI
drivers. Linux OS provide an interface as mentioned previously which device’s driver need
to implement in order to be power managed.

In our framework we rely on operating system’s ACPI layer, and all power management
control is executed though a standard API.

Another responsibility of the PMC is to maintain the time based policies. Once established
by the Policy manager, the policy needs to be scheduled (e.g switch network on every 5
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minutes for 2 minutes period). The mechanism of scheduling and de-scheduling change
events is a function of the Power Management Controller.

3.5 Summary

The Power Management Framework in PowerRunner relies on Operating System abstrac-
tion for power management, although we implemented our solution on Android OS which
implement ACPI spec., its not bound to a particular OS as long as it provides an API for
power management of hardware . The uniqueness of our implementation lies in the intelli-
gent power policy manager, which take into account User’s activity and applies a range of
DPM schemes to maximise energy economy. The modular structure of the observer module
designed for lightweight and non intrusive instrumentation of the system.

In the next chapters, we describe in detail the estimation power model, power management
techniques and the concrete implementation of the software.
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Chapter

Power Model

We now discuss our approach for modelling the estimation of consumption of Power Man-
ageable Components (PMC).

As we explained in Section PMC’s usually have several operating modes which has
power cost, and transition delay. Knowing the power consumption of individual compon-
ents in the system, allow to estimate the total power consumption of an application. Thus
an application has a cost in power units (mW). Since we know the capacity of the battery,
we can estimate the power budget of an application. In other words the power estimation
model allow to predict the battery lifetime and under a workload of a particular applica-
tion. The model is also enable to forecast power budget requirements for activities in the
future.

Estimating power consumption in real time, is not a trivial task considering we don’t know
the current flowing into the system from the battery (It’s not reported by the OS, when
device is running of the battery), and even if we would know, it wouldn’t be sufficient for
estimating the consumption of each of the components. In [22], Bircher et al.| proposed
a data mining technique for estimation consumption of system components, from total
energy consumed by the system.

To build an power estimation model, we used linear regression analysis. For linear regres-
sion we modelled a mobile system as a set of variable corresponding to operation states
of hardware components. We implemented an estimation model by collecting samples of
hardware component’s states, and current flowing into the system, then we used a linear
regression to extract the coefficients of power consumption for a set of variables which
represents different operation modes and workloads.
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4.1 Environment Setup

The target mobile device in our project is HT'C G1, a phone developed by HT'C, which runs
Android OS developed by Google. Although our implementation is on a specific device,
our contributions could easily be replicated on other platforms.

4.1.1 Android Architecture

Android is built on top of a solid and proven foundation: the Linux Kernel. Linux provides
the hardware abstraction layer for Android, allowing Android to be ported to a wide variety
of hardware platforms.

The Android platform uses Linux kernel for its memory management , process management,
networking, power management and other operating systems services

Applications and Widgets
Home Contacts Browser Widgets Your App Here

Application Framework

A ke Providers | ViewSystem | NGEOCEOn
BT | e | R |
Libraries Android Runtime
© danager | | Fomewo | SoUe | Core Libraries
e
e s m J
Linux Kernel
| Display Driver | | Blgetootn [ camera Driver | [ FlashMemory | | Binder (PO) |
| Keypad Driver | | UsBDriver | WiFiDriver | | Audio Drivers | | yatSyeinent |

Figure 4.1: Android System Architecture [23]

As shown in figure the next layer above the kernel is the layer of Androids native
libraries. These shared libraries are written in C or C++, compiled for specific device the
Android is running on, and preinstalled by the device’s vendor.

Some of most important native libraries include the following:

e Surface manager
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2D and 3D graphics
Media Codecs

e SQL Database engine
e Browser engine

Next to native libraries, above the kernel sits the Android RunTime layer, which contains
the Dalvik virtual machine and the native Java libraries. Dalvik VM is Googles imple-
mentation of Java , optimised for mobile devices. All the code written for android is in
Java language and executed in Dalvik VM. The layer above is the Application Framework.
This layer provides the high level building blocks , used for application development. This
framework is pre-installed on Android Os and can be extended with custom components
as needed. Applications and Widgets Layer is the top of the iceberg, end users can see
only those programs on their devices, without knowing all the action going inside the
system.

4.1.2 Hardware Architecture

In our project we used Android Developer Phone 1, a rootedE] version of HTC G1. We
use the Android 1.6 Operating System, and same version of SDK. The Android platform
operate on modified version of Linux kernel 2.6.25.

A high level of HTC Dream architecture is shown in figure

The G1 consist of the following components:
e Qualcomm MSM7201A chipset

e Sharp 3.2-inch TFT-LCD flat touch-sensitive screen with 320 x 480 (HVGA) resolu-
tion

e 1150 mAh lithium-ion battery
e QDSP4000 and QDSP5000 high-performance digital signal processors
Quadband GPRS and EDGE network interfaces

e Bluetooth chip
e Wifi network interface
e ARM 11 processor

e ARM 9 modem processor

'Some of our optimisations requires root access, which we’ll discuss in Chapter
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Figure 4.2: HTC Dream hardware architecture [24]

In G1, ARM 11 processor is operating as central processing unit (CPU), it runs the Android
OS and execute the applications on the device. According to ARM specification it support
DFS (Dynamic frequency scaling), and can operate at 124Mhz, 246Mhz, 384Mhz and
528Mhz [25]. In practice it operates only on 246Mhz and 384Mhz, because at 124Mhz the
system is unstable and 528Mhz is not used.
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(a) Instrumentation setup (b) Fluke 289 instrumenting
HTC G1

Figure 4.3: Real current measurement

4.1.3 Current Measurement Setup

We constructed the power estimation model, using real power measurements. We probed
the contact between the battery and the phone and measured the current using Fluke 289
Multimeter. In order to measure the contact, we had to isolate the ‘+’ contact between
the battery and the device with power isolation band, and connect wires for each (override
the connection). Alligator clumps from the multimeter connected to each of the wires.
In other words the current flows through the multimeter, is it became part of the circuit

4.3al

We used wires with low resistance (extracted from SATA cable), to get measurements as
accurate as possible [26] :

e Current rating : 1 Amp
e Insulation Resistance : < 1000M <2
e Contact Resistance : < 30m€Q(< 45mQ after stress).

To calculate the power, we use battery voltage figures reported by the Operating System.
Figure shows the setup of instrumentation.
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4.2 Building Power Model

We now explain our approach for power estimation model on mobile device, which hard-
ware components and operation modes we took into account. As well as how we collected
and consolidated the power probes with system states. And the final results we found and
used in our Power Management Framework.

In our model the mobile system as a whole operates in two distinct states ”StandBy” and
7 Active”. In StandBy state the device is in low-power sleep mode, all hardware compon-
ents including the CPU are idle, except the modem processor. The power consumed in
StandBy state is almost constant (measured to be around 80mW). The system is in Active
state when CPU is operational. The system is in Active state when the screen is on, or
if a wake lock is held to insure the CPU is running. In contrast to Idle state, the power
consumed in Active state is considerably higher (250mW =~ 2000mW), and significantly
affected by the workload. Our estimation model focuses on modelling energy consump-
tion of hardware components in Active state, as we assume consumption in Idle state is
constant. We consolidated the operating modes of a set of hardware devices with current
measurements, and used Linear Regression method to build the model. We used Linear
regression for fitting the dependant variable (current flowing into the system, in mA) to a
set of independent variables (hardware modes) by corresponding linear coefficients.

4.2.1 Choosing Variables

Since each device has its own characteristics of operation, which affect the power consump-
tion at any point of time. There is a relationship between the total power consumption
of the system and the operation modes of hardware components. To find this relationship
as a linear dependancy between the current and the operating modes we used a linear re-
gression method. In the linear regression model we defined the current (in mA) as a scalar
variable (dependant variable). The operating modes of hardware components we defined
as independent variables in the model.

We modelled majority of the hardware components on HTC G1 as listed below (values
they can take in brackets):

e CPU: The CPU refers to ARM11 processor, which is used to run the operating
system and user application. In HTC G1 device it operates in two frequency modes
(246Mhz and 384Mhz), therefore we defined two variables which capture the operat-
ing frequency and utilisation. CPU variables ranges 0-100 (Utilisation %)

— CPU_Fullutil (0-100)
— CPU_Med_util (0-100)
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Wifi: The Wifi network interface, we modelled as three variables, to capture when
its ON, is there network traffic, and the packet rate. Thus we defined the followings
parameters:

— Wifi_ON (0,1)
— Wifi_Traffic (0,1)
— Wifi_Packet_Rate (>0 )

LCD Screen: The screen variables capture, whether the screen is on, and the
brightness reported by the OS (ranges in value from 0 to 255):

— Screen_State (0,1)
— Screen_Brightness (0-255)

GPS: GPS have four states, OFF, TURING_ON, ON, TURNING_OFF. From power
consumption point of view, the last three can be viewed as ON (there is no signific-
ant overhead, while GPS is fixing on satellites). Therefore we defined one variable
capturing the state (ON/OFF) of GPS component: GPS_ON (0,1).

Network: We modelled the modem network activity similarly to WIFT interface,
and defined three variables :

— Network_ON (0,1)
— Network_Traffic (0,1)
— Network_Packet_Rate (> 0)

Audio: Android SDK provides a convenient API for sound device driver, which allow
to query where there audio stream is playing, and is the speaker turned on. Thus we
defined two variables:

— Audio_On (0,1)
— Speakerphone_On (0,1)

Telephony: Android provides an API for Telephony Layer of the platform. We
considered two states of the modem, when the phone is ringing, and when the call is
off-hook. Thus we defined two parameters:

— CALL_STATE_OFFHOOK (0,1)
— CALL_STATE_RINGING (0,1)

SD Card: We captured the state of the SD card, when there is read/write activity,
thus we defined:
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— SD_ACTIVITY (0,1)

e MISC: The power consumption, not accounted with variables listed above, is cap-
tured in a single variable MISC. It is nothing but the constant y-intercept in a linear
regression model, which will be described in the following Section

4.2.2 Current Measurement

We built the power estimation model using real current measurements. We instrumented
the the plus contact between the phone and the battery, with Fluke 289 Multimeter.
Fluke289 is a highly accurate device, that capable of measuring current as low as 500uA,
and record the measurements, which later can be exported to a PC. The idea is to correlate
the current measurement with system state (a collection of parameters).

The information is gathered from two different sources: one from the logger application
running on the device, and the other from multimeter. The correlation was possible only
by timestamps of the samples of both sources. The challenge was the time synchronisation
between the two. The FlukeView software, which we used to export the measurements
from the multimeter device, has an option to offset the timestamps of samples to local
clock (where FlukeView is running). Thus we had to synchronise the clocks between the
mobile device and the PC, before every measurement session. We used NTP protocol to
achieve this goal, PC was a NTP server (synced with external Stratum 2 server), while
mobile was a client. G1 synchronised with PC over the wireless network. In fact Fluke
289 measure the current flow at rate of 1Khz, while its recording an interval of ~ 1 second
for every sample. Each sample Multimeter records have a measurement of minimum,
maximum and average current within an interval. Although a delay between the mobile
and PC was in range of few microseconds, it didn’t affect the accuracy of the samples. For
every system-state sample we took on G1, we took an average current measurement for an
interval of 1 second.

In figures [4.4] and [4.5] shown a current measurement session output.
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FLUKE 289 V1.10 13060158

Start Time Stop Time Elapsed Time  Interval Total readings  Intervals Input Events | Session Name
FRERRRERNEGY  RRRRERNRNNE 02:46:59 00:00:01 15051 10021 10061 Save 1

Miax Time Miax Average Min Min Time Scaling
FRERRREREREY 06086 A DC 0.1838 ADC  0.0012ADC HEERERERERE  (none)

To display full imestamps use Format Cells ‘m/dfy hh:mmzss.0'

Reading Sample Start Time Dwration Max Time Max Average Min Time  Min Description Stop Time
1 01877 ADC 59:47.9 00:00.4 55:48.1 0.1931 ADC  0.1817ADC 559:48.2 0.1701 ADC Interval 59:48.3
2 0.1871ADC 59:48.3 00:01.0 58:49.2 0.2031 ADC  0.1846 ADC 559:48.7 0.1716 ADC Interval 59:45.3
3 01702 ADC 55:49.3 00:00.2 58:45.4 0.2079ADC  0.1831ADC 55:45.3 0.1702 ADC Unstable 58:48.5
4 01776 ADC 55:49.5 00:00.8 59:49.7 0.200B ADC 0.1812ADC 59:50.3 0.1695 ADC Interval 59:50.4
5 01873 ADC 59:50.4 00:00.9 59:50.6 0.2023 ADC 0.1B43ADC 59:50.7 0.1705 A DC Unstable 5%:51.3
6/0.2154 ADC 59:51.3 00:00.1 59:51.3 0.2154 ADC 0.2154 ADC 59:51.3 0.2154 ADC Interval 59:51.4
7 0.1707 ADC 53:51.4 00:00.3 58:51.5 01931 ADC  0.183BADC 53:51.4 0.1707 ADC Unstable 55:51.7
B 02582 ADC 58:51.7 00:00.7 58:52.0 0.2666 ADC 02601 ADC 55:52.3 0.2556 A DC Interval 58:52.4
9 01859 ADC 58:52.4 00:00.9 58:53.0 0.2053 ADC 01839 ADC 55:52.7 0.1656 A DC Unstable 53:53.3
10 0.2202 ADC 53:53.3 00:00.1 59:53.3 0.2202 ADC 0.2202ADC 59:53.3 0.2202 ADC Interval 59:53.4
11 01771 ADC 59:53.4 00:00.2 59:53.5 0.2461 ADC 0.2116 ADC 59:53.4 0.1771ADC Unstable 59:53.6
12 0.2675 ADC 59:53.6 00:00.7 59:53.6 0.2675 ADC 0.2609 ADC 59:54.0 0.2571 A DC Interval 59:54.3
13 0.2520ADC 553:54.3 00:00.8 59:54.3 0.2620ADC  0.243BADC 55:55.0 0.2077 ADC Unstable 59:55.1
14 01764 ADC 58:55.1 00:00.2 58:55.2 0.1931 ADC 01848 ADC 55:55.1 0.1764 ADC Interval 58:55.3
15 0.2347 ADC 58:55.3 00:00.5 58:55.3 0.2347 ADC 02005 ADC 58:55.5 0.1796 A DC Unstable 58:55.8
16 0.2551 A DC 59:55.8 00:00.5 59:56.2 0.2700ADC  0.2638ADC 59:55.8 0.2551 ADC Interval 59:56.3
17 0.2647 ADC 59:56.3 00:00.9 59:56.5 0.2665 ADC 0.2183ADC 59:56.8 0.1718 ADC Unstable 59:57.2
18 0.2530 A DC 59:57.2 00:00.1 59:57.2 0.2530 ADC 0.2530ADC 59:57.2 0.2530 A DC Interval 53:57.3
15 0.2503 ADC 58:57.3 00:01.0 59:58.0 0.2726 ADC  0.2622ADC 55:58.2 0.2541 ADC Interval 59:58.3

Figure 4.5: Fluke 289 output in CSV format (truncated).

4.2.3 Logging Session

Once we choose the parameters for our power estimation model, the next step was to
collect the samples for the linear regression model. We did analysis of linear dependency
between system’s power consumption and hardware utilisation. In other words: we found
what is the power consumption of each of the individual components. Thus we gathered
and combined samples, which represent a state of the system in term parameters defined
above, and the power measurements. We used the Observer module within our architecture
that monitors the states of hardware components on the device. We implemented a logger
utility class for it, which takes a system state snapshot, and prints out a set of comma
separated values into a log file, with a timestamp for each of the samples. An example of
a samples is shown in table (.1}

In total we collected around 10,000 samples during several hours, and several sessions. In
every session we ran a series of load test which put load on individual hardware components,
or combination of them, in order to make samples noise free as possible. Some of the tests
included CPU stress, Network speed test, SDcard test, Music player and so on. In each
test we changed the screen brightness to capture power consumption of the screen. During
each logging session on the device, the multimeter was instrumenting and recording the
real current flowing into the system. The procedure of merging two logs will be explained
in the following section [4.2.4
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Table 4.1: System state samples

1| 30/05/2010 00:00:03 | 0 | 1 | O 100 1000001255 [0(0|0|0|0|0|0O|0O|0]0|0|0.00]0]|1]|333] 4096
2| 30/05/2010 00:00:04 | 0| 1|0 68 6801001255/ 0|0[{0[0|0O|0|0O]0[0|0]0]|0.00|0]1]333]|4096
3| 30/05/2010 00:00:05 | 0| 1|0 8 8/0(0|0|1]255|0|0|0|0[0|0O]|0O|0]|0|0|0]0.00/|0]1]337]4099
4] 30/05/2010 00:00:06 | 0 | 1 | 0 | 43.56 | 43.56 | 0| 0 | O | 1 | 2 0/0|0|0|0|0|0O|0|0]0|0|0.00]0]|T1]|333]| 4096
5 | 30/05/2010 00:00:07 [ 0 | 1 | O 23 23(0/0(0(1]255|/0|0{0]0|0|0|0]0[0|0]0]0.00|0]1]333]|4096
6 | 30/05/2010 00:00:08 | 0| 1|0 19 1910(0(0]|1({255{0|0|0[0]0|0|0O|0]0|0|0]|0.00/|0]|1]337]| 4096
7 | 30/05/2010 00:00:09 | 0 | 1 | 0] 9.901 | 9901 [0 |0 |0 |1[255|0|0|0[0[0|0|0|0|0|0]|0]|0.00|0]1]337]|4096
8 | 30/05/2010 00:00:10 | 0| 1| 0 27 27(0/0(0]1]255/0|0|{0|0|0O|0|0]0[0|0]0]|0.00|0]1]337]|4100
9| 30/05/2010 00:00:11 | 0| 1|0 6 6/0(0|0|1]255|0|0|0|0[0|0O]0O|0]|0|0|0]0.00/|0]1]337]|4100
10 | 30/05/2010 00:00:12 | 0 | 1| 0| 28.71 | 2871 |0 |0|0|1|{255|0|0|0|0|[0|[{0|0]|0O|O0|[O0|0|0.00|O0]|1]333| 4096
11 | 30/05/2010 00:00:13 [ 0 | 1 | O 9 910(0|0|1]255|0|0|0|0[0|0O|0O|0|0|0|0]0.00/|0]|1]333]|4096
11 | 30/05/2010 00:00:13 [0 | 1 | O 9 910(0|0|1]255|0(0|0|0[0|0O]O|0|0|0|0]0.00/|0]|1]333]|4096
13 | 30/05/2010 00:00:16 | 0 | 1| 0| 98.17 | 98.17 |0 |0|0|1|{255|/0|0|0|0|0|0|0O|0|O0O|O0|0|000|O0]|1]333| 4086
14 | 30/05/2010 00:00:17 [0 | 1 | O 100 100{0(0[0|1|25|0(0|0|0|[0|0O|0O|0O|0]0|0|0.00]0]|1]|337]4097
15 | 30/05/2010 00:00:18 | 0 | 1| 0| 35.35 {3535 |0 |0|0|1{255|0|0|0|0[0[0|0]|0|0[O0|0|0.00|O0]|1]337|4097
16 | 30/05/2010 00:00:19 | 0 | 1 | O 100 1000001255 [0[(0|0|0|0|0|0|0O|0]|0|0|0.00]0]|1]|333] 4086
16 | 30/05/2010 00:00:19 [0 | 1 | O 100 100{0(0[0|1|255]|0(0|0|0|0|0O|0O|0O|0]0|0|0.00]0]|1]|333] 4086
17 | 30/05/2010 00:00:20 [ 0 | 1 | O 100 100000 1|255|0(0|0|0|0|0|0O|0O|0O]0|0|0.00]0]|1]|333] 4086
18 | 30/05/2010 00:00:21 [0 | 1 | O 100 100{0(0[0|1|255|0(0|0|0|0|0O|0O|0O|0]0|0|0.00]0]|1]|333] 4083
19 | 30/05/2010 00:00:22 | 0 | 1 | O 100 100{0(0[0|1|25|0(0|0|0|0|0O|0O|0O|0]0|0|0.00]0]|1]|333]| 4086
20 | 30/05/2010 00:00:23 | 0 | 1| 0 100 100000125 [0(0|0]0|[0]0|0]|0O|0]0[0|0.00]0]|1]|333] 4082
21 | 30/05/2010 00:00:24 | 0 | 1 | O 100 100000125 [0(0|0|0|0|0|0|0O|0]0|0|0.00]0]|1]|333] 4082

4.2.4 Consolidation and Analysis

We used IBM SPSS Statistics software to run regression analysis. The software expected a
spreadsheet with samples. As we used current measurements (mA) as a dependant variable
in our linear regression model, we had to merge both logs into one. Assuming the clocks
were synchronised we could correlate, every device sample to a multimeter sample by a
corresponding timestamp. As there were large amount of samples, doing this work by hand
was time consuming and error prone, we automated the procedure by loading both datasets
into a MYSQL database and running an OLAP query to join the two by timestamp. The
result of a join query, we exported into a CSV file, which we used in statistics software to
build the linear regression model.

4.2.5 Linear Regression Model

The linear regression approach for estimating power consumption, results in highly ac-
curate model, which allows not just estimate consumption of the whole system, but a
consumption of each individual hardware devices. Consider a measurement of device j (e.g
CPU utilisation) in probe i is §; ;, power consumed by the corresponding device m; ; for
the parameter coefficient p; is:

Tij = i 1y (4.1)

The power consumption not captured by any of the parameters aggregated into a constant
offset A. Thus the total power consumption for a probe 7 with n measurement parameters
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can be represented as a sum of corresponding n values and additional constant offset
A

I = (mi0 + mig +mio+ -+ mip) + A (4.2)

Substitute {.1] into [4.2] :

IL = ((0i0 - po) + (051 - 1) + (G2 - p2) + -+ (Oin - fin)) + A (4.3)

For each probe /iv let Xy = (ei,()) 92’,1) 92'72) s ,Hi,n)v and H= (:u’07 M1y 2y -y /*'LTL)
We can reduce .3 to :

I =x;-p+ A (4.4)
Once we establish the constant offset A and parameter coefficients for hardware devices fi,
for every probe of the system x; we can estimate:

e System’s total consumption (at the time of the sample) : use set of measurements x;
and equation [£.4]

e Hardware component consumption : use measurement parameter for corresponding
component and equation In case state of individual device measured by several
parameters, to estimate power, corresponding values need to be summed.

For m samples , this model can be represented in form of:

Iy Ooo Oop1 - bon o 1
IT; 0o G171 - 01 1 1
R IS R B B D (4.5)
1L, Qm,(] Gm,l T Hm,n Hm 1
Letting:
Iy boo bo1 - bon 1
1T, b0 011 - bOip 1
II= . ’ X = . . . . , €=
Hm ‘9m,0 em,l Gm,n 1
The model can be represented in form of:
I=Xpu+A e (4.6)
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Total energy F consumed by the system across a set of probes z; in interval of ¢, samples,
may be estimated by a sum:

E=) tp- M=t ) (zi-p+A) (4.7)
=0 =0

The power consumed by the system in Active state, is estimated by the linear regression
model. In the linear regression model for the system in Active state A\ represents the
coeflicient for variable MISC

4.3 Results and Validation

Table presents the hardware variables and the corresponding coefficients in the power
estimation model.

Table 4.2: Power Estimation Model

Hardware Component Variable Description Value of 0; ; | Coefficient y;
CPU CPU_Full_util CPU Utilisation @ 384Mhz 0-100 47.30
CPU_Med _util CPU Utilisation @ 246Mhz 0-100 29.83
WIFI Wifi ON Interval of time where Wifi is ON 0,1 15.61
Wifi_Traffic Interval of time where there is Wifi traffic 0,1 69.44
Wifi_Packet_Rate Packet transfer rate in interval of time >0 0.36
LCD Screen Screen_State Interval of time where screen is ON 0,1 46.40
Screen_Brightness Screen Brightness 0-255 0.56
GPS GPS_ON Interval of time where GPS is ON 0,1 75.75
Telephony Data Network | Network EDGE Interval of time where Network is ON 0,1 89.79
Network_Traffic Interval of time where there is Network traffic 0,1 50.45
Network_Packet_Rate Packet transfer rate in interval of time >0 0.02
Audio Audio_On Interval of time where Audio is ON 0,1 48.56
Speakerphone_On Interval of time where Speaker is ON 0,1 23.37
Telephony CALL_STATE_OFFHOOK | Interval of time where there is a phone call 0,1 155.96
CALL_STATE _RINGING | Interval of time where phone is ringing 0,1 178.87
SD Card SD_Activity Interval of time where there activity on the SD card 0,1 1.89
Miscellaneous MISC Interval of time system is Active 1 45.18

To validate the accuracy of the model we collected additional set of samples. We used this
set to approximate the error rate of our power estimation model. Equation provides
a current estimate for each sample 7. The error approximation is the percent of absolute
relative error :

actual — estimated

1% (4.8)

error =100 - | =
actua
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mA

mA / packet
mA
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mA
mA
mA
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mA
mA
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mA
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The results suggest that the power estimation model accurately predicts the power con-
sumption of the system. Over all the samples we achieved < 0.4% mean error. The median
error across all the samples is 8%

4.3.1 Summary

We built a power estimation model, based on linear regression analysis which uses system
low level measurements of hardware components to estimate power consumption of mobile
device system. We showed that the model is highly accurate, and that it can be used to
analyse the power consumption breakdown by individual hardware components in a mobile
device. By analysing the coefficients of linear regression parameters we identified hardware
components which are more expensive in terms of power cost. And applying appropriate
optimisations on those components we can save a significant amount of energy. One of
the benefits of the estimation model we presented, is the power consumption analysis in
run-time. For testing framework (Chapter , it is fundamental requirement to be able
to analyse system power consumption in runtime, under workload of a tested software
application. In the following chapters we present the implementation of the PowerRunner
system, discuss optimisation techniques, and overview the application of the system as a
testing framework for developers.
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Chapter

Implementation

We now present the implementation of PowerRunner software application. In this project
we implemented PowerRunner on Android OS. The infrastructure we have used in the
scope of this project is provided by Android platform. Although features like SQLITE
abstraction, Multithreading, Inner Process Communication (Intent), Background Services
and more, are specific to Android, conceptually its not bound, and easily can be rep-
licated on other platforms. As we discussed in Chapter [3| we have three main modules
in the system: The Observer, The Controller and The Policy Manager. We now discuss
implementation of each of the modules and the interaction between them.

5.1 The Observer

In chapter we discussed the function of the observer module in power management
framework. The main responsibility of Observer is to collect information from the system
about hardware components and applications. This information is processed and analysed
by the policy manager. In this section we introduce our implementation of the observer
module. To illustrate the challenges, we want remind reader that mobile architecture is
by its nature limited in resources. Therefore one of the fundamental requirements in our
implementation, was to make it lightweight and introduce as low overhead to the system
as possible.

At the high level, observer can be seen as a manager for a group of monitors. Each hardware
component has a dedicated monitor. Observer’s function is to coordinate the monitor‘s
activity and collect data from the monitors synchronously. Then Observer writes the state
of the whole system into a log file, and passes it to the policy manager.
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In Android exists a concept of ‘Service‘. It is providing two main features [27]:

e A facility for the application to tell the system about something it wants to be doing in
the background (even when the user is not directly interacting with the application).

e A facility for an application to expose some of its functionality to other applications.
This corresponds to calls to Context.bindService(), which allows a long-standing con-
nection to be made to the service in order to interact with it.

We implemented observer as a dedicated thread, in a context of background service. The
rationale behind this was to be able to collect system information, while user can run other
applications.

Observer spawns monitor threads for each of the devices, we have now details from each
of the monitors.

5.1.1 Hardware Monitoring

In this project we implemented a set of monitors for hardware devices. As we discussed
earlier Observer thread acts as coordinator for the monitors. Monitors are also implemented
as threads. Fach monitor thread, collects information about hardware it’s responsible for
and stores it as a MonitorProbe object in the local BlockingQueue. Each Monitor has it’s
own implementation of MonitorProbe.

We now discuss the specifics of each of the hardware devices. How the data is harvested,
and which part of the information about hardware is relevant to our Power Management
Framework.

5.1.2 Monitor probe interface

We have put an infrastructure in place, for transforming probed information into power
units. For example: a screen monitor samples the system and collects a sample for some
interval of time. This probe is now holding a state of the screen for a specific interval of
one second. By using of the power estimation model, and the voltage reported, we can
translate a screen state into power units. State saying screen is on , brightness is 135 units
and voltage of 4.2V would be equivalent to:

(46.677 + 135 x 0.557) x 4.2 = 511.82mW (5.1)

The infrastructure is an interface for a probe:
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public interface MonitorProbe

public double getPower();
public void addPower(long batt_voltage);
public String getType();
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5.1.3 CPU Monitor
This monitor collects usage statistics of the CPU, and calculates the utilisation for a fraction
of sample time :

e frequency

e systemUsage

e userUsage

e userSystemUsage

To get the frequency value we parse the system file ” /proc/cpuinfo” and extract BogoMIPS
value. A typical contents of the cpuinfo file as following:

50



# cat /proc/cpuinfo

Processor : ARMv6-compatible processor rev 2 (v6l)
BogoMIPS : 383.38

Features : swp half thumb fastmult edsp java

CPU implementer : 0x41

CPU architecture: 6TEJ

CPU variant : 0x1

CPU part : 0xb36

CPU revision : 2

Hardware : trout
Revision : 0080
Serial : 0000000000000000

Usage statistics is harvested from a system file “’/proc/stat‘’. stat file hold useful statistics
about the cpu usage, we can see typical contents bellow:

# cat /proc/stat

cpu 5846 604 2508 30881 246 11 00

cpul 5846 604 2508 30881 2461100

intr 215654 182500 0 0 3531 0 19613000000 0 0 2672 0 0 1986 343 103892 029 0 0
8751000000746540000000000002941000000000000000000000
000000000000011100000000000000000000010000000000
0000000000000000000000000000000000000100020012420
00000000000000000000000016310000041200000000000000
0000000000000000000000000000000000000000 00 ctxt 295515
btime 1276432844

processes 461

procs_running 1

procs_blocked 0
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The very first “cpu‘’ line aggregates the numbers in all of the other “cpulN‘’ lines. These

numbers identify the amount of time the CPU has spent performing different kinds of work.
Time units are in USER_HZ or Jiffies (typically hundredths of a second). The meanings
of the columns are as follows, from left to right E| :

1. user: normal processes executing in user mode
2. nice: niced processes executing in user mode
3. system: processes executing in kernel mode

4. idle: twiddling thumbs

5. iowait: waiting for I/O to complete

6. irq: servicing interrupts

7. softirq: servicing softirgs

The total CPU time is a sum of all CPU times above. The CPU usage on user’s tasks; is
the proportional time CPU spent on user’s processes (normal and niced) to the total time.
The percent of CPU utilisation on user’s and systems tasks is the proportion of user’s
processes and system’s processes to the total CPU time.

CPU monitor uses the following formulas, to calculate the total time, user and system
usages :

totalCpuT'ime = user + nice + system + idle + iowait + irq + softirq (5.2)

userUsage = user + nice (5.3)

totalCpuTime

user + nice + system —+ irq + softirq

userSystemU sage = (5.4)

totalCpulime

For every CPU probe we want to calculate the CPU utilisation, for an interval of time. To
achieve this, the monitor keeps in memory previous probe reading, and usage calculations.
For every probe we find the deltas for user and system usages and totalCpu time, between
the current and previous probes. Then we use deltas to calculate utilisation as a proportion
of usage to total CPU time. Thus:

deltaU serTime
deltaT otalTime

userUsage = x 100(%) (5.5)

! According to LinuxHowTos website: http://www.linuxhowtos.org/System /procstat.htm [28]
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5.1.4 Screen Monitor

Screen Monitor‘s function is to sample the state of the screen and the backlight bright-
ness.

The later we read directly from a system file /sys/class/leds/lcd-backlight/brightness. The
former is little more complicated. Unfortunately in this version of SDK, there is no API to
query the state of the screen (this feature introduced in Android 2.0). So, we took different
approach to overcome this absence of API. Screen monitor starts with (screen_on=true) and
listens for notification messages : ACTION_.SCREEN_OFF and ACTION_SCREEN_ON,
which system broadcasts when corresponding even occurs. The same listener, notifies
policy manager about changes in the state on the screen (some optimisations [Section ,
based on fact that screen is off).

Screen monitor stores the state of the screen in LCDProbelnfo object, and holds the fol-
lowing:

e lcdOd [boolean]
e lcdBrightness [int]

5.1.5 Audio Monitor

Android SDK provides an abstraction for audio drivers, and enables us to query in runtime
the state of the audio component. Knowing what the state of the audio is, we can try to
analyse user’s context (listening to music, talking to someone through speakerphone, etc...).
Audio monitor probe contains the following information:

e musicActive [boolean]
e bluetoothHeadsetOn [boolean]

e speakerphoneOn [boolean]
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5.1.6 Battery Monitor

We need to monitor the battery to know useful information about the energy resources on
the phone. This is information like voltage, charging state, capacity of the battery and so
on. Luckily Linux stores state of the battery is system files:

/sys/class/power_supply/battery /status;
/sys/class/power_supply/battery/health;
/sys/class/power_supply/battery /present;
/sys/class/power_supply /battery/technology;
/sys/class/power_supply /battery /capacity;
/sys/class/power_supply /battery /batt_id;
/sys/class/power_supply /battery/batt_vol;
/sys/class/power_supply/battery /batt_temp;
/sys/class/power_supply /battery /batt_current EI;
/sys/class/power_supply/battery /charging_source;
/sys/class/power_supply/battery/charging_enabled;
/sys/class/power_supply/battery /full bat;

The monitor periodically reads those files, and stores the values in BatteryProbelnfo object,
which persist in local BlockingQueue.

5.1.7 Bluetooth Monitor

The Bluetooth Monitor, probes the state of bluetooth device. In Android 1.6 there is no
public API available to query the state of bluetooth device. For this monitor, we found
a workaround by subscribing to an internal system topic, and listen to BlueTooth state
change events.

System intent: android.bluetooth.intent. BLUETOOTH_STATE

The monitor initialised with a value we retrieve from system settings Settings.Secure. BLUETOOTH_ON.
Ones the monitor initialised, it reports to observer the current state of bluetooth device,
until receiving a notification and change of state.

Bluetooth device have four power states [27] :
e int BLUETOOTH_STATE_OFF = 0;
e int BLUETOOTH_STATE_TURNING_ON = 1;

2 The state of the current is reported accurately only, when the device is charging. The batt_current
parameter reports 0, when the mobile device is running on battery.
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e int BLUETOOTH_STATE_ON = 2;
e int BLUETOOTH_STATE_TURNING_OFF = 3;
BT monitor store in BluetoothProbelnfo state of bluetooth mBluetoothState.

5.1.8 GPS Monitor

The GPS monitor concerns with the state of GPS device. In contrast to BlueTooth,
state information is available through an API. However, implementing special listener for
GpsStatus. It has a callback a method onGpsStatusChanged, when GPS status changes
event is fired. The status changes, not just between on and off states, but also when a
location changes. GpsStatusListener is part of Android‘s LocationServices API, and can
receive many kinds of notifications about the state of GPS. However we focused only on
four states:

e GPS_EVENT_FIRST_FIX - fires when GPS Location is Fixed;

e GPS_EVENT_SATELLITE_STATUS - fires when GPS Status is available;
e GPS_EVENT_STARTED - fires when GPS is Started;

e GPS_EVENT_STOPPED - fires when GPS is Stopped;

To the observer Monitor pass the current state of GPS receiver.

5.1.9 Network Monitor

The network monitor responsible for monitoring the data services interface of the telephony
network. The network interface has five operating modes (as discussed in[5.2.3). We aimed
to capture those operation states, in our monitor. TelephonyManager API kindly provides
the connection states of the device: Idle, Sleep, OFF. To capture what device is doing;:
transmitting or receiving we had to analyse some statistics of the network driver. In figure
[5.1] we can see a typical contents of /proc/self/net/dev file. The structure of the file split
into two parts: Receive and Transmit.

# cat fproc/zelf fnet/deyv

Inter-| Receive | Transmit
face |bytes packetz errs drop fifo frame compressed multicaszt|bytes packets errs drop fifo colls carrier compressed
lo: a a a a a a a a a a a a a a a
rmhetA: 64758 241 a a a a a a 19453 214 a a a a a
rmnetl: a a a a a a a a a a a a a a a
rmnet2 : a a a a a a a a a a a a a a a
i a a a a a a a a a a a a

ush@: 2] 2]

Figure 5.1: Network usage statistics
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Each part contains values for :
e bytes
e packets
® errs
e drop
o fifo
e frame
e compressed
e multicast

Our Monitor calculates the transmit /receive rates, by looking at the transmitted bytes per
interval of time for rmnet0 interface. We first calculate the deltas:

deltaTime = nowProbelime — prevProbetime;
deltaTransmitBytes = currentTransmit Bytes — prevIransmit Bytes;
deltaReceive Bytes = current Receive Bytes — prevReceive Bytes;

Then we calculated the uplink and downlink rates as following;:

uplinkrate = deltaTransmitBytes/1024 = 7.8125/deltaTime(bits per second)  (5.6)

downlinkrate = deltaReceive Bytes /1024 x 7.8125/deltaTime(bits per second)  (5.7)

Since we know the number of packets sent and received from reading the stats file, we use
to calculate the packet rate:

packet Rate = (cur PacketsReading—prevPacketsReading)+1000/deltaTime(packetspersecond)
(5.8)

For each probe, we accurately extracts, calculate and store the following information in
NetworkDataProbelnfo:

e networkDataType
e networkDataUplinkRate
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e networkDataDownlinkRate
e networkDataPackateRate

e networkDataState

5.1.10 Wifi Monitor

Wifi Monitor works similarly to Network monitor, except its reading statistics for tiwlan0
interface.

5.1.11 Phone Monitor

The purpose of Phone monitor is to observe the activity of the modem component and
capture the state of the phone calls. Modem can be in three operation modes, which we
capture and persist in PhoneProbelnfo

e CALL STATE_IDLE
e CALL.STATE_OFFHOOK
e CALL_STATE_RINGING

The PhoneMonitor extends PhoneStateListener and overrides onCallStateChanged method
to capture events of the phone. PhoneStateListener is part of Android APT [27]

5.1.12 SD Card Monitor

The goal of the SD Card monitor is to capture intervals, when sdcard is busy reading or
writing. For intervals when SDCard is active, monitor calculates the rate at which sectors
are read or written.

Each SDProbelnfo object holds the following information:
e sectorsRead
e sectorsWrite
e sectorsTotal
e sectorsRate

The monitor analyses the disk statistics file /proc/diskstats. In figure shown a typical
content of diskstat file.
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# cat Aproc/diskstats

7 A loopd BB BB RAAAAAA

7 lloopl BB BB BEAAAEAA

7 P W <

7 Jloop3 B BB BB BAAAEAA

7 4 loopt BB BB R RBAAAAA

7 B looph BB BB BB AAAAA

7 G loope BB BB AR BAAAAA

7 Tloop? BB BB BB AAAEAA

31 AmtdblockdB B B B B BB BAAAA

gl lmtdblockl B B B BB BB A B A A

31 ZmtdblockZ B B B B A BA B ABAAA

gl Imtdblock3 B B B BB BB A B A A

31 dmtdblockt B B B B BB BAAAA

gl EmtdblockE B B B BB BB A B A A

31 Gmtdblocké B B B B BB BAAAA
17 A mmcblkA B36 BERS 6156 14368 6 8 8 8 A VBA 1438
17 1 mmcblkApl 5538 BERS 6BE3 1418 B B B B B 738 1418

Figure 5.2: Typical diskstat file

Each line in diskstat file, hold statistics per disk device in the following format [28]:

Field 1 -- # of reads issued

Field 2 -- # of reads merged

Field 3 -- # of sectors read

Field 4 -- # of milliseconds spent reading
Field 5 -- # of writes completed

Field 6 -- # of writes merged

Field 7 -- # of sectors written

Field 8 -- # of milliseconds spent writing
Field 9 -- # of I/Os currently in progress
Field 10 -- # of milliseconds spent doing I/Os

Field 11 -- weighted # of milliseconds spent doing I/0Os

We take field 3 and 7 to analyse the number of sectors read or written in interval of time.
Monitor holds in memory the previous readings. On each probe it subtracts previous from
the current to get the delta of sectors in interval of time between the readings.
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5.1.13 Applications Monitor

The application monitor, samples the system an collects information about running applic-
ations. Monitor extract the information from the process information pseudo-filesystem
/proc. Each process has a directory /proc/[pid], that contains a collection of various
information files about the process. Status information about the process is held in
/proc/[pid]/stat. The information includes the filename of the executable and the CPU
utilisation statistics.

The monitor run trough /proc directory, and for each process subdirectory in form of
/proc/[pid] it extract: the pid, the filename and the CPU usage.

5.2 Power Controller

The main responsibility of Power Controller (PC) module is to execute state transitions of
hardware components, through Operating System ACPI layer. PC retrieves change request
messages from the Policy Manager (PM) and executes changes on relevant devices. For
example : PM decides to switch off Wifi interface, it notifies the PC, which in turn will
execute the relevant command. Because hardware components have unique characteristics,
and specific power management control, we implemented a series of hardware controllers
per device. In the scope of this project, we identified and implemented controllers for the
most power hungry devices as candidates for optimisations :

e CPU
e Screen
o Wifi
e Modem

The hardware properties and control methods for these components will be described in
this section. In Section [5.3| we will discuss the optimisation techniques for each of the
devices.

5.2.1 CPU

HTC G1 uses ARM11 processor as CPU. ARM11 designed for low-power mobile devices,
and have many power saving features. One of the features is the ability to switch select-
ively off functional units like the floating-point unit. However this feature is not controlled
externally. Another important feature is the ability to slow down the clock dynamically,
it operates at two frequencies: 246Mhz or 384Mhz. Also this processor has a function to
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switch off the operation completely, so it consumes very little power and goes back to full
operation mode when the next interrupt occurs. In general slowing down the processor
clock without changing the voltage is not very effective and even might be counterproduct-
ive. Power consumed by the processor is proportional to the clock frequency,the switching
capacitance of the transistor, and the square of the voltage :

P=CfVv? (5.9)

Where P is Power consumption, C' is the switching capacitance of the transistor, f is the
clock frequency and V is voltage.

Thus by equation [5.9] processor operating at a lower frequency consumes less power. But
the time it takes the processor to complete a task is inversely proportional to the clock
frequency:

t=1/f (5.10)

Where t is time takes to complete a task, f is the clock frequency of the processor.

The total energy spent on completing a task can be defined as a product of P (processor
power consumption), and time ¢ :

E=P-t (5.11)

From [5.11| and we can conclude that total energy consumption is not affected by
the clock frequency. Therefore, by reducing the clock frequency, computation time is
increasing without reducing the energy consumed by the processor during that time. In
fact, slowing down the clock might cause even higher energy consumption, as a result of
the extended computation time, during which other components of the system will remain
operational. Another disadvantage of DFS (dynamic frequency scaling) is a possible delay
and cost of energy, while processor switching clock speeds. The only way we could save
energy by slowing down CPU clock, is by reducing the voltage. However, it is not always
possible and can compromise the stability of the system. On the other hand turning the
processor off, is an effective method to save energy. Switching on, transition happens almost
instantaneously, and has not extra power expenditure. The state of the processor remains
unchanged between on/off transitions. While the processor is off not only the energy of
the processor is saved, but also additional energy from other components [29].

Optimising power consumption of the CPU, can have positive effect on overall power sav-
ings. Fortunately, both schemes are implemented on Android platform, which is running
on top of Linux kernel 2.6.25. On Android the processor is turns off automatically, when
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screen is off for some time, unless a special wake lock is held to insure that CPU is running
while the screen is off.

The DFS scheme on Android is implemented with ’ondemand’ policy. In our project we
apply power optimisation on cpu by controlling the ondemand policy in runtime. Details
of the optimisation are discussed in Section [5.3.3]

OnDemand Governor

OnDemand is a commonly used policy on Linux environments. The high-level algorithm of
ondemand policy can be summarised as follows. The algorithm dynamically controls CPU
frequency in response to CPU utilisation [30]:

procedure Ondemand-DFS(cpu util)
if cpu util ! UP_THRESHOLD then
Set-Frequency(highest frequency)
else if cpu util " DOWN_THRESHOLD then
requested freq <- frequency that maintains a
utilization of at least UP_THRESHOLD10%
Set-Frequency(requested freq)
return

procedure Set-Frequency(freq)

if powersave_bias = 0.0 then
Set CPU frequency to freq

else

Alter CPU frequency dynamically to maintain an effective frequency of:
freq ((1000 - powersave_bias) * 0.001)

return

If CPU utilisation rises above the threshold value set in the up_threshold parameter, then
ondemand governor increases the CPU frequency to scaling_ max_freq. When CPU utilisa-
tion falls below this threshold, the governor decreases the frequency in steps; it sets the
CPU to run at the next lowest frequency. The lowest frequency that the CPU can go is
bounded by scaling_min_freq parameter. After each sampling_rate milliseconds, the current
CPU utilisation is re-examined and the same algorithm is applied to dynamically adjust
the CPU frequency to current process load.

During periods of low utilisation, ondemand policy aims to save power by reducing the
clock rate. As we explained earlier, this strategy in some cases is not effective and might
even be counterproductive. However the ondemand governor has a tuning control called
powersave_bias.

61



The purpose of powersave_bias is to modify default behaviour of the ondemand policy. In
order to save more power we can reduce the target clock rate by a specified percentage.
powersave_bias property has values between 0 and 1000 that is used as % rate, to decrease
the current CPU frequency. By default, (powersave_bias = 0), the ondemand governor
selects the minimum processor frequency that can still complete a workload with minimal
idle time. This should result in the highest performance to power efficiency ratio. In
some cases, which we will discuss in Section we prefer a greater emphasis on power
efficiency than performance. In this case, we can control the target CPU frequency (upper
bound), by setting the powersave_bias parameter to a value between 1 and 1000, thus we
reduce the target frequency by one-thousandth of that value.

For example, setting powersave_bias to 100 would result in 1/10 reduction in target fre-
quency. In this case, if the governor chooses a target frequency of 384MHz (with power-
save_bias = 100), then ondemand will request 345Mhz 10% reduction. If 345Mhz is an
exact match with an available hardware frequency (the scaling_available_freq parameter),
then processor is set to this frequency. If 345Mhz GHz is not available, then processor
alters between the closest available upper and lower frequencies for an average frequency
of 345Mhz GHz.

To set the powersave_bias value, power controller writes values into a system file:

/sys/devices/system/cpu/cpul/cpufreq/ondemand
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5.2.2 LCD Screen

The screen consumes a great amount of energy in its maximum state, but unfortunately
has only few power saving features to manage it. Since power consumption of the screen
is proportional to the luminance it delivers [5], energy can be saved by reducing screen‘s
brightness level or by turning it off. Generally, the only strategy to save power on screen, is
to reduce the brightness or switch it off. Android, users can configure an inactivity timeout
setting. Which will make system automatically switch off screen after defined period. Also
user can adjust the brightness of the screen manually.

The above strategy is automated in PowerRunner as part of the screen’s power management
strategy. We have implemented screen hardware controller, which is capable to adjust the
brightness level, and switch on/off states at the low level of the system.

To change the state of the screen, controller modifies a system file, with a value of desired
brightness (0 — 255):

/sys/class/leds/lcd-backlight /brightness

The controller also has ability to force the screen to switch off. and we are using Android‘s
PowerManagerService to execute it.

Code sample:

PowerManager pm = (PowerManager) getSystemService(Context. POWER_SERVICE);
pm.goToSleep ( SystemClock.uptimeMillis() )

We cover the screen power optimisation techniques in Section [5.3.2

5.2.3 Wireless Network Interface
Wireless network interface has five operating modes; in order of decreasing power consump-
tion, these are [5]:

e Transmit mode - The device is transmitting data.

e Receive mode - The device is receiving data.

Idle mode - The device is doing neither, but the transceiver is still powered and ready
to receive or transmit.

Sleep mode - In sleep mode, the transceiver circuitry is powered down, except some-
times for a small amount of circuitry listening for incoming transmissions.

Off - While device is off, no power is consumed.
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Switching to idle mode is not very practical, because the power consumption in idle mode
is not significantly less than that in receive mode. Typically there is a delay cost associated
with transition between idle and sleep mode [31].

Some wireless devices provide the ability to dynamically modify their transmission power.
Reducing transmission power decreases the power consumption of the transmit mode. (im-
plementation of this optimisation is outside the scope of this project)

In the frame of hardware control for wifi interface, we have implemented a controller for
transitions between idle and sleep modes. To achieve this, we used a provided API, in
Android’s SDK.

K>k sk ok ok skok sk sk sk skok sk sk sk skokosk sk kokosko sk sk k

WifiManager wm = (WifiManager)Context.getSystemService(Context. WIFI_SERVICE);
wm.set WifiEnabled (boolean);

ook skokofok sk sk ok ok sk koo ok sk sk ok ok sk ok ook

5.2.4 Telephony Interface

Telephony Interface has two functions: one is to provide telephony service such place/retrieve
calls, and other is data services on top mobile network (GSM/EDGE/UMTS). Data service
has similar properties to wifi interface.

We have implemented a controller for telephony data services. There is no public API
available to control the Data connection state, so to get control we had to ‘hack‘ the
system. The modem processor switches off the functional unit of data services, when the
connection string (APN) is invalid. Thus to disable data services, we modify the APN
connection string and make it invalid, by simply adding a prefix. To enable it back on, we
remove the prefix, and modem automatically re-establish the connection.

Android makes some of the system settings accessible via content providers (part of Android
SDK) [23], we used the following to control the data services:

// from frameworks/base/core/java/android/provider/Telephony.java
private static final Uri CONTENT_URI = Uri.parse("content://telephony/carriers");

// from packages/providers/TelephonyProvider/TelephonyProvider.java
private static final Uri PREFERRED_APN_URI = Uri.parse("content://telephony/carriers/preferap

We discuss the power management technique for Data services in Section
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5.3 Power Policy Manager

As we introduced in Section the function of policy manager is to apply effectively
different power management techniques to save energy. The real time decisions about
techniques and devices managed, based on the state of the system. In our project we
power manage the mobile device, by observing the user’s activity. In Section we
mentioned four most power hungry components, which we targeted in our project:

e CPU
e Screen
e Wifi
e Modem

In this project we adopted two types of techniques: Dynamic Power Management and
Change-Blindness Optimisations.

5.3.1 User Activity and Application

In Section we introduced concept of user activity. We explained that each activity
can be categorised by a set of requirements and time it lasts. An application is classified
as a type of Activity. For example an eBook reader app “ALDIKO‘ we can classify as
“Books*’ activity. Books activity has the following properties:

e Low CPU requirement (during activity, almost no computation power needed, user
is occupied with reading).

e Network is not required (eBook files are stored on disk, and when reading network is
idle).
e High screen brightness (People typically prefer brighter screens when they read).
The automatic classification of applications were not implemented in this project due to
lack of time. However by using a machine learning technique such as ’decision trees’, a set

of trees can be trained for a set of activities. And thereby classifying applications would
be a trivial task.

During a runtime of Aldiko application, we can scale the CPU clock down, switch off the
network, and adjust the screen with change blindness technique [5.3.2

Some applications might have unique behaviour pattern. By learning the application pat-
tern, we predict the timeout and idle thresholds for switching off network devices. For
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example consider a mail client application, which is used by two users one is businessper-
son and other is average user. Userl receives emails in high frequency, while User2 receive
2-3 emails per day. By analysing the packet rate of network interface, we estimate the
amount of data being delivered after idle period and adjust the timeout and off periods
accordingly.

Learning Application Context

Another type of learning we do is user’s feedback. During the operation PowerRunner
has a status menu where user can adjust screen brightness, toggle on/off network and wifi
interfaces and request to speed up cpu clock. We store those adjustments and running ap-
plications in a knowledge base and next time the application runs we take user’s preferences
into account, when setting the PM policy.

5.3.2 Screen Brightness

In [32], Shye et al., successfully used human psychology study of change-blindness to save
energy. According to [32], a research of human psychology and perception revealed a
disability of human brain to detect large changes in their surrounding environment. [Shye
et al.| suggested a method of slowly dimming the screen to a certain level (about 70% or
original value). The experiment showed an economy of 10.6% in power consumption, using
this method. Change in the screen brightness likely to be unnoticeable due to the change
blindness in human. And a result is economy of energy. We adopted this method in our
project as follows. Policy Manager initially stores the present screen brightness level. And
listen to screen change events. As long as screen is on , the Policy Manager will drop 5
units (out of 255) of brightness every 3 seconds, until it reaches 60% of the original value.
When screen goes off, we reset the setting to the original value. So, when user switch
screen back on, it has the preferred brightness.

We learn the blindness level by the user feedback. We keep dimming the screen up to 60%
of the original setting. User has an option to adjust the screen brightness from the status
menu of PowerRunner. We record the state of the screen, when user requests to adjust
it. We learn the brightness level at which user notices the change (and press the button).
At this stage, we restore the original brightens level, and raise the blindness level slightly
higher (3%). The rationale behind this is to adjust the mobile device to the blindness level
of a user and benefit from energy saving of the screen.
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5.3.3 CPU Dynamic Frequency Scaling

As we explained in Section Android OS uses OnDemand DFS policy to manage
the power of the CPU. We also highlighted the ineffectiveness of scaling the clock of the
CPU. However by knowing the computation requirements of an application, we optimise
the Ondemand policy for more effective power management. Consider again an ebook
reader application. We know device doesn’t require high CPU frequency because user is
reading an ebook, which doesn’t require computational power. Given the fact the device
will remain on for the whole time user reading the ebook, CPU will be operational as well.
Thus once we identify this application running, we can scale the cpu clock down. Another
example: consider a phone application (the system app, which place and retrieve calls).
We know that during phone call activity user mainly occupied by the phone call. This
application works perfectly in low CPU frequency, thus once policy manager receives no-
tification CALL_STATE_OFFHOOK, it considers scaling CPU down. The only condition
which might stop from slowing the clock, is the number of applications running. In multi-
threaded environment like Android, user can run several applications. Android Os manage
the resources automatically, and might even kill unused processes in low memory situations.
We analyse the activity of each of the running applications. And if we identify more than
one active app, we switch the ondemand to default mode (utilisation based).

On-Demand Policy

We tune the ondemand policy by changing parameters which are held in system files at
/sys/devices/system/cpu/cpul/cpufreq/ondemand directory.

To scale the clock down, we are setting sampling_rate_max to be as sampling_rate_min.
We also learning by the user‘s feedback the lowest upper bound of the CPU at which
user is satisfied with performance. During a normal operation, from the moment screen
switched on, every five seconds policy manager increases the powersave_bias parameter by
20 units (decrease current clock rate by 2%). This is until a maximum of 400 units reached
(60% of maximum frequency requested by ondemand). If user feedback request for higher
performance (presses ‘’faster*’ button, in the status menu), we reset the maximum frequency
to default settings, adjust the decrease level (400 units), by 50 units and start the process
again, until the maximum level is found, and user remains satisfied with performance. This
gradual CPU scale down process, we run every time user switches on a screen (come back
from idle). When device goes idle, we reset settings to default values. This method exploits
the change-blindness effect, and also common behaviour of mobile device users.
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5.3.4 Network

As we manage the state of network interface, we begin with default policy of inact-
iwiy_treshhold=60 sec and off period=5 min (We switch off network after 60 seconds of
inactivity for 5 minutes). We learn applications network requirements by analysing the
network traffic, after network interface is switched on. We then adjust the timeout and
off period to minimise the network activity after the off intervals. We also learn the time
intervals from user‘s feedback. If user requests to switch on network, which its off, we
readjust the times. This happens until user is satisfied with the level of service (No delay
in network activity).

APN

In Section we presented a method for switching the Data Services off.

5.3.5 Wireless LAN

Wireless network optimisation technique is similar to data services. Wireless though is
cheaper (in terms of power consumption), therefore it is preferred. When we identify wire-
less network, we turn the network data services off (by default modem is in idle state).

Location based wifi connection

Default behaviour of wireless device is to search for wireless networks, which is costly and
wasteful. In our project we implemented a policy for wireless network interface based on
geo position of the mobile device. It can be summarised as follows: Every time device is
connected to wifi network, we store the current geo position and the network id in sqlite
db (part of Android platform). Policy manager listens to location events and when the
device outside the range of any known network, PM switches off wifi interface.

5.4 Summary

In PowerRunner we have implemented the three fundamental modules of the power man-
agement framework. Those are: The Controller, Observer and the Policy Manager. In the
scope of Controller module we have implemented control functions for CPU , Screen, Wifi
and Modem components. As part of the Observer module, we implemented a set of monit-
ors for majority of the hardware devices on HT'C G1. In Policy Manager we employed DPM
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and Change-Blindness techniques to effectively save energy. Policy Manager’s function is
to analyse and learn user feedback and applications usage pattern, for effective utilisation
of dynamic power management techniques. PM also uses geo-awareness to control the state
of wifi interface.
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Chapter

Evaluation

As stated in our introduction this project had two major goals:

e The first is to design intelligent modular power management architecture suitable
for any mobile platform. It will be able to learn how each particular mobile device
is used. Analyse gathered data and define the most efficient power management
strategy for that particular mobile device. As a result, a consumer will receive a
customised power management solution best suitable for his/her needs.

e The second is to create a generic testing framework, which will enable developers
to test their applications for power consumption. The framework will analyse what
internal devices are used by the application. Then, by using a linear regression based
model for estimation of power consumption, it will transfer information into power
units. It will help developers to height leaks and possible savings of power.

The aim of the evaluation phase is to evaluate if the implementation achieves the goals
set before the start of the implementation and if our architecture can be used in practice.
The ultimate goal of a power management framework is to reduce the power consumption
of a system. Our power management framework is fundamentally based on prediction of
resources required by a specific application. Thus to prove the efficiency of our framework
we defined a suite of tests, which utilises a set of applications. Each application has unique
hardware requirements. During the test session, we expected to see a significant reduction
in power consumption.
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6.1 Test Setup

We developed the PowerRunner with a simple User Interface. PowerRunner run in two
modes: Profiler and Optimiser. Figure illustrates the main menu of the applica-
tion.

PowerRunner

Start Optimizer

Turn Gps Off

Show Power History

Figure 6.1: PowerRunner main menu

To run the PowerRunner as power manager, user need to press the Start Optimizer button.
Power Runner then goes into background and user is taken to the home menu, where he
can start any any activity. During the run PowerRunner identify running application and
automatically manage the states of the devices as we discussed previously. It also records
user power consumption. To evaluate the energy saving, we ran a series of activities, with
and without the optimiser. We ran several cycles of the test sequence with different screen
brightness settings. The sequence of activities was as following;:

1. CPU Benchmark utility, calculates 7 : test normally runs about a minute

2. GPU benchmark tool, provided by Qualcomm. Tool is testing the graphic functional
unit of the ARM11 processor. Test runs approximately 5 minutes, and renders a 3D
animation. We used this test to emulate gaming activity.

3. Network Test. We used Network Benchmark utility, which tests the bandwidth of
the connection. It uploads and downloads 5Mb file test runs few minutes

4. Music listening activity. We used a default music application, which plays an mp3
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file of the SD card. Test runs for 5 minutes

5. SD Card stress test. We used an stress testing application, which run a series of test
to benchmark read/write performance of the SD card. Test runs for 10 minutes.

6. Phone Call Activity. We emulated a typical phone call activity, by calling to the
tested device. We run several test to emulate when the phone is ringing and when
the call is connected. During the interval when the call was in progress we switch the
speakerphone on and off periodically to capture the various energy consumptions.

6.2 Results

We used our power estimation model to validate the effectiveness of the power management
framework. The PowerRunner’s testing framework was used to illustrate the results of
power management.

Our results indicates that the power management framework successfully saved 25% energy.
In figure shown the comparison between a normal operation and operation with power
management turned on. Under unmanaged operation a series of tests consumed on average
1391 mW. Running the same test with power optimisation turned on, the system consumed
an average 1043mW.

S e
Al @ 12:19pm T | 12:20 M

2,000

1,500

1,000

500
0 200 400 600

200 300 400

(a) Normal power consumption(b) Optimised power consump-
(Power mean: 1391mW) tion (Power mean: 1043mW)

Figure 6.2: Power consumption comparison
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Overall, our results show that :

1. Our power estimation model can accurately predict the power consumption of the
total system

2. The power management framework, successfully minimised the total energy consump-
tion of the system.

6.3 PowerRunner as testing tool

Additionally to the power management, developers can use PowerRunner as a testing tool.
We now introduce an intuitive workflow for power consumption testing of an application.
On main menu shown in figure developer has an option to run profiler. Once the
"Start Profiling’ button is pressed, PowerRunner start profiling the system and the user is
taken to the home menu of the phone where he can start testing his application. During
the runtime of the tested application, PowerRunner collects measurements and estimates
power consumption of the hardware components. Also during runtime, the estimated
power consumption is presented on the status bar. Once user finishes the testing of his
application, he can use an icon in the status bar to go back to PowerRunner, where he can
choose to stop profiler. The whole session is recorded in memory. The session id flushed
to disk when profiler is stopped. User now can choose the ’Show Power History’ button
from the main menu. The history activity within the PowerRunner present the user with
a list of historic recordings. From that list user choose the latest to view a chart of power
consumption for his application. The chart has an option to show the mean of the power
consumption in milliwatts.

Figure illustrates a utility within PowerRunner to review the history and the mean of
the power consumption.
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Figure 6.3: Power consumption history in PowerRunner
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Chapter

Conclusion

In this section, we do review the goals we have set yourself in the beginning of the project
and appreciate how we reached them, and to what extent. Based on what we reach, we
suggest some areas where further work could be done to expand our work and solve the
problem of power management.

7.1 Review of Goals and Achievements

Looking back at Chapter [I} the goals of our project were to:
1. Develop a power management architecture suitable for any mobile platform.
2. Create a generic framework for testing of applications for power consumption.

Now, at the end of our project, we have reached our goal of almost fully. We have shown
that, by learning the resource utilisation of user’s activities we have been able to predict
and supply the minimum required resources and thereby successfully save energy on mo-
bile device. In this project, we proposed a unique power management framework which
leverage the user’s behaviour to save energy. Additionally we created an accurate power
estimation model, which allow to estimate power consumption of individual components
and applications in real time. Validation tests indicates that the model is highly accurate.
The estimation model can be used for estimating current consumption and forecasting the
future resource availability.

We implemented the proposed architecture on Android OS, proving that theoretical design
could be implemented practically. We also evaluated the software to verify that the frame-
work does save power.The test results were positive; Therefore, we believe that our strategy
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of power management can be applied in practice and would reduce the energy used through-
out the system.

7.2 Limitation

Due to lack of time, we haven’t implemented the automatic classification of applica-
tions.

7.3 Future Work

The next step for this project is to implement the classification mechanism. Integrate
Ponder2 policy evaluation framework. In terms of further validation of the framework, the
application is to be published and real usage statistics to be collected.
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