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Abstract

In this project the natural flocking and swarming behaviour demonstrated by a variety of
animal aggregations is studied. A correlation between dynamical complexity and the flocking
patterns created by such animal groups is closely analysed.

For this study to be conducted various flocking and swarming models were carefully analysed
in order to determine the best way to create a biologically accurate, but not overly complex
flocking model.

Having developed such a model which allowed for complex behavioural control using only one
parameter, the dynamical complexity of the resulting flocking patterns was measured. In order
to perform such measurements various dynamical complexity measures including Interaction
Complexity, Information Integration and Causal Density were analysed with the objective to
determine which of these would be appropriate for establishing the correlation between flocking
and dynamical complexity.

However before proceeding with the complexity analysis, a technique for measuring the com-
ponents or variables of a flock had to be developed. Various measurement techniques were
designed, and the results achieved from each of these measures were carefully and strenuously
analysed to determine their accuracy. Having eliminated the inaccurate measurement tech-
niques, a true method for simply measuring a flock is discovered thus reaching a conclusion
about the dynamical complexity exhibited by these flocks.
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1 INTRODUCTION

1 Introduction

The aerial display of large flocks of birds is a stunning example of collective behaviour in ani-
mal aggregations [16]. Collective animal behaviours are not only demonstrated in avians but also
in swarms of bees [17] as well as schools of fish [I5]. This behaviour exhibited in animal groups
is a fascinating subject, arising not as a result of leadership but rather through the group dynamics.

Collective behaviour in animals suggests a measure of intelligence within these groups. Collective
animal behaviour is not only interesting to observe but also provides an insight into the academic
methodology used in various applications to measure the underlying individual behaviour within
a group, namely that each individual performs a simple task resulting in a complex collective be-
haviour [§].

An unavoidable question is to which animals or subsets thereof demonstrate complex group dynam-
ics. For example a group of dogs dominated by an Alpha male is not relevant for the purpose of
this discussion. The behaviour which forms the underlying premiss of this study is in the so called
“Intelligent Group”, that is to say behavioural patterns created by the social dynamics within the
group as a collective. According to [I§] [2I] a swarm or group needs to satisfy five principles in
order to demonstrate intelligence:

1. The Proximity Principle - A swarm should be able to do simple space and time computa-
tions. This is relatively simple as each member of a swarm must be aware of its own position
at any given time.

2. The Quality Principle - A swarm should be able to respond to it’s environment based on
local quality observations.

3. The Principle of Diverse Response - The swarm should not allocate all of its resources
into the same effort. Meaning that a swarm must be able to perform some sort of task
distribution.

4. The Principal of Stability - The swarm should not immediately or instantaneously change
its behaviour.

5. The Principal of Adaptability - The swarm must be able to change its behaviour when
the change is computationally better.

Schools of fish, bee swarms and certain flocks of birds satisfy the above principles, hence why it is
acceptable to focus on these animal groups.

The study of the emergent behaviour demonstrated by these groups is already being applied suc-
cessfully. Examples of such applications include ant algorithms [6], particle swarm optimizations
[19] as well as various simulation models [I8] [25] [26].

It is known that these groups do demonstrate some coordinated social behaviour. This is obvious
by simple observation.

For example when observing the flocking behaviour demonstrated by birds, the birds manage to
fly quite rapidly around each other without any collisions occurring. Another example is when
ants locate a food source they will all eventually take the same path to the food source, all this is
achieved not due to a leader but rather the social dynamics occurring within these groups.

It is this social aspect which results in the dynamic behaviour of these groups. The purpose
of this study is to better understand this dynamic behaviour by measuring the dynamical com-
plexity demonstrated. A system is said to exhibit dynamical complexity if both integrated and
segregated activity occur within the system [30]. At the same time the system must demonstrate a
good balance between said activities in order to exhibit a high dynamical complexity. If a system
is too integrated then it is unable to provide a large range of responses, i.e. it is inflexible. On the
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other hand if a system is too segregated then it is unable to gather its resources in order to pro-
vide a strong collective response. A highly unified or segregated system will have a low dynamical
complexity.

In terms of the flocking, swarming or shoaling behaviour exhibited, a flock for example will be
overly integrated when each member has the same velocity and moves in the same direction. On
the other hand a flock will be overly segregated when each member acts independently and possibly
even more randomly.

An assumption could be made that the degree of the social aspect of these swarms may have a
direct correlation with the dynamical complexity exhibited. The question which this study at-
tempts to answer is simply what is the measured dynamical complexity of the various behaviours
demonstrated by these groups.

In order to answer this question three major objectives have to be met:

1. A model simulating the desired behaviour has to be developed.

2. A single parameter which allowed for complex control over the flocking behaviour has to be
integrated into the model. The purpose of this parameter is to sweep the flocking patterns
from random patterns to natural flocking and finally to stagnated movement.

3. A method of generating a set of time series from the flocking behaviour has to be designed.
These time series are needed in order to conduct the dynamical complexity analysis. Most
importantly is that each time series has to uniquely quantify the behaviour of each component
(flock member).

4. Each of the methods developed has to be carefully tested in order to ensure that the time
series generated accurately reflects the necessary data. This means that a series of tests and
measures have to be conducted in order to ensure the validity of the final results returned.

5. Finally the dynamical complexity of the flocking behaviour under different conditions (set by
the sweeping parameter) has to be measured.

In analysing the correlation between dynamical complexity and flocking patterns, the hope is to
better understand and demonstrate how dynamical complexity is an accurate measurement of the
fragile balance between segregated and integrated activity in dynamical systems.

Please note that for the rest of this study the terms flock member,swarm member and group
member will be used interchangeably, even though there is a significant difference between a flock
of birds and a swarm of bees, this study is primarily concerned with the collective behaviour in
these animal aggregations.
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2 Related Work

The following section will a describe series similar studies which are of relevance to this study.
The study performed was divided into two sections, the first being creating an accurate simulation
of the behaviour described in Section [I] and the second being the measurement of the dynamical
complexity. As such, the study of relevant pieces of work will be divided into those 2 sections.

2.1 Flocking, Swarming and Shoaling Behaviour
2.1.1 Natural Flocks and Swarms

It is known that birds flock, bees swarm and fish swim together as a result of each member wanting
to stay close to its group but at the same time wanting to avoid collisions. According to various
authors such as [2], [26] and [3] this behaviour is a result of the evolutionary pressure from several
factors, such as the desire to be protected from predators (strength in numbers) or the drive to
optimise search patterns (e.g. bees looking for flowers to pollinate).

Interestingly enough there is no evidence which suggests that this flocking behaviour is bounded
in any way. Regardless of the size of these groups the underlying behaviour remains constant.
This is due to the fact that each member of the flock does not perceive the entire flock but rather
a small subset, usually 2-8 other members depending on the size of the flock as well as the species [3].

The idea of each flock member only perceiving relatively few other flock members is important
because it means the amount of “thinking* each member has to do is independent of the size of
the group [26]. This means that the complexity of the behaviour should not increase as the flock
increases. If this were not the case then it would entail that we would notice a natural maximum
flock capacity (which is not the case).

Whilst in natural flocks there is no upper bound, there is in simulated flocks. Meaning that
in simulated flocks there exists a maximum number of birds which can be modelled. This is due
to the complexity of the flocking algorithm described being basically O(N?). That is, the work
required to run the algorithm grows as the square of the flock’s population [26]. This is due to a
variety of factors, some of which are:

e The need to compute for each member of the group the x closest members.

e Computing the field of view as well as adjusting and updating the field of view as the bird
rotates and translates.

e The need to compute the social forces each bird receives as well as the social forces each bird
imposes.

e Computing the velocity which depending on the model can include computing social drives,
gravitational forces, wind and aerodynamic forces.

Due to these computational constraints the model developed had to be limited and simplified, not
only in terms of the group sizes but also in terms of other factors which will be discussed in Section [6]

Another significant question we have to ask is, when does flocking or swarming occur?

There is no unified reason for all species. However each animal group usually demonstrates some
flocking ability under certain conditions.

For example flocks of starling birds tend to produce the most interesting and beautiful aerial dis-
plays shortly before sunset when they return to their roosting area [2]. The flocking behaviour
exhibited by starlings is not only beautiful to watch but also quite complex when carefully anal-
ysed [2]. The flock demonstrates strong cohesion but at the same time, a strong group alignment
meaning that they move together and also quite closely together, while avoiding collisions. This is
impressive considering the speeds at which these birds move.
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Another example of when significant swarming occurs is when honey bees look for, and move
to new nests [4]. The procedure itself can be analysed in terms of the emergent group behaviour
First the nest will send out “scout” bees in order to locate acceptable nests. When an acceptable
nest has been located by a scout, it will inform some of its members of the location of the nest via
a dance. If the nest is truly desirable then more and more bees will go to the location. The true
swarming behaviour occurs when there is a large move to the new nest. Most of the bees within
the swarm will not be aware of the location of the new nest yet they are still able to move to that
location quite efficiently. [20] hypothesized that once airborne, the swarm is directed toward the
chosen nest site by scouts who streak rapidly through the airborne swarm cloud in the appropriate
direction.

Interestingly enough it seems that the most complex flocking or swarming behaviour is usually
goal driven, whether it is to locate a new home or to roost for the night. This idea of providing
the flock or swarm with a biological goal was quite important in developing the model described in
this project.

2.1.2 Particle Swarm Optimization

As mentioned before, a popular application of this collective intelligence is in Particle Swarm Op-
timizations [35] [§]. The purpose of a Particle Swarm Optimization (PSO) is to find the optimum
solution to a complex problem where other approaches such as a linear search is not computation-
ally efficient.

Essentially a PSO algorithm is a simplified application of swarming theory where each particle or
member of the swarm attempts to find the optimum solution. The interesting part is that these
particles adhere to a set of social rules which essentially drive and guide the search procedure.

In the basic PSO algorithm each particle is represented by an n-dimensional position; the number
of dimensions vary from one optimization problem to the next. The most common PSO algorithms
work as follows [35]:

1. Begin with an initial set of particles, typically randomly distributed throughout the problem
space.

2. Calculate the velocity for each particle in the swarm.
3. Update the position of each particle using the updated velocity and the previous position.

4. Go back to Step 2 and repeat the procedure until the swarm converges or until some other
stopping condition is met.

Each position update is driven by:
ZL‘ij(t + 1) = xij(t) + Uij(t) (2.1)

Where x;;(t) is the position of particle ¢ in the jth dimension and v;;t(t) is the velocity of the
particle.

As can be seen above the primary drive force is the velocity which is computed. PSOs are of
interest to this study due to the rules which are used to compute the new velocity. These rules
are primarily social rules, driven by the whole swarm, and as such reflect a form of the “collective
intelligence” demonstrated by fish or birds. The velocity is computed by [8]:

vij(t+ 1) = v3(t) + errj(8)[yii (B) — 2i5(0)] + cara; () [55(F) — 245 ()] (2.2)

c1 and ¢y refer to acceleration constants which are used to scale the contributions of the cognitive
and social components respectively.

r1;(t),m1;(t) ~ U(0,1) are used to add a stochastic element to the swarm.

yi;(t) refers to the most desirable position for particle i.

4
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y;j(t) refers to the best position found by the swarm.

It is important to note that the desirability of a position is determined by a problem specific
evaluation function, which for the purpose of this study is not relevant.

For the velocity calculation above there are three components which drive the swarm movement,
namely:

1. The Previous Velocity - Also known as the momentum. This simply refers to the particle’s
memory of its previous flight.

2. The Cognitive Component - ¢ir1;(t)[y;;(t) — x;;(t)] Which in this case refers to the parti-
cle’s own desire to stay close to the best position it has located within the swarm. An example
of what could be classified as “best position” in terms of biological flocking could simply be
a predefined location or “home” position.

3. The Social Component - cp72;(t)[y;(t) — 24;(t)] Which in this case refers to the particle’s
desire to move close to the best position found by the swarm. Again an example of what
could be seen as “best position” in terms of flocking could be the desire for a bird to move
towards the mean of the flock, for the sake of safety from predators.

Notice how the social components defined above is a primary driver for the swarm and as such
leads to a collective intelligence from the particles.

PSOs are a very simplified real world application of swarming theory, however PSOs are driven by
the desire to solve an optimization problem and as such, while the ideas behind a PSO reflect that
of the desired behaviour, the actual application of them are too problem specific and are not ideal
for creating a simulation of natural swarming behaviour. Whilst it might be possible to modify
the basic PSO algorithm to result in better swarming, such modifications would not result in a
acceptable simulation.

2.1.3 The Boid Model

The most common or traditional approach for flocking is the Boid Model developed by Reynolds
[26]. The Boid algorithm to flocking is based on the work done in particle systems [24] and as such
uses some techniques and methods implemented by those systems. Particle systems are collections
of a large number of dynamic “fuzzy objects”, where each individual has its own behaviour based
on certain properties such as colour, opacity or location.

The Boid model uses a similar approach where it also uses a large number of particles, but the
primary difference is that in the Boid model each particle is replaced by a full geometric model with
a geometric position and orientation. Meaning that the Boid model allows for complex geometrical
objects to exist within a predefined “world” or “universe”. These geometrical objects are not only
more complex in terms of appearance but also in terms of behaviour.

The behaviour of these objects allows for a more natural flocking to occur due to geometric flight
being incorporated into the model. The incorporation of geometric flight gives each object the
ability to move and transform along and tangent to a three dimensional curve. Thus giving each
object the ability to not only change position within its world but also change its orientation and
shape.

Geometric flight is based on applying incremental changes and updates along the object’s forward
direction (positive Z axis). Whilst these translations allow for the object to move forward and
backward, steering is achieved by rotating about the local X and Y axis (pitch and yaw) which in
turn realign the local Z axis. Real world geometric flight is continuous which is why incremental
changes are used. The application of incremental changes is a discrete approximation to continuous
real world flight [26].
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Each object in the model also has a velocity which allows the object to move within the world.
It is important to note that in geometric flight, momentum plays a significant role. A maximum
velocity must also be introduced into the model in order to ensure that the objects’ flight remains
within realistic speeds. The introduction of a maximum velocity as well as incorporating momen-
tum is to constrain movement into a more realistic approximation. In essence this will ensure that
each boid(object) in the model does not perform impossible movements, such as performing an
immediate 180 degree turn.

Taking into account everything above, each boid or flock member in a 3D world is represented
by 2 vectors. The first [z,y, 2] representing its position within the global co-ordinate system (i.e.
its position within the world) and the second [X,Y, Z] representing its current rotation within its
local axis. A graphical representation of both the world’s global co-ordinate system and object’s
local rotation axis is given in Figure [1] and Figure 2] respectively.
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Figure 1: A simplified example of a box 3D world  Figure 2: A visual representation of an object’s

where the dot represents the position of the object local rotational axis. This local axis is fixed to

in the world. For example a valid position for the  the object and moves with the object throughout
object above could be (3, 3, -5) the world’s coordinate system

Geometric flight relates to translation,pitch and yaw, but does not constrain roll which refers to
rotation about the object’s local Z axis. This is usually used for modelling the banking of the
object. Banking, which is often omitted from various models for the sake of simplicity is based
on the tangential component of acceleration.With correct banking (what pilots call a coordinated
turn) the object’s local space remains aligned with the “perceptual” or “accelerational” coordinate
system [26].

By representing a geometrical object as defined above, it is possible to create a highly accurate
simulation, however such a representation can be complex and many models may choose to omit
certain aspects such as the 3rd dimension, which greatly reduces complexity, but also reduces model
accuracy. Omitting the roll of the object is another method of simplifying the model, and in many
cases omitting the roll is acceptable. For example omitting the roll only affects an object’s field of
view in a minor way (i.e. the roll affects the rotation of the field of view whilst the pitch and yaw
affect the direction of the field of view). In essence meaning that the roll is unlikely to affect what
can be seen by the object.

The primary drive behind the Boid flocking model is the application of social rules to the flock.While
the model does make use of basic gravitational forces it is these social rules that are the primary
forces which make up the velocity calculation. The social rules are:

e Separation - The primary drive for the birds to fly away from each other in order to avoid
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colliding with each other.
e Alignment - Each bird tries to match the velocity of its neighbouring birds.

e Cohesion - Each bird tries to stay close to its neighbours and the flock as a whole by
attempting to move towards the center of the flock.

Separation being a natural desire to avoid collisions together with alignment allows birds to move
freely within the flock and it is because of these two rules that one bird’s movement can cause a
chain of effects which impact the whole flock. Separation is based entirely on each birds position
and if the distance between two birds falls too low then the separative rule will push birds away
from each other. Conversely, alignment is purely based on velocity as each bird tries to match the
velocity (i.e. the speed and direction) of all of its neighbours.

Cohesion is based on the position of all the birds of the flock and is indeed the force which keeps
the birds together. Since the mean of the flock depends on all the birds’ positions, the mean moves
with the flock and as such the birds attempt to follow the mean which results in birds following
each other but not in an explicit manner.

The question which remains regarding the Boid model is how boids perceive each other. Since
the social rules are the primary drive force, the perceptive abilities of the boids has a large im-
pact on the model. The Boid model does not attempt to simulate the actual perceptive abilities
of each boid i.e. it does not simulate vision or hearing, but rather the model attempts to pro-
vide the same information that is available to an animal as the end result of its perceptual and
cognitive processes. The Boid model restricts perception by limiting the number of neighbours
a boid can perceive to only those which fall within a certain range. While this approach does
limit a boid’s perception it is not ideal, as each boid is still able to perceive more than a real bird.
The problem is that any boid which falls within the range is perceived perfectly, which is unrealistic.

Limiting the perception of the birds is not only important for the sake of a realistic simulation,
but it was determined through various experiments that without perceptual limitations a natural
flocking could not be achieved [26] [14] [1I]. The model defined in this paper agrees with those
findings. Good natural flocking is difficult to achieve without limiting the perceptual range of the
flock members.

The basic Boid model allows for a certain degree of natural flocking to occur, however stagnation
can quickly occur. The model stagnates when all the flock members match each others velocity. In
this case the flock tends to move in the same direction at the same speed. Some modifications such
as giving the flock a random target to follow or restraining the flock within an area can produce
more significant flocking, even adding obstacles to the environment as done by Reynolds [26] often
achieves good flocking. However true natural flocking such as that demonstrated by starlings oc-
curs in an unbounded environment with few or no obstacles, thus these modifications are counter
intuitive to the behaviour of a natural flock. Later in this paper modifications are discussed which
allow for more natural flocking to occur, without the need for random targets or obstacles.

2.1.4 Fuzzy Flocking

While most models such as [26] [14] [11] [25] attempt to create an accurate mathematical model,
[1] on the other hand suggests an approach based on fuzzy logic. [I] reasons that a mathematical
model requires a transition from a linguistic description to mathematical formula which is seldom
straightforward, thus the desirability of a fuzzy approach.

In many ways this approach is an extension of the original work by Reynolds. Each flock member
is represented by a position and orientation within the world. However this approach extends the
flock member model by including an internal state (e.g. fear). The internal state of each flock
member affects the drives which control the movement of that flock member. For example if a
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bird is experiencing “fear” (state) then likely the bird will flee (action). The idea of having a state
affecting the action selection does allow for a wider range of behaviours to occur.

Another difference in comparison to the Boid model is that the world defined by [I] is modelled
as a collection of animates (i.e. birds or in Reynold’s case boids) meaning that the world lacks
obstacles for the animates to avoid. With regards to perception, the fuzzy approach models a visual
perception by allowing each bird to perceive only what it can see. This visual perception is further
limited by adding a maximum range to which a bird can see. This means that a flock member sees
fewer of its neighbours and as such is more biologically accurate.

In modelling the drives which control the flock, [1] extends and modifies the original Boid model.
It extends on it by including additional forces defined by Hepner[13], these additional forces are:

e Homing - Which simulates a birds desire to fly towards the roosting site which is a predefined
location within the world. This external non social force usually results in some interesting
flocking behaviour and prevents stagnation from occurring.

e Velocity Regulation - Each bird attempts to maintain its velocity at a desirable level. This
is a more biologically accurate and preferable approach when in comparison to the approach
of implementing a maximum velocity.

e Interaction - Which combines the separation and cohesion drives defined in the Boid model
(Section [2.1.3)). If two birds are too close they repel each other, if they are too far they do not
affect each other, and if they are anywhere in-between they are attracted to each other. This
approach is more plausible than the cohesive force due to the fact that each bird is unlikely
to know the position of the centre of the flock and as such a global cohesion is unrealistic. It
was Pliny [23] [1] [I2] who also noted that “It is a peculiarity of the starling kind that they
fly in flocks and wheel round in a sort of circular ball, all making towards the centre of the
flock”.

One of the issues with the attraction rules (repulsion and alignment) is that a bird flying away

is a consequence of a neighbouring bird being “too close” just as a bird flying towards the main
flock is a consequence of the neighbours being “too far away”. The problem noted by [I] is that
there are no precise values such as 0 or 5 with regards to “too close” and “too far”, indeed their
meaning is fuzzy. True we may set the actual values ourselves but the approach used by [1] is
to model each value (e.g. “too close”) as a fuzzy set which means that a fuzzy value is uniquely
defined by its membership function. Due to the interpretation of each fuzzy value being subjective
the membership function is not unique; meaning it is left to the modeller to decide.
What must also be noted is that it is possible for a transition of fuzzy values to occur. For example
if the current fuzzy value a bird’s neighbour is “too close” then as this bird flies further away its
fuzzy value will change, the rate of change as well as the extent to which the change occurs is again
up to the modeller to decide. All this simply means that it is possible to model the actions of the
birds as a set of if-then rules such as the following defined by [I]:

al: if (distance is close enough) then ( flight direction is keep direction)
a2: if (distance is too far) then ( flight direction is keep direction)

Similarly the repulsive forces can also be modelled:

rl: if (distance is too close) then ( flight direction is keep direction)
r2: if (distance is too close) and (position is in front or left) then ( flight direction is turn right)

The rest of the drives defined by Hepner[I3] and Reynolds[26] are represented in a similar fashion.
This approach resulted in less collisions occurring between birds, which in essence makes it a better

model in terms of biological accuracy. Unfortunately in order for a thorough study of the dynamical
complexity to be conducted, one of the requirements is the ability to sweep the behaviour of the



2 RELATED WORK 2.1 Flocking, Swarming and Shoaling Behaviour

flock by using one parameter to dictate whether the flock is moving around randomly, flocking in
a beautiful and natural fashion or completely stagnated. Incorporating a parameter which would
allow for such control in this fuzzy model would be difficult and might not even be possible, thus
this approach while intuitive is not ideal for this study.

2.1.5 Extending Boids

While the Boid model may achieve some basic flocking it has many limitations. This is why there
have been many extensions to the model. One of the most interesting extensions by [14], aims to
not only compensate and correct the deficiencies, but also add realistic flight forces to the simula-
tion. The model developed by [14] is aimed at simulating an aerial display of thousands of starlings
and is an extension of their earlier work [I1] which aimed to simulate the shoaling behaviour in fish.

The “boids” in this model have the same basic principle in that they have a position and an
orientation (Shown in Figures [1] and [2| on @ However these boids are extended in that they also
have a mass. This does not only allow the flock to be more heterogeneous but also allows for the
incorporation of the speed control formula originally used in [I1]. This formula shown in Equation
is one approach to applying the velocity regulation defined by Hepner[I3].

Fr, = ?(UO - Ui) “Cx; (23)

Where m is the mass of bird ¢, 7 is the relaxation time and vg is the velocity it tends towards. The
purpose of this speed control component is to encourage birds to tend towards a certain forward
velocity, this means that there is no maximum velocity cap; which as a consequence allows birds
to catch up to each other.

The drives of the birds in the model proposed by [14] are a modified version of the social drives
in the Boid model. One of the modifications made to each of the drives (cohesion, separation and
alignment) is the way in which birds perceive their neighbours. [I4] incorporates a range which
birds must fall within in order to be interpreted as neighbours, but the range is not static and
adapts itself based on the number of birds currently in view. As previously stated each group
member only perceives a certain number of its neighbours [3]. This adaptive perception aims to
simulate this behaviour in a computationally feasible manner. The formula shown in Equation [3.9]
on page [20] is used in the model defined in this paper and as such will be discussed in detail later.
The perception of neighbours (for certain neighbourhoods) is also further limited by the visual
range of each bird. Meaning a bird is only a neighbour of another if that bird can actually be seen
and if it falls within the adaptive perception range.

The alignment force remains unchanged in that each bird tries to match the forward velocity
of its neighbouring birds by simply computing the difference of forward velocities. The Separative
force on the other hand is changed based on the introduction of a safety radius r,. If the distance
between 2 birds drops below this safety radius then both birds experience a strong repulsive force
and no cohesive force. If on the other hand the distance between two birds does not fall below
the safety radius, but is still below the standard separation radius rsep then both birds experience
a repulsive force following a halved Gaussian, with ¢ the standard deviation being set such that
at the border of the separation zone the force is almost zero (Equation . The total separative
force each bird experiences is then the weighted average of Equation taken from all other birds
(Shown in Equation [2.4).

F, = |N| Z (2.4)

1 if o <y
9(x) = exp (—(:C_J#) if rp, < @ < 7Tgep (2.5)
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Where d;; is the distance between bird ¢ and j, ws is the weight of the separative force and NV; is
the neighbourhood of bird 3.

Another modification made is to the cohesive force. As noted by [2] the outer borders of a flock
are denser than the interior of the flock, therefore the model by [14] forces birds to be drawn to the
center more strongly when the birds are at the border of the flock; which is done by multiplying
by the degree to which a bird is away from the centre.

This is achieved by measuring a bird’s degree of centrality, which is calculated as the length of
the mean vector of direction towards a bird’s currently perceived neighbours (Equation . The
centrality Cj is close to 0 when bird ¢ is close to the interior or centre of the flock and has values
0.5-0.75 when close to the borders of the flock. Once the centrality has been computed using a
larger neighbourhood Ng, the total cohesive force can be computed as shown in Equation [2.6] The
purpose of using a larger neighbourhood for cohesive forces is to more strongly encourage birds
to fly together rather than fly away from each other; using a larger neighbourhood for cohesion
promotes these desires.

1
=gl 2 0
G JENG

Another force defined by Hepner[13], the homing force, is incorporated in this model by means
of including a roosting area. [I4] introduced this behaviour in order to limit the flocking to a
specific area without explicitly restricting the flocking area. Each bird experiences an attractive
force to the roosting froost; Which consists of a horizontal froestr; and vertical froosty; attraction.
The horizontal force depends on the degree to which a bird heads outward from the roosting area,
i.e. the bird will experience a strong attractive force to the roost if it is heading away from the
roost and a weak attractive force if it is heading towards the roost.

The vertical force however froosty is proportional to the distance from the preferred height above
the roost z. If a bird is too high or to low from z then it will experience a strong vertical attractive
force.

All these forces defined by [14] are modelled as follows:

fRoosti = fRoostHz- + fRoostVi (28)

1 1
fRoostHi = inoostH 5 + 5(6901 : Tl) *Cyis (29)
fRoostv, = —WRoostv (vertical distance) - z; z=(0,0,1)" (2.10)

Where wreostir and wreosty are the weighting factors for the horizontal and vertical attractive
roost forces. e,, and e,, are the are the x and y coordinates of the bird with regards to the world
coordinate system. The final “steering” velocity can then be computed as:

FSteermgi = FSociali + fTi + fRoosti + f(,- (2'11)

Where f¢, is a random unit vector sampled from a uniform distribution used as a method of mod-
elling imperfect flight and Fygciq, is the weighted sum of the social forces.

In order to truly create an accurate simulation of bird flocking, flight dynamics must be taken

into account thus the model by [14] incorporates fixed wing aerodynamics as defined by [36].
During horizontal flight with a constant cruising speed vg, the lift Ly balances the weight mg of

10
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the bird and the bird generates thrust Tj that balances the drag Dy [14]. The lift drag and thrust
created by a bird can be modelled by the following equations [36]:

1 1
Lo = §pSngL =mg; Dy= §pSv8C'D =To (2.12)
v2 v2 Ch
Li=-"%tLy=-tmg, D;=-—L 2.13
7 ’Ug 0 U% mg; % CL ( )
Friight; = (Li + Di + Ty +mg); Li =Li-e.; Di=—Dj-ey;; To=1Tp- ey (2.14)

For the above equations g is a vector reflecting standard gravity, v is the speed, p is the air
density, S is the wing area, C, and Cp are the lift and drag coefficients.

Once the social, roosting and aerodynamic forces have been determined the velocity can be com-
puted [14]:

1
V; (t + At) =; (t) + E(FSteeringi (t) + FFlighti (t))At (2.15)

ri(t+ At) = ri(t) + vi(t + At) - At (2.16)
Where v;(t) and r;(t) is the velocity and position of bird ¢ and At is the time steps of the model.

This model creates a very accurate simulation of the flocking behaviour of starlings. The ac-
curacy of this model is shown by comparative study conducted by [I4]. In this study [14] compares
the behaviour of their simulation against that of the behaviour of real starling flocks. Various
aspects are analysed such as the turning radius, the volume and the borders of the flock. In most
of the studies the simulated flocks performed relatively close to real flocks.

This may seem like the ideal model but for the purpose of this study it is too complex. With
such an accurately defined model it might be difficult to achieve full control of the flock using
only one parameter. Even if such a parameter could be designed, it too would be complex as it
would likely have to effect many components of the model. The study of [14] did however provide
a large amount of guidance with regards to not only improving the “realness” of the flock but also
with regards to achieving natural flocking behaviour without having to resort to obstacles, random
targets, predators or other components which would reduce the realism of the flock.

2.1.6 Other Models

It is worth noting that there exist many different types of models, all promoting and simulating
different aspects of this animal aggregation. Covering all these models in this paper would not be
feasible so this section of the report is dedicated to a brief summary of other models which were
studied.

As previously stated some flocking simulations may stagnate (i.e. all members of the flock be-
have in the same manner). A common work around for this problem is the introduction of a 2nd
swarm or flock, known as the predator swarm. This swarm is entirely goal driven to chase the 1st
swarm known as the prey swarm. The resulting model is known as the predator-prey model.

The idea of introducing a 2nd chasing swarm introduces a new force which the members of the prey
swarm experience, namely a “fleeing” force. Each member will move away from members of the
prey swarm. Usually this “fleeing” force will take precedence over all other rules. The introduction
of predators is not only used to create more interesting flocking behaviour but is also used to sim-
ulate natural predator-prey behaviour patterns [37]. This approach has also been used in Particle
Swarm Optimizations to prevent all particles from converging on the same suboptimal solutions [g].

11
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The predator-prey model was initially considered for this study. Reason being that the predator-
prey model provides an inherent control parameter which can be used to sweep the behaviour of
the flock, namely the aggressiveness of predators. Predators which are overly aggressive will create
a more chaotic flocking behaviour due to chasing prey more rapidly, while predators with very
little aggression will not give chase to the prey and hence allow them to stagnate more readily.
Discovering a mid-aggressive behaviour for predators would likely produce the desired “natural”
flocking. Predator aggressiveness could simply be defined as the maximum velocity a predator is
allowed to move. In the end this model was not chosen due to the ultimate goal of the study being
the analysis of natural flocking without external influencing factors.

As noted previously by [I] and [II] one approach to producing interesting flocking is the intro-
duction of heterogeneous swarms. Allowing flock members to posses different internal states and
properties can result in a more interesting dynamic behaviour, and indeed this also reduces the
chances of stagnation occurring.

Taking this idea even further is the introduction of mixed species flocking [22] which is similar to
the predator-prey model in that it introduces a variety of swarms, all with different behaviours and
drives. These swarms can be in competition with each other for a food source or even just for space
to move; regardless of the conditions in which these swarms operate, observing their behaviour
while they try to remain with their own species does produce interesting flocking patterns. This
is different to the predator-prey model in that the swarms are not necessarily enemies, but rather
just attempting to co-habitat in the same world.

A final alternative approach to flocking and swarming worth noting is that of modelling the swarm
based on agent architectures [32] [31]. The agent based approach is of interest due to most of the
social interactions between flock members occurring as a result of agent communication policies.
In this case agents (flock members) communicate with each other explicitly via passing messages
to each other. This is an interesting contrast in comparison to the traditional social drives which
are simply the result of flock members being able to perceive each other.

While explicit communication between flock members results in some flocking behaviour, such
an approach could not be used for this study for the same reason the model proposed by [I] could
not be used, namely the lack of being able to introduce a sweeping control parameter. Since each
agent operates according to an internal policy and each agent’s policy might be different; the only
way to control the entire flock with one parameter would be to modify the global communica-
tion policy agents’ share. Modifying the communication topology might also produce the desired
flocking. However achieving such significant modifications with a single parameter could prove
challenging.

2.2 Dynamical Complexity

Dynamical Complexity is a measurement of the extent to which a system balances integrated and
segregated activity. There are many methods of determining the dynamical complexity of a system,
the following sections will not only investigate some of these methods but will also investigate the
steps needed before one of these measurement methods can be used; the most important of which is
the creation of a time series of data which uniquely measures the different components of a system.

2.2.1 Interaction Complexity

Neural complexity expresses the extent to which a system is both dynamically segregated, so that
small subsets of the system tend to behave independently, and dynamically integrated, so that large
subsets of the system tend to behave coherently [29]. Interaction Complexity also called Neural
Complexity is a technique often used to measure the dynamical complexity of matters regarding the
brain and mind. An example of such work by Shanahan [30] measures the dynamical complexity of
small world networks of spiking neurons. In this case each component of the system (component in

12
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this context referring to a neighbourhood of neurons) is measured uniquely by measuring its mean
firing rate (i.e. the rate at which a clusters of neurons spike).

Other works which make use of Neural Complexity are [29] and [34] with the latter being an exam-
ination of how such a statistical measures (in this case Neural Complexity) can be used to evaluate
the integration of incoming stimuli with ongoing neural interactions.

In order to calculate neural complexity the entropy of a system must be determined. The en-
tropy of a system refers to uncertainty or variability. Essentially if a variable S significantly differs
from one time step to the next then this indicates that it carries a maximum amount of informa-
tion, thus giving S a high entropy. Conversely however if S remains relatively the same, then this
indicates that the variable carries a minimal amount of information, thus giving it a low entropy.
The entropy of a system is calculated as follows [34]:

M
H(X) == pmloga(pm) (2.17)

m=1

Where H(X) refers to the entropy of a variable X in a system, M is the number of discrete
states a system can take and p,, is the probability of each of these states occurring such that the
sum of all probabilities p,, is equal to 1. H(X) is high if the system has many equally likely states
(i.e. the system has an equal likelihood of generating each of the states) and H(X) is low if and
only if the system attains a single state with p = 1 [34].

The next component needed in order to calculate the neural complexity is the Mutual Information.
Mutual Information refers to how much information one variable carries about another. This is
denoted as MI(X;;S — X;) which determines the mutual information between a variable X; and
the rest system of variables S excluding X:

MI(Xj;S—Xj):H(Xj)-i-H(S—Xj)—H(X) (2.18)

The final step before calculating the neural complexity is to calculate the integration I(X), which
according to Tononi [34] measures the total entropy loss which is the difference between the sum
of the entropy of each component and the entropy of the whole system:

N
I(S)=>_H(X;) - H(S) (2.19)
=1

Where H(S) is the entropy of the whole system and H(X}) is the entropy of the jth component.

Finally the interaction complexity can be calculated as follows [34] [30]:

N
C(S) =) MI(X;;S - X;) - I(S) (2.20)

i=1

Even though Neural Complexity is suited for measuring aspects about the brain and consciousness
it could easily be applied to a flocking simulation. This is due to the only thing being required is a
collection time series of data representing the different components(members) of the system(flock).

2.2.2 Information Integration ¢

According to [33] and [29] Information Integration is a method of measuring the total amount of
information a system can integrate. [33] defined ® as the “effective information” across the infor-
mational “weakest link” which is called the “minimum information bipartition” [29]. The question
is, what is effective information, how can it be computed with regards to the system being mea-
sured, and in what way can it be used to locate the minimum information bipartition.

13
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Effective information is computed as the mutual information (Equation across a partition
(a partition referring to a portion of components of the system) except that all the measurements
from one of the subsets or components of the system is made to have maximum entropy. The mini-
mum information bipartition is the component of the system with the lowest effective information.

As computing the effective information depends on one of the components of the system having
maximum entropy, it is important be able to replace the outputs all possible subsets of a system
with uncorrelated white noise [29]. As can be imagined in a system where each component is ca-
pable of reaching a large number of different states it can be difficult or computationally expensive
to force a subset of the system to demonstrate maximum entropy. It is important to note that
according to [29] effective information across the majority of the components of the system is useful
only if it helps determine which partition is the minimum information bipartition.

According to [29], ® reflects causal interactions because it is based on effective information, which
is a directed version of mutual information. [29] also states that ® cannot be used to measure
non-trivial systems because:

e As stated above replacing the outputs of a system with uncorrelated noise such that a com-
ponent exhibits maximum entropy is infeasible simply because most real world systems are
capable of reaching a large amount of unique states, some of which may even be unknown.
The states a system might be able to generate could even be continuous.

e Computing @ requires the calculation of effective information across every bipartition of a
system. Meaning that there is a factorial growth in the number of partitions which must
be analysed as the grows system larger. This makes the computation of ® computationally
infeasible for large systems. Considering some flocks or swarms can have thousands or even
tens of thousands of members, using ® to determine the dynamical complexity could prove

difficult.

In order to understand effective information, [29] gives an example of a Hopfield-type network with
(k,n — k) bipartition of the network, A|B with A having k components of the system and B having
n — k, i.e. the rest of the components of the system. The effective information can be computed
by [29]:

EI(A— B)=H(A)+ H(B)— H(AB) (2.21)

Where the outputs or measurements (in the context of flocking) of A are replaced by uncorrelated
white noise. According to [29]: EI(A — B) = k bits. Meaning that FI(B — A) = n-k bits which
in turn, means:

EI(A+ B) = EI(A — B) + EI(B — A) = n bits (2.22)

Since Equation does not depend on k, the effective information is the same for all bi-partitions,
therefore the information integration is given by:

® = n bits (2.23)

Information Integration, while being a seemingly accurate measurement is not the best choice for
this study. This is due to flock behaviour not being finite, i.e. a flock usually does not occur
in a finite number of unique states meaning that the data retrieved from the flocking simulation
is continuous. As such calculating the effective information will be difficult or inaccurate. This
together with the computational complexity of ® rising with the size of the system (flock) makes
it non-ideal measurement.

2.2.3 Causal Density

The methods studied in Sections [2.2.1] and [2.2.2] have been mostly applied to the area of brains
and measuring brain related aspects such as consciousness. An alternative method proposed by
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Granger [10] not only been applied to brain analysis but also to various other topics with reason-
able success [27][9]. This measure called Granger-causality [10] is based on measuring the causal
influences between the components of a system. In essence it measures the degree to which one
variable influences or causes another. With regards to a swarm this simply refers to how much one
member of a swarm will attract or repel another member.

[30] provides an example in order to aid in understanding Granger Causality:

By looking at 3 time series X (t), X2(t) and X3(t), where each time series refers to the outputs gen-
erated by a specific component or variable of the system. X (¢) can be described by the following
autoregressive model:

Xi(t) =Y AjXi(t—j) + BjXo(t — j) + C;Xs(t — j) + cao(t) (2.24)
j=1

Where m is maximum number of lagged observations in the model (m < TheSizeO f EachTimeSeries).
A, B and C are vectors which contain the coefficients of the model which are indexed by the model
order and € 4p¢ is the prediction error for each time series.If we then consider the following model
for X (t) where Xy(t) is omitted:

X1(t) =) A X1 (t—j) + CiXs(t — §) + eac(t) (2.25)
j=1

Where e 4¢ is the prediction error of the time series with Xs(¢) omitted. It can then said that Xo
Granger-causes X1 if the variance of € spc is significantly less than the variance of e4¢. In other
words Xo Granger-causes X if including Xs in the model aids in predicting X;. It is also important
to note that Xs Granger-causes X; only if X5 influences X; greater than the other components
of the system (X3). To summarise, Granger Casualty measures the degree to which X5 causes X;
over and above the rest of the system.

With this it is possible to determine which components of the system have the most pull over
the system. Which in terms of a swarm means that it makes possible the detection of which swarm
members are the primary “drivers” of the swarm.

From this, the causal density of a system S can be computed as follows [28]:

1

Where x;; denotes a subsystem of X with the components X; and X; omitted. Unit causal density,
which measures the proportion of all causal relations which are statistically significant can be

measured as follows [30]:
a

n(n—1)
Where « is the number of pairs of variables X; and X}, such that X; Granger Causes Xj.

cd(X) = (2.27)

It is important to note that the time series X (t), X2(t) and X3(¢) must be covariance stationary.
Meaning that neither the mean or the auto-covariances depend on the time or spatial index. For-
mally covariance stationary can be defined [7]: A stochastic process y; is covariance stationary if
there exists a mean m, a constant variance s? and a series of auto-covariances gs such that:

1. E(y:) = m for all integers t
2. E((y; —m)?) = s? for all integers t and

3. E((yt — m)(yt+5 — m)) = E((ys — m)(ys+; —m)) for all integers s,t and j.
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Where E is the mean or expectations operator.
Achieving a covariance stationary time series is important as it allows an F-Test to be performed
in order to determine the significance of the Granger causality between two variables.

Using causal density would allow the evaluation of the degree to which different flock members
drive the whole flock in different ways. Essentially if a flock moves about randomly (meaning that
each member of the flock does not influence any other members) the result would be a low causal
density. On the other hand if a flock moves as one unit, then that would mean that all birds
influence each other equally which in turn results again in a low causal density. This is simply
a theory of what the results of a causal density analysis could be. The actual results of such an
analysis are discussed later.

2.2.4 Quantifying Flocking and Swarming

A recurring issue appears in Sections [2.2.1] 2.2.2] and [2.2.3] in that they all require the system to
produce “outputs”, i.e. the system must produce various time series X1(t),Xo(t),X3(t). . .Xn(t)
etc which correspond to the N components or variables of the system. This introduces one of the
major issues of the study, how can flocking behaviour be quantified in such a manner to produce
these time series?

This depends on the type of system being analysed. For example in the analysis of spiking neural
networks the mean firing rate can be used [30]. However in analysing a flock this introduces a
problem due to there being a lack of a truly unique way to quantify the behaviour of flock mem-
bers (system variables). The study conducted compensated for this problem by using a variety
of imperfect measurements (Discussed later in Section and then analysing how good each
measurement method was in quantifying the flock. The details of each measurement method and
its analysis is discussed in Section while the issues and fall backs of each measurement method
is discussed in Section [6]

In attempting to develop a suitable quantification method or “time series generating” method,
a study conducted by Seth [27] which aimed to measure G-emergence outlined one method of mea-
suring a swarm such that a Granger Causality analysis could then be performed. In [27], Seth
calculates the heading and speed of a bird as follows:

oa; = oy +a101 + a2(7r + 92) + asbs + rq (228)

$; = 8; + asds + ro (2.29)

Where «; is the heading, s; is the speed, 0y is the bearing to the center of mass of the swarm, 6
is the bearing to the closest bird, 63 is the bearing to the mean heading of all the other birds, ds
is the difference of speed between bird ¢ and all other birds and 71,7y are random numbers in the
range [-0.01, 0.01]. The vector a is used to scale the relative contribution of each factor.

The above equations are not the measurements used by Seth but they do highlight a possible mea-
surement, namely ds. The difference of speed not only takes into account the speed of the bird
itself but also relative to all other birds, thus identifying it apart from the other birds.

This may not be a perfect way of uniquely measuring a bird relative to the flock but it was used as
one of the measurements methods conducted in the study described in this paper. Another study
by Cavagna [5] also highlights the difference of speed between bird i and all the other birds. In
[5] birds are measured by studying their behavioural fluctuations around the mean flock’s velocity
and calculating said fluctuation as follows:

Uy = UV — —=

Vg (2.30)

Z| =
-
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The above equation is essentially used to calculate the difference of velocities (difference between
bird i’s velocity and the mean flock velocity) from which the difference of speeds can easily follow.

Looking back at [27], the model used by Seth is a simple 2 dimensional Boid Model and the
actual method used to perform the measurements is to take the distance between a bird’s current
position [z;,y;] and the center of the environment. This approach can easily be extended to the
third dimension and thus a more realistic flocking model.

Even the measurement methods outlined by [5] and [27] are not perfect but they both were suf-
ficient in generating the necessary data for the purposes of those studies. A final important note
is to remember, as previously stated in Section the generated time series must be covariance
stationary. For some of the measurement methods defined in Section this is already the case,
but for others some preprocessing is required, such as calculating the differences of the original
time series.

Regardless of the measurement approach taken, it is important to validate that these measurements
return the data in a correct and desirable format needed for measuring the dynamical complexity
of the flock.
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3 Methodology

As mentioned the goal of this study is to measure the dynamical complexity of the flocking or
swarming behaviour demonstrated by animals. Remember that one of the requirements for the
study to be conducted is the definition of a singular control parameter which can be swept between
a certain range such that at one extreme, e.g the minimum; the flocking pattern is random (As
shown in Appendix , the other extreme, e.g the maximum; the flocking pattern has stagnated
(As shown in Appendix and some setting in between the minimum and maximum results in
the desired “natural” flocking (As Shown in Appendix [B.2). None of the existing models studied
provided such complex control with only one parameter thus a new model had to be developed.
The details of this model are discussed in the following section.

The analysis itself has to be conducted in stages, this is not only due to the weaknesses of the
model but also due to the open question of how best to measure the flocking behaviour. Since the
validity of the measurement methods is not confirmed and the results of the dynamical complexity
analysis were unknown, everything had to be questioned and tested. The procedure by which the
various measurements methods are possibly validated or invalidated (depending on the method) is
discussed later and became one of the bigger issues of the study.

3.1 The Flocking Model

After careful consideration and study of the various flocking patterns exhibited by different animal
groups, a specific species, namely starling flocks showed the most promise. This is not only due
to the fact that various studies have been performed regarding starling flocks [14] [5] [2] but also
because the flocking behaviour demonstrated by starlings is some of the most beautiful flocking
patterns observed.

The model defined in this paper is an attempt at simulating those flocking patterns in a biologically
real manner. The primary focus of the model proposed is the proper definition and control of the
social attributes. The reason for the focus on the social attributes is because it is through these
social attributes that a “sweeping” parameter can be found which controls the behaviour of the
flock.

The flocking model is primarily based on the original Boid Model|26] with some influences from
[14] and [I3]. Each bird in the model has: 1. A position within the 3 dimensional simulated world
represented by a co-ordinate vector p;(t) = (z,y,2). 2. A rotation vector r;(t) = (X,Y, Z) which
represents its current rotation with respect to the bird’s local axis. Note that while the rotation of
the bird with respect to its local axis varies, the axis itself remains fixed and moves with the bird.
Similar examples of (1) and (2) are given during the discussion of the Boid Model and are shown
in Figures [I] and [2] on page [} 3. A velocity v;(t) = (vz, vy, vz) which represents the bird’s speed
in each axis and is the means by which the bird moves around the world. Each bird also has a
mass m; = +80 which is not only to make the flock more heterogeneous but also to implement the
speed control proposed by [14].

This model does not include banking, thus the roll of a bird is omitted. It is acceptable to omit the
roll in this model because the primary reason for maintaining the rotation of the bird to begin with
(other than being biologically real) is to allow for the modelling of the bird’s visual perspective,
and roll does not affect what a bird can see, but only the rotation of what a bird can see. Which for
the purpose of this study is not important. It is indeed the pitch and the yaw which is important,
due to having a direct impact on the direction of what a bird is looking at and thus affecting what
the bird can see.

In order to model vision of a bird, the angle of rotation of a bird must be updated as a bird
flies around the simulated world. At the end of each time step t the rotation of a bird 7 is updated
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as follows:

1. The new pitch ~;(t) and yaw J;(¢) of bird 7 is calculated based on the current velocity of the
bird:

[|vi(t)]] = \/Wf(t) + 0y2(t) + vz3(t) Velocity Magnitude (3.1)

7i(t) = atan2(—Tz,(t), TT();  6i(t) = aresing, (8)/|Joi(2)] (3.2)
where vZ, vy and vz are the individual components of the velocity vector v;.

2. The following rotational matrices are created which are used to model pitch and yaw rotation

transformations:
cos7i(t) 0 sin~;(¢)

Ry ((t)) = 0o 1 0 (3.3)
—sinvy;(t) 0 cosv;(t)

cosd(t); —sind;(t) 0O
Rz(6;(t)) = | sind;(t) cosdi(t) O (3.4)
0 0 1

3. Using the new three dimensional rotation matrices above the new rotation of bird ¢ with
respect to its local axis can be updated by:

ri(t) = Ry (vi(t)) Rz (6i(t))ri(t — 1) (3.5)

By maintaining the rotation of bird ¢ as it moves throughout the world it is then possible to
check if one bird is in view of another and as such model basic visual perception for birds. The
procedure for checking if a bird j is in view of another bird 7 is as follows:

fov = cosd (3.6)

Aij(t) = [[ri(@)]] - I () — pa(®)]] (3.7)

B o 1 if )\ij (t) Z fOU
ww (t) o { 0 if Az'j (t) < fOU
Where 6 indicates in radians the amount a bird is able to see from it’s central viewpoint. For

example 0 = radians(180) would mean the bird is capable of seeing all around it. A bird j is in
view of another ¢ bird if A\;;(t) > fov otherwise it is not in view.

(3.8)

v v

(a) 6 = 90rad (b) @ = 135rad (c) @ = 180rad

Figure 3: The viewing radius of a bird. The blue portion indicates the central bird’s field of view.
The red line indicates it’s visual range.
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Note that the vision in Equation has no maximum range, meaning that a bird ¢ can see
another bird j fully and perfectly as long as j falls within the field of view of ¢ . The maximum
visual range (i.e. how far a bird can see) is taken into account before checking if one bird j is in
view of another bird i. The reason this is not incorporated as part of Equation is because a
different maximum range is defined for each social rule, this is explained in detail next.

3.1.1 The Social Forces

Before defining the actual social forces each bird experiences, it is important to define the local
neighbourhoods of each bird. As previously stated each bird only perceives its 6 or 7 closest neigh-
bours [I] [14], thus defining neighbourhoods in terms of a metric distance would result in birds
seeing too few or too many neighbours, so using the topological distance will result in a better
model. However with regards to the simulation model, determining a bird’s closest neighbours at
each time step is computationally expensive therefore a compromise is made.

The compromise made is to use an adaptive perception range as proposed by Hildenbrandt [14].
This means that each bird’s perceptual range will increase if it sees too few birds and it will decrease
if it sees too many birds. The goal being that each bird attempts to keep in view a certain target
number of birds. Each bird will adapt its perceptual range as follows:

Ngen, (T
Per;(t) = (1 — s)Per;(t —1) + s <Permm — Permax’gen’()’> (3.9)
C
Where 0 < s <1 is the interpolation factor which controls the rate at which the perceptual range
Per;(t) of bird ¢ contracts and expands. Ngep, is the currently perceived neighbourhood of bird i
and n. is the number of birds which should be perceived.

In a very large flock with 14,000 - 15,000 birds perceiving 6-7 neighbours is not a problem, however
modelling such a large number of birds is computationally expensive thus the number of birds which
were modelled were around 1000-3000. As a consequence n. could not be explicitly set to 6-7 due
to their being too few birds, thus n. was actually set to a percentage of the number of birds in the
simulated flock, specifically 10%.

Taking more inspiration from [I4], this model also defines multiple neighbourhoods. This not
only allows more control of the flocking patterns but was also a valuable element in creating the
sweeping parameter which will be referred to as the flocking factor £&. The Neighbourhoods are
defined as follows where N; is the perceived flock of bird 7 (i.e. all birds of the flock except 9):

e The general neighbourhood which is used for modifying the perceptive range of bird i.
A bird j is in the neighbourhood of bird 4 if the distance d;; between those birds is less than
or equivalent to the current perceptive range of the bird Per;(t).

Nyen, (t) ={j € N; : 0 < d;;(t) < Per;(t)} General Neighbourhood (3.10)

¢ The separative neighbourhood which refers to which birds impose a repulsive force on a
bird i. In this case a bird is only considered a neighbour if the distance to that bird is within
a safety radius Rs. The safety radius simply refers to the private flight area of a bird, and
should any other bird enter that area then there is a risk of a collision occurring which is why
repulsive forces are experienced at such a point. Vision v;; at this stage is not incorporated,
this is because birds should be able to avoid each other based on their other senses, not only
sight:
Nyep, () ={j € N; : 0 < d;;(t) < Rs} Separative Neighbourhood (3.11)

e The cohesive neighbourhood which is a local group of birds which a bird ¢ will try to
move towards. In the following case the perceptive range is doubled; this is to allow for birds
to move closer together into larger sub-flocks. Furthermore this neighbourhood incorporates
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the visual senses v;; of the bird. Incorporating vision is because birds should only move
towards a position which is known, and a position is only known if it can be seen:

Neon,(t) = {7 € Nij : 0 < dj;(t) < 2Per;(t) and 9y(t) = 1} Local Cohesive Neighbourhood
(3.12)

e The alignment neighbourhood refers to which birds, a bird ¢ will try to match in terms
of velocity. In this case vision is incorporated because birds should only be able to match
velocities if they know the velocity of other birds, and a bird will only know the velocity of
another bird if it can see that bird. The perception is altered by an adjustment value k. The
purpose of this is so that the flocking factor (sweeping parameter) £ can have the desired
affect on the behaviour of the flock. By increasing the size of the alignment neighbourhood
according to £ a stagnated flock is more likely to occur, just as decreasing £ and indeed the
neighbourhood will likely result in a more random flocking pattern.

¢ e

1 otherwise (3.13)

Nalii(t) = {] € Ni : 0 < dij(t) < lﬁ;PBT‘i(t) and wij(t) = 1}; K = {

An example of how the different neighbourhoods are interpreted by a bird is shown in Figure

N, coh; (t)

Figure 4: The Neighbourhoods of a Bird: The blue shaded area represents the central bird’s

perception. The alignment neighbourhood Ny, (f) is not included due to it taking various sizes

depending on the value of (1 < xk < 10), however the alignment neighbourhood is at minimum

as small as the general neighbourhood and at maximum as large as 10 times the bird’s current
perception range, which often encompass the whole flock.

The social forces of the model are made up of 4 components which essentially are modified
versions of the original social rules proposed by Reynolds [26]:

2
Fsociali (t) = afai (t) + bfﬁi (t) + Cfm (t) + Efn (t) (3'14)

Where f,, is the separative force, fg, is the local cohesive force, f;, is the alignment or match-
ing force and f;, is the global cohesive force. The contribution of each of the primary forces are

weighted by a, b and c¢. The global cohesive force is weighted % which was an empirically deter-
mined weighting measure which allowed the flocking factor £ to exhibit the desired control. The

21



3.1 The Flocking Model 3 METHODOLOGY

reason being that for high values of £ the flocking should stagnate and in order for this to occur,
the flock should move as one, which is why the flocking factor must scale the contribution of the
global cohesive force.

As previously mentioned, the separative force f,,, is used to model the desire for birds to
avoid collisions. Limiting the repulsive force means that bird ¢ will only experience the following
repulsion:

= 3 B0 -n0l 5.15)

JeNomm () di;(t)

The cohesive force is used to model a bird’s desire to stay close to the flock. In this model a
bird ¢ will experience 2 cohesive forces. The first being a local cohesive force which is restricted to
the birds in the cohesive neighbourhood (Defined in Equation . Which is simply the difference
between a bird ¢’s current position and the mean position of the neighbourhood N¢op,:

fo) =pitt) - ———— 3 pt) (3.16)

[Neon: ()] JENon, (1)

The second being a global cohesive force which is applicable to the entire flock. It is agreed by
many authors [26] [25] [14] [5] that global perception may not be realistic but achieving a stagnated
flocking pattern is difficult without using a large perceptive range.

This global cohesive force is only in the model as to allow for the introduction of the flocking
factor. True natural flocking occurs without birds’ knowing the state of all the other birds thus
low values of a global cohesive force should result in a better flocking and indeed this is the case
for this model (As shown in Appendix . A low flocking factor makes the global cohesive force
negligible. The global cohesive force is computed as the difference between a bird i’s position and
the mean position of the perceived flock N;;

Falt) =) = 2 30 0 (317)
1 EN;(t)

The final and arguably the most important social force is that of a bird’s desire to match the
velocity of its neighbouring birds. This can simply be computed as the difference between a bird
i’s velocity and the mean velocity of the alignment neighbourhood:

for () = vi(t) - MNZ . 0;(t) (3.18)

The social forces defined in this section are enough to achieve a basic flocking, however these
rules are not enough to create natural flocking. This is because once the members of each sub-flock
(or even the entire flock) match their velocities, there would be no motivation or reason for them
to change direction. Meaning that each sub flock would fly continuously in the same direction at
the same speed. This is not only boring to watch but is not even even remotely close to natural
flocking. The next section covers how this problem can be solved in a simple manner.

3.1.2 Other Model Forces

A few methods have been discussed in Section with respect on how to achieve a more natu-
ral flocking pattern. These methods have ranged from giving the flock a random target to follow,
to constricting the flock within a certain region and even introducing obstacles for the flock to avoid.

For this model the method chosen was the introduction of a roosting site, thus adding another
force to the flock representing flock members’ desire to roost. It is also important that not all birds
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should fly home all the time, otherwise a different kind of stagnation occurs where the flock would
simply circle around its roosting site.

Rather each flock member must make the decision to fly home based on its locally perceived
environment. Each flock member experiences a constant weakened force to fly home, this could
simply signify the desire to not stray too far away from a known safe location. In addition to this
constant force, a flock member will also make the decision to fly home if it is currently alone or
perceives too few other birds in its local neighbourhood. The idea behind this is that if a flock
member is secluded then it is essentially under greater risk of being attacked by a predator, which
is why it will likely decide to fly back to its home location to look for other birds.

On the other hand if a flock member perceives too many neighbours and feels “crowded” that
bird will fly away from the home location in order to be in area with less risks of a collision oc-
curring. This means that each flock member has the internal goal of roosting at the most ideal
position but at the same time not feeling too crowded. This behaviour is modelled as follows:

. T Na i; (t)
Fout) = dg%hi(t)Q if t moc'i TL =0 and 7117( < P, (3.19)
Tohi(t)  otherwise
hi(t) = pi(t) — H (3.20)

Where f,, is the final force to go home, h; is the calculated force to fly home, H = (0,0,0) is
the home location and d is a scaling factor for when the strengthened force is used.
Thus a bird ¢ will experience a stronger drive to go home if:

1. A sufficient amount of time has passed since a bird has made the decision to fly home, (¢ mod
TL = 0) where T'L is the amount time that passes before the bird makes the decision once
more. Larger values means a bird will stay on its current course for a longer period of time.

2. The number of birds it currently perceives is less than a predefined value (Na#(t)) < P,
where P, = 0.1 is the likelihood of a bird choosing to flying home.

The reason for incorporating the flocking factor &, with the roosting force is to allow birds to change
direction once they have unified and stagnated. Without an increased roosting force, a stagnated
flock will not change direction, thus the need to incorporate the flocking factor with the roosting
force.

The final force added to the model is a random force f,, drawn from a standard Gaussian. This
is used to not only add a stochastic element to the model but also to model imperfect flight. This
makes the final non-social forces of the model:

Fother,- (t) = fo‘i (t) + efwi (321)

Where e is a scaling factor used to weigh the contribution of the random force.

3.1.3 The Final Model and The Model Parameters

Using the forces defined in the previous sections, the velocity of each bird is updated as follows:
v; (t) = Fsociali(t) + Fother; (1) +ve(t —1) (3.22)

In order to make the flight of the birds more realistic a velocity cap is introduced to the model
Umaz = 10. If a bird’s velocity v is ever greater than the maximum velocity v,,q, then that bird’s
velocity is slowly tapered down back to the maximum allowable velocity using the speed control
proposed by [14] (As shown in Equation [3.23| where A is the relaxation time). This speed control is
important as it allows birds to slightly go over the maximum velocity, which means that slow birds
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will have an opportunity to catch up to the main flock, thus reducing the likely hood of stragglers
occurring during the simulation.

_ v;‘k (t)((vmiw - v;k (t))(ml/A)) lf U; (t) > Umazx
vilt) = { v (t) otherwise (3.23)

Once the velocity is regulated to realistic speeds the position of the bird can be updated:

pit = pi(t — 1) + vi(t) (3.24)

The Field of View, 6 90 radians
Minimum Perception, Per,,;, 0
Maximum Perception, Per,,; 1000
Percentage of Birds kept in view, n, 10
Interpolation Factor, s 0.1
Safety Radius, R, 5—
Separative Weight, a 2
Cohesive Weight, b 2
Alignment Weight, c 1
Roosting Weight, d )
Alignment Weight, ¢ 1
Time Lapse, TL 1
Return Home Probability, P, 0.1
Maximum Velocity, v.,q. 10

Table 1: Settings used for the experiments conducted. Note: the flocking factor £ is not included
above as it changes for each simulation run.

As can be easily observed the model incorporates a large number of different factors and pa-
rameters, each of which with many possible values. In order to simplify the experimentation an
application was developed to interact with the model in an easy and real-time fashion, the user
guide for this application is shown in Appendix[A]l Furthermore that in Appendix [C|a code snippet
from the simulation environment shows the calculation of the social and roosting forces defined in
the previous section.

For the dynamical complexity analysis, Table [1| shows the parameter values which were used.
These values were chosen because they resulted in the desired range of behaviours depending solely
on the value of the flocking factor £&. An example of the 3 extreme flocking patterns exhibited is
given in Appendix

3.2 The Analysis Procedure

The method chosen for analysing the simulated flocking behaviour is that of Causal Density using
Granger Causality [10] (Discussed in Section [2.2.3). Before being able to determine the causal
density, the simulation environment must produce a collection of time series which quantifies the
different components of the system.

In the context of the flocking behaviour the “components of the system” refers to a small number
n of special indicator birds which are selected at random. The purpose of having these indicator
birds is that each bird ¢ will produce a time series X; which quantifies its behaviour. Ideally since
every bird has the potential to act independently, every bird should produce a time series. However
in a simulation which can include up to 3000 birds, the amount of data being produced would be
too large, thus the existence of “indicator” birds.
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3.2.1 From Flocking To Data

A problem briefly discussed in Section must now be addressed. Each “indicator” bird must
produce a time series X;, the question is how can such a time series be produced ?

This turns out to be one of the more key issues of the study because the time series X; needs to be
an accurate indication of the behaviour of that bird and each element of the time series must be a
singular number. This is very difficult in a 3 dimensional world where a bird is usually identified
via its position p;(t) = (x,y, z). The work around for this problem is to introduce several different
measures in the hope that at least one (or more) uniquely quantifies the behaviour of a bird. It
should be noted that the reason only the indicator bird itself is measured, is because taking the
neighbourhood of the indicator bird into account would often result in overlapping neighbourhoods
between indicator birds which in turn produced strange and inaccurate results.

The reader should note that each of these measures are not perfect, meaning that there can be
some ambiguity when comparing the time series produced by one bird and the time series produced
by another bird. The fall-backs of each of these measures will be addressed later in Section [0 Each
indicator bird is measured at each time step of the simulation, thus no data or behaviour is omitted.
The measures used are:

1. The Average Velocity - Each bird is quantified according to its current average velocity.
So at each time step ¢, indicator bird ¢ will be measured as X;(t) = v;(t) (Where v;(t)
is the average calculated by summing the velocity components and dividing by three). A
bird’s velocity is always changing mostly according to the behaviour of its flock mates (as a
consequence of the social rules), thus this measure could possibly identify how a bird moves
with regards to the forces it receives from its flock mates.

2. The Average Position - Each bird is quantified according to its current average position.
Meaning that at each time step ¢, indicator bird i will be measured as X;(¢) = p;(¢). Since a
bird is likely to follow its locally perceived sub-flock, its position should be close to the mean
position of that sub-flock. Such a measure might produce the desired time series.

3. The Position Difference - In this case each bird is measured according to the distance
it has moved from one time step to the next. Since the measurements are made every
millisecond this essentially measures the bird’s speed at each point of the simulation X;(t) =
V(@i(t) — it —1))2 + (3:(t) — yi(t — 1))2 + (2i(t) — zi(t — 1))2. Where x,y and z are the
components of the position p;. This simply tracks by how much a bird changes its position as
it moves through the world. This has the advantage that the time series produced is usually
co-variance stationary as required.

4. The Average Velocity Difference - This simply measures by how much a bird’s velocity
changes from one time step to the next. This is calculated as the absolute value of the average
of the difference between the velocity at one time step t and the velocity of the previous time

step (t —1): X;(t) = |vi(t) — vi(t — 1)|.

5. The Difference from Home - A bird is measured according to how far it currently is
from the roosting site H = (0,0,0). This is an interesting approach as it is similar to that
used by Seth [27] and unlike the previous measures it makes use of a point of reference
Xi(t) = /(zi(t))2 + (yi(t))? + (2i(t))2. This addresses several issues with regards to having
to use the average of the position or velocity

6. The Position Difference from The Flock - Which will also be refereed to as the Difference
From Mean. Each bird is measured according to how far it is from the mean position of the
perceived flock:

Xi(t) = /(z:(t) — Pia(t))? + (yi(t) — Piy(t))? + (2:(t) — Pi-(t))? where the mean position of
the perceived flock for bird ¢ is P;(t) = (Pi,(t), Piy(t), Pi-(t)) and is calculated by Equation
[3.25] This takes some inspiration from [27] except that is uses a moving point of reference

25



3.2 The Analysis Procedure 3 METHODOLOGY

which is dependent on the behaviour of all the flock members. Theoretically this means
that all changes within the flock should be explicitly measured unlike the previous measures
where the behaviour of the whole flock is implicitly measured as a consequence of the social
rules. In essence this should reflect the behaviour of the bird relative to the whole flock more
accurately.

1
Pi(t) = o > pi(t) (3.25)

il JEN;

7. The Speed Difference from The Flock - Briefly mentioned by [27] and [5] this also
quantifies the behaviour of a bird relative to a moving reference point. A bird is measured
according to the difference of speed between itself and the average speed of the perceived
flock (X;(t) = |vi(t)| — Si(t)) where v;(t)| is the magnitude of the velocity of a bird 4, which in
this case reflects the speed since the measurements are being made per millisecond and S;(t)
is the average speed of the whole flock calculated by Equation Theoretically this should
be more accurate than measures (1)-(5) however it might be less accurate than (6) because
the average speed of a flock is likely to not change as frequently in comparison to the average
position of a flock.

Sit) = — 3 Jo;()| (3.26)

Vil e,

The result of using these measures is a collection of time series X1, X2, X3...X,, which correlate
to the behaviour of the n indicator birds, which should allow for an analysis of the flocking behaviour
demonstrated by the whole flock. During the trial stages of experimentation it was discovered that
the number of birds significantly impacted the results. In other words the graph produced using 10
birds would not have the same curve as a graph produced using 1000 birds. This could simply be
due to the fact that a larger number of birds results in greater social forces which in turn directly
affects the causal density demonstrated. As such, two primary experiments were conducted; one
with 10 birds, 3 of which were used as indicators and one with 1000 birds, 10 of which were used
as indicators.

3.2.2 From Data To Causal Density

Once the necessary collection of time series have been generated the causal density is analysed
within small interleaving windows. Essentially meaning that rather than using the whole time
series to measure the causal density, the causal density is measured in a small window which moves
across the whole time series. The window itself spans 500 ms of the simulation and moves by an
offset of 250 ms. As a result the analysis returns two components:

1. The maximum causal density measured in any window.
2. The average causal density across all the windows.

The size of the window was determined via a series of trials. With a large window size the
results tend to span out more and be less consistent (Which can be seen in Figure . Smaller
sized windows did make the results more consistent, however if the window was set to be too small
then that would result in very low causal density (As shown in Figure . Also very small windows
often made it difficult to make a time series covariance stationary due to lack of data being available
from which differencing can be applied. Thus an average is chosen (Which is shown in Figure .

Measuring the causal density in small windows is preferable firstly because it is more likely that
data is covariance stationary within each window and secondly the results tend to be more accu-
rate. If a time series within a window is not covariance stationary; which can be easily determined
using the Augmented Dickey Fuller test; it might be possible to make it so by 1. removing linear
trends and 2.computing the difference of the time series (Y;(¢t) = X;(t) — X;(t — 1)). If necessary,
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Figure 5: Effects of different sized analysis windows. The above dot plots are just experimental
trials which were used to find the ideal sized window.

differencing is applied several times to the time series.

The measurement of the Granger Causality and ultimately the Causal Density is done using the
Granger Causal Connectivity Analysis (GCCA) Toolbox by Seth [28] with a model order of 10. The
model order or number of lagged observations was determined via experimentation. The Granger
Causality analysis was only able to detect the leader bird (i.e. a bird which all the others follow)
with a model order of 10.

3.2.3 Experiments Conducted

With everything set in order experimentation was possible, but due to there being many questions
associated with this study for example: Does the flocking factor control behaviour correctly? Are
the time series generating methods correct? Is the causality itself being measured correctly?

Before proceeding with the actual experimentation a set of “acceptance” tests were conducted
in order to verify that the measurement methods are accurate. For each acceptance test a leader
bird was explicitly defined with its own predetermined path. The leader bird itself ignored all other
forces and merely followed this path. All the other birds also ignored the primary forces and only
followed the leader bird. This test was conducted 6 times for each measurement method. 3 of those
test used 10 birds, 3 of which were indicators and the other 3 tests used 1000 birds, 10 of which
were indicators.

A measurement method only “passed” the acceptance test if the analysis of the time series gener-
ated by that measurement method allowed for the detection of the leader bird (I.e. if the Granger
Causality analysis showed the leader bird has having the greatest causal influence over all other
birds). In other words if the leader bird is not detected, then it is likely that the measurement
method is useless. This however was not the case and all the measurement methods were able
to detect the unique leader bird. However, for the large scale test with 1000 birds detection did
become increasingly difficult. Having passed these preliminary acceptance test all measures were
then used for the 3 primary tests. The 3 primary sets of experiments were conducted each with
the goal of minimizing uncertainty, confirming the reliability of the measurement method and of
course measuring the causal density:

The first set of experiments were:

Similar to the acceptance test a leader bird was set and all the other birds followed the leader bird.
Except in this case the leader bird did not have a predetermined path to follow, and all birds were
confirmed to the model forces. One may argue that this is a repetitive test however the dynamics
of these tests were far greater because of the inclusion of the normal model rules. These tests were
conducted in order to determine if the leader bird could still be detected and could there be a
situation where the other birds cause the leader bird due to the normal model forces. Remember
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that in this the leader bird is not driven by a path but by the 3 primary social forces (alignment,
separation and cohesion). This also served as a confirmation of the results of the acceptance test..
In this case 70 simulation runs were conducted (5 small and 5 large for each measurement method).

The small simulations involved 10 birds, 5 of which were indicator birds and it ran for 10000
ms. The large simulations involved 1000 birds, 10 of which were indicator birds, these simulations
ran for 50,000 ms. The first 2000 ms were removed as as a precaution to ensure that the initial
instability of the flock at the beginning of every simulation was not analysed. This instability sim-
ply refers to the amount of time the flock takes to stabilize into its desired behaviour. Note: For
these “leader” experiments, the windowing technique was not used, simply because graphing out
the causal relationships for a specific window only represents a specific time frame of behaviour.
Ideally regardless of the time frame, the leader bird should cause all the other birds, but the leader
bird is still driven by the rest of the flock according to the other social rules, this means that at
specific points in time other birds may cause the leader bird.

The 2nd set of experiments were to determine the causal density measured at different flocking
factor values. In this case 350 simulations runs were conducted (50 for each measurement method)
each with 10 birds, 3 of which were “indicator” birds and each simulation run lasting 15,000 ms.
Each simulation run used the exact same settings except for the flocking factor £, which was chosen
randomly [0,10] at the beginning of each new simulation. In this case the first 5,000 ms of each
simulation run were discarded. More of the beginning of the simulation is discarded in this case
because the flocking exhibited in these trials was more complex, and as such it would take the flock
a longer time to stabilize.

The 3rd and final set of experiments were to determine the causal density measured at differ-
ent flocking factor values. In this case the flocks were much larger and flocking lasted for much
longer. A total of 350 simulations were conducted (Again 50 for each measurement method) each
with 1000 birds, 10 of which were indicator birds and each simulation lasting up to 50,000 ms.
A large simulation time was allowed so that the behaviour over longer periods of time could be
determined. Similar to the 2nd set of experiments, each simulation run used the exact same set-
tings except with a randomly chosen flocking factor [0,10] also in this case, the first 5000 ms of the
simulations were discarded.
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4 Results

The following section is going to cover the results of each of the three experiments outlined in
Section The presentation of each set of results will be accompanied by an analysis of each of
those results and what they signify. Due to the measurement methods being experimental, each
method has to be carefully and critically analysed in order to determine if it accurately quantifies
a bird’s behaviour. The final discussion and comparison of data is left to Section

It was found that the number of birds caused significant variations in the analysis of the dynamical
complexity of the flock. In order to validate the outcome of the raw data, each experiment had to
be conducted in both large and small scale to verify the correlation between dynamical complexity
and the increase in the number of birds, as well as, to confirm the accuracy of the measurement
methods.

4.1 Detecting The Leader

This section presents the results of the case where a leader bird (1) is set and all other birds follow
this leader(1). The leader bird itself and all other birds still conform to the normal model rules
(alignment, cohesion and separation). Meaning that the only difference between the leader bird and
the rest of the flock is that the leader bird does not receive and guidance as far as its destination goes.

For the small scale test (10 birds, 5 of which are indicator birds) a sample of the results are
shown in Figure |§| on page As it can be seen in most cases, the leader bird (1) is detected by
each measurement method with varying degrees of success.

According to these results, the weakest measurement method is the Average Difference of Ve-
locity (Figure . In this case, not only the leader bird is not detected, but another bird (4) is
detected to be causing the leader bird. This could be perceived as this measurement method being
inaccurate due to its inherent weakness (discussed in Section @

It is important to note that strong casual relations between the leader bird and all the other
birds are still detected - thus, the underlying primary casual links are detected. Yet, the notion of
the leader bird being caused by another could be viewed as inaccurate due to there being too few
birds. If there were more birds however, the social forces could affect the leader bird more than
the leader bird causes the rest of the flock .
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Figure 6: Small Flock with Leader Results: The above figures shows which indicator birds have

the greatest causal influence. A green arrow from x to y indicates x causes y. Red arrows indicate

a strong equivalent causal relationship between two variables. All omitted connections mean that
there is no significant causal relationship.
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The Average Velocity(Figure and Awverage Difference of Position(Figure are the next
best leader detectors. In both cases no other bird is causing the leader. The leader is causing at
least one other bird ((5) and (4) respectively) and there are strong causal relations with most of
the other birds. At this point we cannot say that a strong causal relationship between the leader
bird and another bird is wrong because even just the act of a bird chasing the leader bird might be
enough to create an equivalent (note: not greater) causal relation.

The Average Position(Figure and Difference of Speed(Figure are actually similar to the
Average Velocity(Figure @ and Awverage Difference of Position(Figure . Even though the re-
sults provided demonstrate them as stronger leader detectors (remember these are sample results),
on average their performance is not any more accurate in terms of detecting the leader.

The Difference of Position From Home(Figure@ and Difference of Position From the Flock(Figure
seem to be the best leader detectors. Every test agreed with the sample results being shown.
The former detecting that the leader bird causes 4 out of 5 of the other birds and the latter showing
that the leader bird causes all of the other birds (which is essentially the ideal result). Clearly there
is a reason that Seth [27] used the center of the environment (i.e. home position) as a reference
point. So far the results of this study indicate that the best way to measure a flock in order to gener-
ate a time series, is by using the home position and mean position of the flock as a point of reference.

The results of the large scale tests (1000 birds, 10 of which are indicators) are shown in Fig-
ure [7] on page The first thing noticed is that every type of measurement returns a significant
number of causal links between all the variables. This may seem counter intuitive to some but it is
actually expected. By increasing the number of birds in the simulation, the social forces increase
and since the social forces guide the correlation between each bird it is only obvious that the num-
ber of causal relations increases.

Increasing the social forces also impacts the direction of the causal relations. Essentially the
leader bird is being chased by a much larger number of birds. Meaning that the repulsive force is
substantially stronger. The question we are left with is, what does this mean in terms of detecting
the leader?

If it is expected that the leader should still be found then the weak measures from the small scale
are more useful, and the strong measures are no longer accurate (This is might be unlikely). If
on the other hand it is expected that the leader should not be found due to the increase in the
repulsive force experienced, then the weak measures from the small scale remain inaccurate and the
strong measures might still be reflecting what is happening in terms of the actual flocking behaviour.

In order to narrow down which measure is truly and accurately reflecting the behaviour of the
flock in terms of locating the leader, a further analysis of how Granger Causality works, and how
non-measured birds can skew the results must be looked into. This discussion is left to Section
Bl The only way to truly prove if the strong measures from the small scale are still accurate for
the large scale is to measure every bird in the flock. Unfortunately in flocks containing up to 3000
birds such an analysis would be infeasible due to the computational requirements.

Due to the contradictory results being shown from small to large scale, a series of mid scale tests
were conducted. These mid scale tests were used to estimate if a strong measure in small scale
remained so in large scale. Each of these test used flocks of 15, 20 and 25 birds under the same
conditions which the small and large scale tests were conducted. Except in this case all birds were
measured, which is why using larger flocks is not feasible.
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Figure 7: Large Flock with Leader Results: The above figures shows which indicator birds have the

greatest causal influence. A green arrow from z to y indicates x causes y. Red arrows indicate

a strong equivalent causal relationship between two variables. All omitted connections mean that
there is no significant causal relationship.

32



4 RESULTS 4.2 Causal Density

The results shown in Figure [§| are a sample of the midscale tests. These results were achieved
using the Difference of Position From Home measurement method. Similar results were achieved
using the Difference of Position From the Flock measurement method. These results demonstrate
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Figure 8: Relationship Between Leader(1) and Followers(2-25) - As the number of birds increases,
the social forces increase as well. Meaning that the leader bird is caused more by the other birds.

how the causal relationship between leader and followers slowly changes. As the number of birds
increases, the birds perceived in each neighbourhood increase, which in turn means that the social
forces are much stronger. This simply means that not only do more causal links start to occur, but
the leader is more affected by its followers. This can be seen by comparing Figure [8b| with Figure
In the former the leader bird (1) is causing 5 out of 19 birds, so we can assume that it is still
the primary driver. On the other hand in the latter case, the leader bird(1) is only causing 4 out of
24 other birds. It has become a significantly weaker driver of the flock. In fact another bird (25) is
more involved in the flock dynamics. This gives credence to the theory that as the number of birds
increases, detecting the leader should be more difficult. This issue is addressed in more detail in
Section [B

The causal analysis of the other measures showed no such behaviour. They essentially produced
the same results as the small scale, i.e. the leader bird was detected but very weakly. At this point
we can start to assume that even though all the measures passed the simple “acceptance” test, not
all of them possess the necessary accuracy needed to measure the true flock dynamics.

4.2 Causal Density

This next section is the main focus of the study. As mentioned previously all this work has been
don in order to simply measure the dynamical complexity of the flocking behaviour. The previous
section has shown that there is a correlation between the number of birds and the social forces
which occur within the model. The question we are left with is, since more social forces may result
in more causal links what does this do for the causal density?

In order to answer this question, once again the testing had to be conducted on a large and
small scale. The following sections will present an analysis of the results returned by those tests.
By now one may ask as to why all the measures are still being used, even though the only ones
which seem to be showing some accuracy are the Difference of Position From Home and Difference
of Position From the Flock measurement methods.

The reason for continuing to use all the measurement methods is not only for the sake of be-
ing thorough, but for the fact that in the large scale leader tests they were more successful in
detecting the leader. Whether this detection can be viewed as anomaly or inaccuracy, it may still
be argued that these measures only become accurate when done on a large scale. This issue will
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be addressed in more detail in Section [Bl

4.2.1 Small Scale Results

This section will present the results of the tests conducted in small scale. As mentioned in Section
the small scale tests lasted 15,000 ms, used 10 birds, 3 of which were indicator birds and used
a randomly selected flocking factor [0,10] for each simulation run. The results will be presented in
a graphical form plotting the flocking factor £ of a specific simulation against the resulting causal
density of that simulation (The average causal density and the maximum causal density of all the
windows, will be shown in the figures respectively). Each dot in every graph represents a different
simulation. The polynomial curve fits are used to show the relationship between the flocking factor
(essentially the flocking behaviour) and the causal density.
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Figure 9: Small Scale: Average Velocity Measured

The results shown in Figure [ show the unit causal density returned when the average velocity
is measured. The first half tends to agree with initial assumptions. With a low flocking factor,
there is a random behaviour thus resulting in a low causal density. This causal density increases
as the flock becomes more and more coordinated (i.e. as £ increases).

At higher values for £ the results dont seem very intuitive. At high values for £ the flock moves as
one. Meaning that it is essentially over integrated, thus a low causal density should (theoretically)
be measured. According to Figure [J] this is not the case. Apparently as the flock moves more and
more as one unit, the causal density increases. This could be due to some internal dynamics within
the flock, but with a flock of such a small size no dynamic behaviour was visually observed.

Furthermore it could be argued that these results are inaccurate because the causal density is
at its maximum when the flocking factor, £ is between 7-8. This does not agree with the visual ob-
servations. The behaviour of the flock in the small scale tests tends to start stagnating with £ ~ 6.
Meaning there is very little difference between the behaviour of the flock for 6 < ¢ < 10. Essen-
tially the only difference is that the flock tends to stay closer to the home position for high £ values.

So the causal density for 6 < & < 10 should be roughly the same, meaning there should be a
curve at this stage. However this is not the case, rather it continues to increase. One possible
reason for this increase is due to the social forces increasing (Again due to £). The average velocity
might be inadvertently measuring the social forces, not the actual flocking behaviour caused by
those social forces. Another reason is that the one of the limitations (discussed in Section [6]) of the
model or measure maybe skewing the results.
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Figure[10[shows the causal density when the indicator birds are measured according to their average
position. This result tends to agree with the results shown in Figure @ In fact for 6 < £ < 8 the
results seem to favour a high causal density.

At this stage if we take both the results of the measures together we get a rough maximum causal
density when 6 < ¢ < 8. It was mentioned before that visually the flock behaviour differs little for
& > 6. These result tend to agree with those visual observations. At the point where £ > 6 the
causal density has the same spread of values, roughly between 0.2 and 0.4 (Figure .
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Figure 10: Small Scale: Average Position Measured

The next set of results in Figure which are retrieved using the difference of velocity shows an
extreme climb. This is confirmed when comparing the curve fits. The curve fit equation in Figure
is very close to a perfect quadratic equation. (Relative to the other curve fits thus far).
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Figure 11: Small Scale: Velocity Difference Measured

In terms of the average (Figure there seems to be no significance for when & = 6; the causal
density continues to increase. However when observing the maximum (Figure causal density
per window, we can see that there are many stages at which there is a high causality within the
flock, most of which occur for £ > 6.

The next set of results (Figure which used the difference of position measurement are the
opposite of the results in Figure The former has a much more gradual climb in causal density.
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Figure 12: Small Scale: Position Difference Measured

The reason for this sudden change in the slope is unknown. It might be due to a velocity being
able to change quite drastically, while a bird’s position can only change relative to where the bird
currently is. However this change in slope is difficult to determine in the Large scale tests due to a
few portion of birds being measured. So it could possibly be due to the different change rates but
this cannot be confirmed since a low portion of the birds in the large scale are not measured.

If we once again observe the maximum causal density(Shown in Figure we notice that the
causal density tends to remain at its highest (0.8) from £ ~ 6. Clearly at £ ~ 6 the behaviour of
the flock begins to change and remains changed. The visual simulation agrees with this theory. At
&€ > 6 the flock stagnates more and more.
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Figure 13: Small Scale: Speed Difference Measured

The results of analysing the causal density according to the speed difference (Shown in Figure
seem to agree with all the findings and theories at this point. The question is how reliable are
all these results?

It is noted in the previous section (Section [4.1)), that the measures we have discussed up to this

point are not very accurate at detecting the leader. Which could mean that all the results up to
now are inaccurate. The next two results are from the (assumed) accurate measurement methods.
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Figure shows the causal density when the home/roost position is taken into account. In the
previous cases the spread of the results at later values for £ was quite minimal. However in this
case the spread becomes very obvious. By looking at Figure we notice that for & > 6 there
seems to be contradicting results with regards to what should be the causal density. According to
these result, when the flock stagnates the causal density can be as high as 0.5 or as low as 0.1.
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Figure 14: Small Scale: Difference from Home Measured

Furthermore by observing the maximum causal density (Figure there seems to be a random
spread of causal values. Which is obviously not what we should be seeing, as all previous maximum
measures correlated (at least to some extent) with their average counterparts. Note that there is
a maximum causal density for both low and high £ values. The question is, why is this measure
returning such unexpected data?

The answer might lie in the flocking factor £. Remember as shown in section the flocking
factor directly influences a bird’s desire to fly home. Normally this should not skew the behaviour
due to there being a significant number of birds, which as has been stated, results in greater social
forces. Which in turn results in a good balance between the social forces Fiociqr, and the other
forces Foper;. If we significantly reduce the number of birds, this balance is lost due to the social
forces being significantly lessened. Meaning that increasing the flocking factor £ will no longer
result in a balanced force, but rather a stronger force to fly home.

The visual representation of the model confirms this. With a low number of birds, the birds
tend to circle around the roosting site when £ is high. While with a high number of birds the
desired flocking is achieved. To summarise, due to the flocking factor being developed with a large
number of birds in mind, it does not scale well to a very low number of birds. The reason this
limitation is not shown in the other measures is because the other measures do not use the home
position as a reference point, and this issue primarily concerns the home position.

The next results shown in Figure are achieved when measuring the birds according to how
far away each one is from the mean position of the perceived flock. The results in this case, seem
to be more intuitive. The highest average causal density (Figure is achieved when the flocking
factor £ is between 4-6. Visually this makes sense since the most interesting flocking behaviour is
observed between these values.

Once again there seems to be some significance when £ = 6, except that in this case the causal den-
sity returns to a low value for £ > 6. In the previous results maximum causal density is achieved for
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& > 6. The question that remains is, which is the correct causal density, i.e. when is true dynamical
complexity achieved? Once the flock has stagnated, or before when there is a more organized yet
not stagnated behaviour?

As already mentioned, intuitively we would expect the causal density to be low when the flock
stagnates (Due to being over integrated). Meaning that causal density should be maximal when
natural flocking occurs. In this case, Figure agrees with the intuitive results, but none of the
other analysis results agree with this. Even if we eliminate the results in Figure [14] due to the scal-

Pasition Difference from The Flock Position Difference fram The Flock
Mt & . o T T e
I R - L R b Bl B
y=-0.0049°% + @SS+ 0055 1 AT ETE SRV S (P EL ST ..
= 0FF EERREE Veeees RN PR ,. ...... L e 4 = : £ » E . : ]
= ; ; : : : : i : : = : ;
E ' S ' z L
E ® :
R Z
U
@ £
= =
] E
z &
g W RO e W T W SO, W B S|
“le { : ; : : : ] :
D D 1 1 1 1 1 1 1 1 1
1] 1 Z 3 4 3 ] 7 ] | 1a
Flacking Factar Flacking Factor
(a) Average Causal Density (b) Maximum Causal Density

Figure 15: Small Scale: Position Difference from Main Flock Measured

ing issue with £, we are still left with significant evidence against what one would expect. Clearly
further analysis is needed.

Measurement Method
Causal Density Average Velocity (Fig| Average Position
9) (Fig 10)
Average 0.5929 0.40354
Max 0.95798 1.0203
Difference of Velocity|Difference of Position
(Fig 11) (Fig 12)
Average 0.63801 0.61155
Max 0.91585 1.0359
Difference of Speed | Difference of Home
(Fig 13) (Fig 14)
Average 0.61933 0.5838
Max 0.92366 1.2723
Position Difference From Flock (Fig 15)
Average 0.4083
Max 1.3179

Table 2: Small Scale: Norm of the residuals of the curve fits applied to data points. Values close
to 0 indicate an accurate curve fit.

As the reader may have noticed, each of the results has associated with it, a polynomial fit. The
norm of the residuals of each of these fits is given in Table [2| Essentially the closer to 0, the more
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accurate the fit. The purpose of associating a fit with data from these results is to determine if
there is an accurate mathematical correlation between the behaviour of the flock (controlled by &)
and the causal density.

Please note that results with a curve fit which have a low norm of residuals, does not immedi-
ately make it a more accurate analysis than one with a high norm. Rather an accurate fit means
that all the data point are more consistent. The fit is simply to show a possible correlation between
the flocking behaviour and causal density.

4.2.2 Large Scale Results

The following section will present the results of the large scale tests. As previously noted, for
these tests each simulation lasted 50,000 ms, used 1000 birds, 10 of which were measured and each
simulation used a randomly selected flocking factor [0,10]. These results are presented in a similar
fashion to the Small Scale Results.

It is worth noting however, that due to there being more birds, the social forces within the model
will be substantially stronger. This in combination with the limitation that the flocking factor does
not scale well to small simulations; due to the imbalance discussed; means there will not necessarily
be a direct correlation between the results of the small scale and the results of the large scale. In
essence, the curves and causal density values may be substantially different.

The first set of results shown in Figure are based on using an indicator bird’s average posi-
tion. The first thing that should be noted is that the causal density is substantially lower. With
the highest average being 0.015 (Figure and the maximum in any window being 0.1 (Figure
. These values might seem strange in comparison to the small scale, but remember that in the
small scale there were only 10 birds, 30% of which were measured. In the large scale only a tiny
1% of birds is measured.
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Figure 16: Large Scale: Average Velocity Measured

This means that a large amount of non-measured birds affect the causal density in the following
two ways:

1. Indicator birds can fly very far away from each other due to being pulled away by non-
indicator birds. Which as a consequence means that these indicator birds can have little or
no influence between each other. Since only the causal relations between the indicator birds
are being analysed, low causal density will always be measured.
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2. Even if indicator birds are not pulled away from each other; such as in the case of the stagnated
flock (Refer to Appendix for a visual example); there can still be little causal density.
This is because an indicator bird ¢ is likely to be more influenced by all the non-measured
birds between itself and another indicator bird j. It could be said that these non-measured
birds break the causal relation between the indicator birds.

Obviously, the reasons above do not apply to the small scale. These low causal density values occur
in all the other results as well, due to the above reasons being relevant to any large scale test using
a small portion of measured birds.

Looking back at the results in Figure we see that causal density peaks at & = 4, and for
any greater values of ¢ the accuracy is lost (i.e. some low causal values and some high causal
values). If we observe the model we notice that at £ &~ 4, the flock begins to stagnate (though not
entirely). Just like the small scale result, the average velocity measure peaks at the point where
the flock stagnates. However unlike the small scale tests there is a greater spread in the resulting
causal density. The reason for this spread might be due to a particular limitation of the model
(Discussed later in Section @ which is emphasized when there are a large number of birds present.
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Figure 17: Large Scale: Average Position Measured

The next set of results shown in Figure [17]show the causal density measured when an indicator
bird’s average position is used. These results are similar to the previous results. At & = 4 there
is a greater spread in the causal values. In this case there is a slight favour towards a low causal
density as the flock stagnates, but this could just be due to lack of simulation runs. They are also
similar in that there is a similar spread of causal density, approximately between 0 and 0.015.
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Figure 18: Large Scale: Difference of Velocity Measured

The causal density measured when a bird’s difference of velocity is used is shown in Figure
These results show a much higher causal density then the ones discussed up to this point in
the large scale tests. The 2nd highest being 0.04 when & = 5. In this case, at high £ values the
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Figure 19: Large Scale: Difference of Position Measured

the causal density tends to be low (with the one maximum exception at £ = 9.8). As previously
stated this is what should be seen. Once the flock stagnates the causal density should be low.
However there seems to be a contradiction with these results. These results have a maximum
causal density at & ~ 5 not 4. If the model is observed at £ = 5, the only difference is that at
& = 4 there tends to be more straggler birds (usually 1-10) than there is when £ = 5. In essence
the majority of the flock is still moving as one. Detecting a high causal density at & = 5 could
be due to the spread of results that are seen once the flock starts to stagnate. This spread can
be seen in nearly all the results, when £ = 6 and £ = 4 for the small and large scale tests respectively.

The next set of results shown in Figure bring back an interesting observation. The slope
of velocity measures is far greater than the slope of position measures. This was noted in the small
scale results and now again in the large scale results. The rate of change may indeed affect the
causal density results. However this is just an observation. There is no sufficient evidence in other
studies or this one to prove that the rate of change or variation in data can impact the causal density.
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Figure 20: Large Scale: Speed Difference Measured

The causal density measured when the difference of speed is used (Figure once again, vali-
dates most of the points brought up at this stage. Causal density is maximum at the point when
stagnation begins.

As mentioned in the previous section, due to the flocking factor not scaling well to very small
sized flocks (=~ 100 birds), the results are not truly accurate. This was further confirmed by ob-
serving the spread of the maximum causal density at both low and high flocking factors. This was
further analysed by conducting a series of mid range (500 birds, 10 indicators) tests using the home
position as the reference point. These midrange tests showed similar results to the ones in Figure
the only difference being that stagnation occurred at larger values for £. In the large scale, this
measure is more reliable due to the balance of forces being restored. As can be seen in Figure
there is no random spread of data points.
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Figure 21: Large Scale: Position Difference from Home Measured

Notice how the results in Figure and Figure are very similar in terms of the overall
relationship between the flocking factor and causal density. These results agree with each other

42



4 RESULTS 4.2 Causal Density

Fosition Difference from The Flock Fosition Difference from The Flock
! R R T 0.8 . '
X3 B .
........... _ : Py
:g\ : : : % 0g . ........................................................ _
2 A I z :
& & T, .V . S N S N B =
E » ; : : : : =
a : L 8 B b oE S
w Qe e e e R i ..... s s £ e i =
7 c e BOR & £
5 & » o - 3
ol s e e B A et | =
? e® ¥
1 1 i L 1 1 1 i 1
1 13 3 4 5 B 7 i 9 10
Flocking Factor Flocking Factor
(a) Average Causal Density (b) Maximum Causal Density

Figure 22: Large Scale: Position Difference from Flock Measured

more than any of the previous results. In this case maximum causal density (=~ 0.09) is achieved
when the flocking factor is between 1 and 2 (Also note for Figure (= 0.5), and for Figure ?77:
(=~ 0.7)). The causal density is at its minimum when the flock stagnates (§¢ > 4) and also when
there is a random flocking pattern (§ < 1). This agrees with the model visually, (As can be seen
in Figure the flock moves as one unit with a few stragglers.

However for the results shown in Figure and
Figure the causal density when the flock
is moving randomly £ < 1, is greater than the
causal density once the flock begins stagnating
& > 4. This is actually an expected result. For
low values of £ the birds no longer align with each
other and don’t seek the mean position, however
they still repulse each other when they get too
close. Meaning that to some degree they still
influence each other. On the other hand, for
high values of £ they align with each other so
much that that the repulsive forces become neg-
ligible. All this means that the flock can easily
become more integrated rather than more segre-
gated. Thus the difference in causal density.

A final observation about these 2 results is that
the causal density is much higher than that made
by the previous measures; not only in the average
causal density but also in the maximum per window causal density. Indeed the previous measures
were strangely low. Lower than expected even taking into account the fact that larger flocks result
in lower causal density due to a greater distance between indicator birds.

Figure 23: Large Scale: Flocking behaviour with
§=4

Just as with the small scale tests, a curve fit was associated with each of the results. The norm
of the residuals of these curve fits is shown in Table Bl Notice that in this case most of the curve
fits are more accurate. This accuracy might be due to the flocking factor being used in such a way
that it does not affect the balance between the social forces and the roosting/home force. Please
note that for the difference of home and the difference of the position from the mean of the flock,
a polynomial of the 8th order was fitted to the data points.
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Measurement Method
Causal Density Average Velocity (Fig| Average Position
16) (Fig 17)
Average 0.021192 0.025138
Max 0.095911 0.11816
Difference of Velocity|Difference of Position
(Fig 18) (Fig 19)
Average 0.055774 0.021846
Max 0.22533 0.15178
Difference of Speed | Difference of Home
(Fig 20) (Fig 21)
Average 0.032643 0.07854
Max 0.12444 0.50409
Position Difference From Flock (Fig 22)
Average 0.054992
Max 0.59654

Table 3: Large Scale: Norm of the residuals of the curve fits applied to data points. Values close
to 0 indicate an accurate curve fit.

4.2.3 Combining The Results

Taking the large and small scale tests into account, leaves us with two contradicting theories about
the dynamical complexity exhibited by the flocking behaviour of the model. These theories are:

1. Maximum Dynamical Complexity is achieved at the point where the flock starts to stagnate
(Small: € ~ 6 and Large: £ =~ 4) but then trails off once the flock has over stagnated, to the
point where the whole flock circles around the roosting position (As shown in Appendix .
This case is slightly unlikely due to only some of the large scale tests supporting it.

2. Maximum Dynamical Complexity is achieved from the point at which the flock begins to
stagnate, and this maximum continues to be measured well past that point (Small: 6 < £ < 10
and Large: 4 < ¢ < 10). This case is even more unlikely, as only the small scale results provide
support for such a scenario.

3. Maximum Dynamical Complexity is achieved when the flock shows a minor degree of coordi-
nation, dynamically forming various sub-flocks but never merging into one large flock (Small:
¢ ~ 5 and Large: 1 < ¢ < 2). An example of this behaviour is shown in Section This case
is only supported by two measures, however those measures were estimated to be accurate
(from the leadership tests) and this case appeared in both large and small scale tests.

With three contradicting theories, a deeper discussion is necessary.
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5 Discussion

This section will address the various conflicting issues arising from the contradicting results. While
some of the issues which have been brought up will be addressed fully, others may require further
study.

The first issue that must be addressed is brought up in Section It was noted that only two
measures (the difference from home and the position difference from the flock) were able to detect
the leader when all the model forces were used. Why then were the other measures able to detect
the leader during the small acceptance tests 7

These acceptance tests were very basic in nature and the model used to conduct them even more
so. In these acceptance tests all of the forces defined in Section were removed. Meaning that
all of the non-leader birds only had one force to drive them i.e. the desire to follow the leader. The
leader itself also only had one force, which was to follow an explicitly defined path.

A significant issue in the model is brought up at this point; the model does not explicitly include
collision detection. Meaning that all collision avoidance is achieved implicitly by the separative
social force. By removing this force all birds can collide, and even overlap each other perfectly
given some time.

This means that in these acceptance tests every non-leader bird would follow the leader in the exact
same way; using the same velocities, being in the same positions etc. . .

What this means is that the time series produced by all the indicator birds (except the leader)
became equivalent, due to all non leader birds overlapping each other after only a small amount
of time (= 500ms). As such the Granger Causality is essentially only being measured between
two variables; the leader bird and all the other birds who have compressed into the same position.
Regardless of how many birds were included in the model, the leader would always be detected due
to the analysis being very simple. Meaning that every measure could pass the acceptance test easily.

By reintroducing the social forces, the birds no longer overlap each other perfectly. In other
words, the Granger Causality is being performed between all the indicator birds as designed. It is
at this point that most of the measures fail to detect the leader bird.

A second issue regarding the leader detection must now be addressed. When more birds were
added to the model, the two “accurate” measurement methods did not result in a collection of time
series which allowed for the detection. Furthermore the measures which failed to detect the leader
in the small scale were able to detect the leader in the large scale.

Due to the natural difference between large flocks and small flocks, leader detection using Granger
Causality should actually become more difficult. As Shown in Figure |8 on page as the size of
the flock increases, leader detection becomes more difficult. This is not only due to the fact that
not all birds can be measured but is also due to the natural behaviour in the model.

Observe Figure which shows an example of what a typical leader orientated flock might look
like in the model. (Coincidentally the leader orientated model seemed to favour a ’V’ shape fly-
ing pattern, similar to that demonstrated by ducks, when migrating). What can immediately be
seen is that there is a relatively small number of birds, and the direct distance between a leader
bird(red) and an indicator bird(black) is minimal. Also notice that there are very few non-measured
birds(grey) between the leader and the indicators. This means three things:

1. The leader bird can influence all of the birds more easily because there are too few birds to
create a substantial force to influence the leader bird. It is important to remember that the
leader bird is still driven by cohesion, alignment and separative forces which impact where
the bird goes. If there are too few birds then those forces are minor in comparison to the
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Figure 24: Flocks With a Leader. The red dot is the leader bird being followed, the grey dots

are non-measured birds, the black dots are measured indicator birds and the shaded blue region

represents the free area with little repulsive forces, which the leader bird is able to through. The

angle 0 represents the angle of the surrounding area of the leader bird, which the leader bird is able
to move through.

other forces.

2. The leader bird also has more freedom of movement (As shown by 6 = 270°). Meaning that
it can turn and move more freely, essentially making it a highly independent bird.

3. The causal relation between the leader and the indicators is stronger due to there being little
external influence from non-measured birds. Making it easier for the leader bird to have a
direct influence on the indicator birds.

All of the above factors make leader detection simple in the small scale case. Now observe Figure
in this case there is a variety of differences.

In this case there are a larger number of non-measured birds, which as a consequence result in
there likely being a greater distance between the leader and the indicators.

This entails the following:

1. The leader bird can easily receive more influence than it puts out. Due to a large number
of birds, the social forces are greater. This means that the leader bird experiences larger
cohesion, separative and alignment forces. As a consequence the leader is driven more by
these forces (especially the repulsion of the separative force). Therefore, the leader is more
driven by the flock.

2. The leader has less freedom of movement (as indicated by # = 180°, which essentially makes
it a less independent bird.

3. Due to the greater distance between the leader and any indicators, as well as many non-
measured birds possibly occurring between the leader and the indicators, it is difficult for
the leader bird to influence the indicator birds. Furthermore, just as the leader bird receives
more social forces, the other flock members receive more social forces as well, meaning that
an indicator bird is more likely to be influenced by a close neighbour rather than a far away
leader.
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Taking all of the factors above into account it is easy to see how detecting the leader becomes
unlikely. The “leader bird” itself is also less of a driver for the flock. In other words the causal
influences from the leader to the other birds become significantly lessened. To summarise, large
flocks make the “leader bird”, less of a leader all together.

This explains why detecting a leader becomes difficult for large flocks. The issue which remains is,
why some measures were able to detect the leader in the large scale but not the small scale. This
required further investigation and upon careful analysis an anomaly was discovered.
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Figure 25: Leader analysis using a window of 500 ms with a 250 ms offset. These result are based
on using the average velocity measurement.

Due to this question, each of the measures under went additional analysis. For this additional
analysis the same data used to produce the small and large scale results shown in Figure [6] and
Figure [7] were analysed using the windowing technique. For each window a graph was produced to
indicate the causal relations between each of the variables at different stages in time (A sample of
which is shown in Figure .

The purpose of this analysis is to determine more accurately if the leader can be detected. The
difference from home and the position difference from the flock, retrieved similar results to the
final ones shown in the Figures (i.e. the leader was detected in small scale but not large scale).
However, the other measures showed that they were not able to detect the leader in small or large
scale when using the windowing technique (An example of this lack of detection in large scale is
shown in Figure . This could mean that these measures detecting the leader in the large scale
could possibly be an inaccuracy or anomaly. If so, then it seems that the only measures used in
this study which truly reflect the behaviour of the flock might be the difference from home and the
position difference from the flock.

Having dealt with the issues brought up in detecting an explicitly defined leader, all the issues now
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facing the causal density analysis must be addressed. At the end of Section three contradict-
ing theories were noted based on the results given. If we eliminate the “non-accurate” measures
according to the conclusions of the Leader tests then we are left with only two measures (the dif-
ference of home and the position difference from the flock). Consequently this leaves us with only
one possible conclusion - that dynamical complexity is maximal when the flock dynamically forms
various sub-flocks which coordinate with each other in a subtle but significant manner, resulting
in a “beautiful” aerial demonstration and balance between integrated and segregated movement.
While this would be the theoretically expected result we cannot simply ignore the other measures.
Rather some further investigation is required.

The first two theories are at odds as to whether causal density remains high once the flock stagnates,
(as shown by Figures |§| - or rather causal density begins to tail off to a minimum once the flock
has completely stagnated (as shown by Figures [16] - . Both have some merit to them: It could
be assumed that causal density remains high when the flock stagnates due to some subtle dynamics
occurring within the flock. This could simply be a result of the extreme social forces experienced
when all the birds are tightly packed together. On the other hand, it is also possible that due to
the flock moving as one unit, it is essentially over integrated resulting in a low dynamical complexity.

In order to determine what actually happens to the causal density at the point of stagnation,
one more set of experiments was conducted. In this case, the model was once again simplified by
removing all the social and home forces, leaving only the speed control force to maintain velocity
at a realistic pace. This essentially removes any ability for birds to influence each other. At this
point all the birds were given the exact same path to follow (Note the similarities to the leader test).

In these tests 10 birds were used, all of which were measured and the simulation lasted 10,000
ms. The result of this simulation is a trail of birds moving from one point to the next, all relatively
close to each other and some even overlapping. It can safely be said at this stage that this behaviour
is similar to the behaviour exhibited at a high flocking factor &; the only difference being that the
primary forces are not used and the path is explicitly set. It can also be clearly stated that at this
stage no dynamics are occurring and the flock is clearly over integrated, meaning, that a low causal
density should be measured. This above scenario was performed and the causal density analysed
for each measurement method. The results of this are shown in Table [

. ) Measurement Method

Causal Density Average Velocity Average Position
Average 0.0117283951 0.0154320988
Max 0.0333333333 0.0333333333

DI{{‘Z:;‘:;; of Difference of Position
Average .0555555556 0.0086419753
Max 0.0666666667 00444444444
Difference of Speed | Difference of Home
Average 0.0117283951 0.0007209877
Max 0.0333333333 00111111111
Position Difference From Flock

Average 0.000617284
Max 0.0111111111

Table 4: Causal Density: The above shows the causal density measured when the flock is forcibly
stagnated. Such that all the flock members follow the exact same predetermined path

Observe that no value in table []is 0 as expected, however some values are higher than others. All
of the values are not 0 most likely due to every measurement method having weaknesses. From
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these results we can clearly see that a low causal density value should be returned when the flock
stagnates, which means that for high values for the flocking factor &, the results in Figures [9] -
are inaccurate. Meaning that the theory which states that causal density remains high once the
flock stagnates is not feasible.

Now the question we are left with is, when does the flock demonstrate maximum dynamical com-
plexity? At the point just before stagnation begins or at the point where the birds have merged
into sub flocks but not one large flock(Large scale: 1 < ¢ < 2; Small Scale: 4 < ¢ < 6). In order to
finally answer this question, an accurate measurement method must be agreed upon. Thus far there
is a significant amount of evidence which indicates that the home difference and position difference
from the flock measures are more accurate than the other measures. There is one final piece which
shows that these measures are likely the most accurate, meaning that the results achieved by using
them (except for the results in Figure [14] due to &) are the correct results.

By incrementally reducing the length of the simulation to 6000 ms, thereby limiting the com-
plexity of the path followed by the birds, a causal density of 0 is measured when the flock is
measured according to how far the indicator birds are from the mean flock position. For all the
other measures however, a non-zero causal density was not measured. Taking this into account
together with all the previous conclusions about the measures, it is very likely that the accurate
method of measuring the behaviour of a flock to produce a collection of time series is to use each
bird’s current distance from either the perceived mean position of the flock or the roosting position
(As similarly done here and by Seth [27]). Please Note: That is that the difference from home
measurement method, while not measuring a causal density of 0, does result in substantially lower
causal densities in comparison to the others.

So it is very likely that the flocking behaviour demonstrates a good balance between integrated
and segregated activity (i.e. a high dynamical complexity) when it is the most visually compelling.
That is, the point where various dynamically changing sub flocks are formed; where each acts in-
dependently but still influences the whole flock in a subtle manner, but never so much as to cause
all the sub flocks to merge into one.

Another observation which can be noted, is that firstly, it seems the best way to measure a flock in
order to generate a collection of time series is to use a point of reference such as the mean position
of the flock or a roost position. Secondly the measurement results should preferably be unbounded
and continuous. It is probably because of this second case that the speed difference measure was
inaccurate; a flock possesses a maximum and a minimum speed (real or simulated), measuring the
flock based on such terms, limits the unique states each bird can produce. However when measuring
the position in a non-restricted environment a bird is not limited to a finite set of states, and as
such is more likely to return an accurate measurement of the bird’s behaviour.
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6 Limitations

It was mentioned several times throughout this paper that the model as well the the measurement
methods used to generate the time series have some weaknesses. Some of these weaknesses may
have already been mentioned or briefly discussed. This section will cover them in detail.

The biggest issue with the model developed, is that in many ways it is not a biologically accu-
rate model (at least not as biologically accurate as the model by [14]). Firstly, the roll is omitted,
while this may not affect a bird’s field of view it does mean that the aerodynamic forces associated
with banking are also omitted. Obviously this limits a bird’s true freedom of movement. Another
limitation is that a global cohesive force had to be added to the model in order to allow for stag-
nation to occur. While this is actually a necessity for the purpose of the study, it does introduce
unrealistic forces.

Another weakness which was briefly mentioned, is that the model does not explicitly use colli-
sion detection. Rather collision avoidance is achieved via the separative social rule. While this rule
does limit the amount of collisions which do occur, it is still possible for birds to collide and even
overlap each other. As a consequence this can, and as previously discussed did, skew the results in
a minor way.

The roosting position also introduces a few weaknesses. Firstly it should be noted that the roosting
position was a necessity in order to give birds a reason to change direction, and without this force
natural flocking could not be achieved. However the introduction of this force did allow for more
stragglers to occur in the model for mid flocking factor values 4 < ¢ < 7. The problem is for mid
level & values, there is not enough force to drive a bird to indefinitely follow the flock, nor at the
same time is there enough force for the bird to be pulled away from the home when no other birds
are around. As a consequence it is possible for a few birds, roughly 1-10, to be left behind at the
roosting position when the whole flock moves as one. The primary reason is simply due to these
birds not perceiving other birds enough to be drawn away from the home position.

The home position itself is not biologically accurate. Real birds flock around a roosting site which
covers a large area and not one specific position. While one may argue that this is not much of a
limitation due to it only being possible to simulate a finite of number of birds, making large roosting
area unnecessary, a roosting area as opposed to roosting point (0,0,0) would be more accurate.

Whilst discussing the environment itself, it is worth noting that a biologically real model should
include some restrictions. Namely there should be a “ground” signifying the lowest Y value a
bird’s position can have, as well as a “sky limit” indicating the maximum height (Y") the bird can
move in the model. The introduction of this model would introduce more non-social forces and
as previously noted, restricting the flight area of the birds can produce interesting flocking patterns.

While a maximum velocity and momentum were added to limit unrealistic movement. Observ-
ing the simulation reveals it is still possible for some unrealistic movements to occur. For example
when a bird is drawn back to the roosting position it is drawn back with so much force that the
bird will rapidly decelerate and turn with a very low turning circle.

Another issue which has already been mentioned is the lack of balance in forces when there are
few birds in the model. This limitation is only shown when the flocking factor is high; for a low
or middle flocking value, this limitation is not relevant. The reason is that as the flocking factor
grows, its effect on the social forces depends on the number of birds, while its effect on the roosting
force is consistent. As a consequence when there are too few birds (= 100), as the flocking factor
grows the roosting force grows faster than the social forces. On the other hand if there are a
sufficient amount of birds (roughly 100 birds) then the growth rate for the social forces is equiva-
lent to the growth rate of the roosting force. That is to say both growth rates are at their maximum.
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This issue is simply due to the fact that achieving complex control over a flock of birds, where
each bird essentially has the ability to act independently is difficult using only one parameter.
Even in the study conducted by Seth [27], a single parameter was not used; rather, Seth used 3
explicitly defined settings to achieve random, natural and stagnated flocking. Each of these settings
affected a wide range of factors, much like the flocking factor in this model but each setting was
compromised of various parameter values, each affecting a different component of the model. A
final limitation of the model used in this study is that aerodynamic forces such as lift and drag
were not incorporated

A large question which arose in this study was, what is the best way to measure the birds in
order to generate a time series which quantifies the behaviour of each bird, in such a way so that
each bird is uniquely quantified. This in essence was the backbone of the study. If the flock
could not be measured accurately, the dynamical complexity in turn could also not be measured
accurately. This study proposed seven different methods of measuring the flock, all of them with
limitation which will now be covered.

The measures all share a common problem,
each bird’s unique identification usually depends
on a minimum of three values. Compress-
ing these three values into a singular num- |
ber which uniquely identifies the bird intro- l
duces ambiguity. For example, if Figure
represents a simple two dimensional world with
only two birds it is easy to see the weak- o —r
nesses of some measures. The average posi- Z
tion takes a bird’s n-dimensional position and

calculates the average by summing each coor-

dinate and dividing by n. So for the case

in Figure the red bird and the blue bird

are identified as 2. In this case the birds

are not uniquely quantified. The average ve- N
locity posses the exact same problem, except
that the velocity vector is used rather than the
position vector. So if a bird ¢ has a veloc-

Figure 26: Simple 2D representation of two birds
in a grid world. The red dot’s position is (3, 1).

ity v;(t) = (5,3) and a bird j has a veloc- The blue dot’s position is (1, 3)
ity vj(t) = (3,5) then both are measured as
4.

The difference of position posses a similar problem; let bird ¢ (the red dot) have the velocity
vi(t) = (1,1) and let bird j (the blue dot) have the velocity vj(t) = (—1,—1). At the next time
step their positions will respectively be p;(t + 1) = (4,2) and p;(t + 1) = (0,2). At this stage they
are both in different positions and used different velocities to get to there. However, from one time
step to the next, they covered the same distance and as such, are measured in the same way. The
difference of velocity, has the exact same problem. For example if at time step t the velocities are
vi(t) = (1,1) and v;(t) = (3,5), and at the next time step t+1 the velocities change to v;(t) = (0, 1)
and v;(t) = (4,5), the difference of velocities are the same, and once again two birds who could
essentially be at opposite ends of the world are measured to be at the same.

The other 3 measures are less likely to cause ambiguity due to using a reference point, however there

are circumstance in which ambiguity can be still occur. For the difference of home, the situation
in Figure [26] reflects such a case. Both birds are an equal distance from the home and as such are
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6 LIMITATIONS

measured to be the same. For the difference of speed, two birds are likely to be measured the same
when all birds have a maximum or minimum velocity (which occurs often in the stagnated case).
This is because even the perceived mean velocity will be the same for both birds, which in turn
means the difference of speeds will be the same.

The final measure, which takes the difference between a bird’s current position and the mean
position of the flock, is highly unlikely to introduce ambiguity. This is because the mean position
of the flock is a perceived mean (i.e. all the other birds, not including the bird itself, are taken into
account). So every movement by every bird affects how all the birds are measured, which means
birds are measured more uniquely. However even this measure might posses a limitation.
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7 Future Work

As previously mentioned the field of collective animal behaviour is an interesting one. Various
models exist which simulate different animal group characteristics and behaviours. Dynamical
complexity is also an interesting field with the potential to be applied to many topics. Taking these
two facts into account, this section will highlight some future work which is possible by combining
these two fields once more.

The most obvious in terms of avian flocking is to incorporate a more biologically realistic model,
such as the one by [14]. An interesting challenge would be to analyse in more detail how flocking
can be controlled using a single parameter which affects various factors. This paper introduced the
“flocking factor”, but unfortunately this sweeping parameter does not scale well to smaller flocks.
As such, the development of a scale free behaviour altering parameter would be interesting, not
only for the sake to make similar analysis like this more accurate, but also to better understand
the fine relationship between the social forces which drives flocking.

It was mentioned in this paper that there seems to be some correlation between dynamical com-
plexity and the size of the flock. This was never analysed in detail, and it was just observed that
greater flocks create stronger social forces which may result in an earlier stagnation point. Deter-
mining accurately how the number of birds correlates to dynamical complexity would allow us to
better understand how the size of a system can affect the analysis of its complexity.

In Section several different techniques for measuring dynamical complexity were studied. This
means that this study could essentially be “redone” using a different complexity measure (for ex-
ample Interaction Complexity). Since the most critical issue of how to measure a flock accurately
has already been answered, such a study could easily be performed. Even the simulation environ-
ment developed could be reused to aid in such a study. Furthermore the results of the study using
Interaction complexity could possibly further confirm the findings in this paper.

There is no reason why analysing dynamical complexity should be limited to this specific type
of flocking. The analysis of other flocking models, such as the predator-prey model would extend
the possibilities to another dimension. It would be interesting to determine if there is a correlation
between the complexity of the prey flock and the complexity of the predator flock. For example,
would the dynamical complexity of both be high at the same time, or would one flock having a
high dynamical complexity result in a low dynamical complexity for the other?

This could be easily measured in terms of the degree to which the predators chase the prey. Would
the predators chasing the prey result in high dynamical complexity for the predators due to the
coordination required ? Secondly would the dynamical complexity of the prey be low due to being
scattered by the predators?

The answers to these questions would be interesting and would possibly introduce a new element to
typical dynamical complexity analysis (for lack of a better term, competitive dynamical complexity
or correlating dynamical complexity).

There is also no reason why dynamical complexity analysis should be limited to avian flocking.
It was mentioned before that the swarming behaviour of bees and the shoaling of fish demonstrate
similar properties; as such an analysis for those animal aggregations would also be possible. The
results of analysing those models could possibly serve as further agreement with the results in this

paper.

Though not explicitly “flocking” an interesting behaviour to study is the “pre-flocking” behaviour.
Just before birds take off and commence their flocking, there is a period of “uncertainty” where only
a few birds take off and then land again due their small number. The question is, at which point
in this “uncertainty” does the whole flock decide to take off and commence flocking, and secondly
is there some complex behaviour in this preliminary stage. These questions not only produce the
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problem of discovering point at which flocking commences, but also if this point correlates to a
significant dynamical complexity.

The various studies suggested in this section are not only based on fixing the limitations of the
model defined, but also on taking the concept further. These suggestions are only a few of many
which might be possible. Since dynamical complexity is still a relatively new concept and the tech-
niques used to measure dynamical complexity are also relatively new, there are many possibilities
to the fields to which this measure can be applied.
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8 Conclusion and Summary

In this project natural flocking and swarming was studied in order to better understand why this
behaviour occurs in nature, and what is the significance of this behaviour. While natural flocking is
beautiful to observe a simulation model was needed in order for a detailed analysis to be conducted.

Many different simulation models of varying complexity and realism were studied. Having found
that none of these existing models provided a complex control over flocking using only one pa-
rameter a new model was developed to allow for such control. The model developed drew much
inspiration from the current models in existence, as such, while not being the most biologically
accurate model, it did allow for the flocking behaviour to be swept between random, natural and
stagnated using a single newly designed parameter, the flocking factor.

In order to analyse the dynamical complexity demonstrated by the flock, various complexity mea-
sures were studied. Having studied Interaction Complexity, Information Integration and Causal
Density the measure chosen was Causal Density. The reason for choosing this measure is because
it uses Granger Causality which allowed for a mid-level set of tests to be conducted to determine
if an explicitly set “leader bird” could be detected.

Before being able to conduct any analysis relating to dynamical complexity the flock members
had to be measured in an accurate way. Due to there being a lack of material indicating exactly
what is an accurate technique for measuring flocking, various experimental techniques were used.
These experimental measurement methods resulted in contradicting causal densities.

However through carefully planned simulations, tests, studies and analysis of the various measure-
ment methods, some were slowly proven to be inaccurate. By process of eliminating the inaccurate
measurement methods while strengthening the accurate methods. Two measurement methods re-
mained which could not be proven to be inaccurate. Both of them producing similar results and
one of which was used in a similar study by Anil Seth [27].

By proving these measurement methods to be correct, this study can conclude with the follow-
ing statement regarding flocking and dynamical complexity.

Maximum dynamical complexity is achieved when various constantly changing sub-flocks are dy-
namically created by the birds. Each of these sub-flocks having the ability to act independently
whilst still influencing the flock in a subtle but strong manner, never to the point where the sub-
flocks merge thereby stagnating the flocking patterns.
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Appendix

A Simulation User Guide

A.1 Getting Started

In order to run the application in Linux, Windows or Mac you must ensure that you have installed
the latest Java Runtime Environment. Which can be downloaded here:

http://www.oracle.com/technetwork /java/javase/downloads/jre-6u25-download-346243.html

If the Java Runtime Environment is already installed then you can proceed to accessing the com-
mand line. Once the command line has been accessed navigate to the directory where ExtBoid-
Sim.jar and Core.jar are saved and input into the command line:

e Windows - “java -cp .;core.jar;ExtBoidSim.jar sim.Simulation”
e Linux and Mac OS X - “java -cp .:core.jar:ExtBoidSim.jar sim.Simulation”

The welcome screen shown in Figure [A] should then appear. From this screen the main control
screens can be accessed via the side buttons.

File Help Sim Mumber: 0 Cycle: 0

Flocking Simulation

This is was developed with the purpose of accurately simulating the
flocking behaviour of birds. The simulation was developed in order
1o measure the dynamical complexity demonstarted by this
flocking behaviour. The algorithim implemented here (s a heavily
maodified and biologically more plausible version of Chris Reynolds
ariginal paper on flocking namely: Reynolds, C. W, (1987 Flocks,
Herds, and Schools: A Distributed Behaviaral Model, in Computer
Graphics.

It is possible to contral the simulation as fallows:

. - @ Simulation: Contains various settings which allow

'_.;;;‘ ] Meighbours areater control over the simulation such as the number

: J of birds to simulate.

@ Camera: This allows you to set the speed and initial
spawn point of the camera.

@ Drives: Allows you to contral various scaling factors used
by this algarithim. Modifying anything here will greatly
impact the behaviaur of the swarm.

@ Nelghbours: Allows you to modify how birds are able ta
2Lop interpert each of their neghbours.

Figure A.1: The Welcome Screen
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A.2 The User Interface

The following sections will cover the various Ul screens and their usage. Please note it is possible
to switch between these windows by using the control panel on the right of each of these screens.

A.2.1 The Simulated World

¢ sim.Simulation

L *‘\.. .
VTR v m
vets, .
DL

Figure A.2: Simulation Window

Figure [A2]is an example of the simulated world which visually shows the flocking behaviour of
the birds. The while lines coming out from the center of the screen represent the 3D axes of the
world, and the intersection point of these lines is the roosting point which the birds focus around.
When this window has focus it is possible to interact with the simulation environment with the
following controls:

1. Mouse - Can change the direction the camera is facing by either clicking an dragging an in
the appropriate direction or by simply moving the mouse if (8) is switched on.

. W key - Moves the camera forward.
. S key - Moves the camera backward.

. A key - Moves the camera left.

2
3
4
5. D key - Moves the camera right.
6. E key - Moves the camera up.

7. C key - Moves the camera down.
8

. M key - Switches manual mode on/off. If it is on then the camera’s facing direction can be
adjusted by simply moving the mouse, if it is off then the camera’s facing direction can be
changed by clicking and dragging with the mouse in the appropriate direction. Default is off.

9. H key - Hides or reveals the simulation manager (Shown in Figure [A.3]).

Please note that a reminder of the controls is given by accessing Help -; Controls (Shown in Figure

@ on page .
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A.2.2 The Simulation Manager

[Sim Number: 1] [Cycle: 5072

Components Simulation Settings:
‘X? () Welcome  Number of Simulations: 50 1+

5

Simulation Length: 50,000 5 :i.. Eyetes 6
— Saving Cycles: v TR CyeresT™ 7
é () camera  FlockSize: 1,000 5 f* 8
] g

Number of Indicators:

*

L)

Analysis Type: * 0 5] 10

&b (U Wel () wel Diff () Home Diff @ Mean VelM 11
() Pos () Pos Diff () Mean Diff
Bird Update Rate:
| 12

Flocking Factor:

[—C | 13
The options above allow for a more general control of the
simulation. NOTE: Many of the options above marked
with * reguire a simulation restart,

Figure A.3: Main Simulation Controls

The main screen to be used when conducting a range of simulations in order to gather many
data points is the simulation screen shown in Figure[A:3] The controls of this screen are as follows:

1.

By pressing File the options Save Settings, Load Settings and Exit appear. Save Settings
allows the user to save the current simulation settings to the hard drive. The simulated birds
are often difficult to control and as such getting them to act in a certain manner is often
a tedious parameter hunt, once the ideal parameters have been located this option simply
allows the user to save all the settings for future use. The Load Settings just allows the user
to load previously saved settings ending in the extension .sset. Exit just allows the user to
quit the application. Note: any unsaved results or settings will be permanently lost.

. By pressing Help the user can access the Controls screen (Shown in Figure on Page

to be reminded of the simulation window controls and the About screen (Shown in Figure
on Page to learn more about the simulation program.

Shows the current simulation being conducted, once this number is equal to that input into
(5), the simulations will stop.

Shows the current Cycle which simply refers to the amount of time the current simulation
has been running. Once this number equals that of (6) the current simulation will stop (also
meaning that all results regarding this simulation have been safely recorded) and either the
next simulation will start with a new random flocking factor (If (3) has not yet reached (5))
or nothing will happen meaning the end of the simulation runs.

. Refers to the number of simulations to be conducted.

Refers to how long each simulation should run.

This controls how often the flocking should be measured (according to (11)) and the results
saved. For example if set to one the flock will be measured every cycle, if set to 100 the flock
will be measured every 100 cycles.
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8. Is used to set how many birds should be simulated. Note: This value must be divisible by
5 for optimization and threading reasons, also note that if this value is set too high then the
simulation will run very slowly.

9. Controls the number of “Indicator” birds, i.e. the number of birds from which to conduct
the measurements (Specified by (11)), the higher this number the more data produced per
simulation. Setting this value too high might mean having an overload of data and slowing
down the simulation.

10. Controls what is referred to as the analysis scan range, which simply controls how many other
birds of the specified distance from an indicator bird should also be measured. For example
if set to 0 then only the indicator bird will be measured, if set to 1000 then all birds which
fall into an Indicator bird’s perception radius of 1000 radius will also be taken into account.

11. Controls which type of data about the birds will be measured:

e Vel - Each bird’s average velocity (taken by summing the speed of each bird in each
direction and dividing by 3) will be recorded.

e Pos - Each bird’s average position (taken by summing the position of each bird in each
axes and dividing by 3) will be recorded.

e Vel Diff - Each bird’s average velocity change from one save to the next (the length of
which is specified by (7)) will be recorded.

e Pos Diff - Meaning that the distance a bird travels from one save to the next (the length
of which is specified by (7)) will be recorded.

e Home Diff - Which records the distance each bird is from the roosting site.

e Mean Diff - Which records the distance each bird is from mean position of all the other
birds.

o Mean VelM - Each bird’s average velocity magnitude change from one save to the next
(the length of which is specified by (7)) will be recorded. In essence this records the
difference between the distance a bird has travelled and the mean distance all the other
birds have travelled.

12. Controls how often a bird should consider its current state relative to all other birds. Essen-
tially this controls how often a bird should reconsider whether it is going to fly away from
the roost or towards a roost. High values means birds will linger in their current states for
longer periods of time. Low values mean means birds will change their behaviour often.

13. This controls the most important attribute of the simulations i.e. the Flocking Factor. A
high value means birds will likely all move as one, a low value means birds will flock more
randomly and anything in between will result in more interesting flocking behaviour. One
could argue this controls the amount the social rules impact each bird.Note: Upon the start
of each new simulation a new flocking factor will be randomly chosen, only the first simulation
will use the user specified flocking factor.

14. Stops the current simulations and loses any unsaved progress.

15. Starts or restarts the current simulations (Resetting (3) and (4) to 1). Warning: when
starting a new set of simulations any old simulation data in the directory “AnalysisData” will
be deleted.

For more specific control with regards to the behaviour of the flock please refer to Sections
and [A.2.5]
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A.2.3 Camera Controls

File Help Sim Mumber: 0 Cycle: 0

Camera Controls:

Camera Speed:
0 100
X Speed: | O | 1
¥ Speed: | U | 2
Z Speed: | i 23
Carmera Spawn Point:
Reguires Simulation Restart
X Position: 5,000 :i 4
¥ Position: -3,000 :i 5
2 Position: 7,000 :i 3]

Modifying the above will affect the user controlled
camera within the simulation

Figure A.4: Camera Properties

Using the screen shown in Figure[A4]it is possible to adjust how the simulated world is viewed
and how it is navigated by the user. The following camera properties can be adjusted:

1.

Controls the speed at which the camera moves on the X-axes. l.e. it controls the speed of
moving the camera left and right.

. Controls the speed at which the camera moves on the Y-axes. l.e. it controls the speed of

moving the camera up and down.

Controls the speed at which the camera moves on the Z-aces. l.e. it controls the speed of
moving the camera backward and forward.

Controls where in the simulated world the camera spawns on the X-axes at the start of the
simulation. Positive values means the camera spawns towards the right and negative values
means the camera spawns towards the left.

. Controls where in the simulated world the camera spawns on the Y-axes at the start of the

simulation. Positive values means the camera spawns towards the bottom and negative values
means the camera spawns towards the top.

Controls where in the simulated world the camera spawns on the Z-axes at the start of the
simulation. Positive values means the camera spawns with the front of the flock in view and
negative values means the camera with the back of the flock in view.
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A.2.4 Drive Forces

File Help Sim Mumber; 0 Cycle; O
Drive Factors:
0 10
Cohesion: | 0 | 1
Seperation: | J | 2
Alignment: | o | 3
Randorm: | J 12
Home: | i | 5
Leader: | O | 6
Global Cohesion:
0 10
| O '} 7
Each parameter above is a sacling factor for the rule it is
associated with.

Figure A.5: Flock Drives

It is through the screen shown Figure [A.5] that a detailed control over the flock can be achieved.
The following properties of the flock can be modified:

1.

This controls the local cohesive force of the sub flocks which form. A high value means that
any sub flocks which form will be closely bundled together into a ball, while low values mean
that birds will be more inclined to not stick close to their locally perceived neighbourhood.

This controls how strongly birds will fly away from each other when they get too close. A
high value means that birds are highly repelled when they get too close to each other and a
low values means that birds can move quite close to each other an even freely overlap. Note:
This simulation model does not incorporate collision detection, thus overlapping of birds is
possible.

This controls to what degree birds which to move at the same rate and in the same direction.
A high value will mean that more and more birds will fly at the same velocity and a low
value means that birds will be less inclined to match velocities and therefore will act more
independently.

. This controls the strength of the random force birds experience. The random force is used

to model imperfect flight. A high random force means birds will fly more chaotically and
a low value will cause birds to fly in a more controlled path, thus the flocking will be more
deterministic.

This controls the drive which birds have to head towards the roosting site. A high value
means birds will be more inclined to stay around the center of the simulation and a low
values mean that birds will have little or no desire to remain around the center.

This controls how strongly the birds will follow one specific bird. A low value means that the
flock has no leader while a high value will result in all the birds chasing after an automatically
chosen leader.
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7. This is similar to (1) except it refers to entire flock rather than the emergent sub flocks

It is important to note that different combinations of settings will result in various flocking. For
example if setting (1) is very high will it only have a large effect if all the other drives are very low.
Each drive influences each bird relative to all other drives.

A.2.5 Neighbourhood Definitions

File Help

Sim Mumber: 0 Cycle; O

‘ Eﬂl‘l‘lpﬂl‘l&l‘lts Neighbourhood Properties:
] 360
Field of View: | @ | 1
1] 1
Interporlation: [~ '] 2

Minimum Perception Range:

Maximurm Perception Range:

1,000 :i 4

Percentage of birds to keep in view:

;

Modifying the above will affect the manner in which birds
percieve their neighb ours. Note: Far this simulation a
mixture between topological and metric distance is used.

Figure A.6: Neighbourhood Definitions

With the screen shown in Figure it is possible to control how birds’ perceive each other
which controls how the neighbourhood of each bird is defined. Too some extent modifying the
properties as stated below controls the degree to which sub flocks form as well as the extent to
which social rules affect the whole flock.

1. The field of view controls the the viewing radius. If the value is 360° that means that the
bird is fully aware of it’s surroundings, if on the other hand the value is 90° for example then
the bird can only see exactly what is in front of it. 0° means that the bird is visually blind.
Note: A bird fly away/towards the center based on the number of birds it can see. If a
bird can see more than it desires it will fly away from the roosting area on the basis that the
roosting area is “overcrowded” if on the other hand a bird sees to few birds then it will fly
towards the roosting area signifying it is “scared” to be alone and far away from home.

2. The interpolation factor controls how rapidly a bird expands and collapses it perception range.
A bird will expand it’s perception range to approximately the maximum specified in (4) if it
perceives too few birds, if on the other hand it perceives too many bird then it will collapse
it perceptive range. The goal is to keep the percentage of birds specified in (5) in view. The
interpolation factor controls this rate of expansion and contraction.

3. This value specifies the minimum range a bird’s perception is allowed to drop too.

4. This value specifies approximately the maximum range a bird’s perception is allowed to
expand too.
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5. This specifies the percentage of birds each bird tries to keep in view, thus directly influences
the expansion and contraction of a bird’s perceptive range.

The above settings provides very detailed control of how each bird perceives all the other birds.
Using these properties it is possible to accurately control the sub flocks which form.

A.2.6 Other Windows

4 Controls
Moves the camera forward DI:] Moves the camera up
Turns the camera to the left | | 5 | | Turns the camera to the right

Moves the camera back D
Moves the camera down

Hides ar reveals the managment window

Sets Manuel Control - When on the camera is controled by dragging the mouse when off
the camera is controled by moving the mouse

Figure A.7: Controls Window

About
4 Extended Boids Simulated Flock

Version 1.6
Developed By: Filipe Peliz Pinta Teixeira
Email: fppintoteixeira@gmail. com

This application was developed in order to aid in a study which
was submitted in partial fulfilment of the requirements for the
MSc Degree in Computing Sciencefartificial Intelligence of
Imperial College Londaon

Figure A.8: About Window

A.3 Usage Notes and Conducting an Analysis

When using the application the following must be kept in mind.

Whenever a specific simulation is completed two text files in the directory AnalysisData are created
as a result; called “Results_Sim_#" and another “Settings_Sim_#”, where # refers to the simulation
number. The former contains the results of the simulation while the later contains the settings in
a readable manner used to achieve those results.

It is very important to note that whenever a new set of simulations is run, all the old text files in

the directory “AnalysisData” will be overwritten, as such please ensure to move the data to a safe
location upon completing the simulations.
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Before an analysis can be conducted please ensure that the Granger Causal Connectivity Analysis
(GCCA) toolbox developed by Anel Seth (Seth, A.K. (2010). A MATLAB toolbox for Granger
causal connectivity analysis. Journal of Neuroscience Methods.186:262-273) is installed in Matlab.

Once the toobox is installed it is then possible to conduct an analysis by first moving all the
data into a directory such as “SimRun” and then opening Matlab, navigating to the directory
“MATLAB Analysis Code” and then running from the Matlab console: Analyse(’etc/SimRun’,
Mazx, nLags, WindowSize, Overlap); where etc is the path to the directory, nLags is the model
order to be used for analysis, Max is the toal number of simulations conducted, WindowSize is the
size of the analysis windows to be used and Overlap is the offset to be used for the interleaving
windows. The results of this will be 5 vectors being saved:

e FlockingFactor - A vector where each element indicates the flocking factor which was used
for that simulation run. For example FlockingFactor(1) = 2 means that for the 1st simulation
the flocking factor was 2.

e AverageCD - A vector where each element indicates the average causal density across mul-
tiple analysis windows for that simulation run.

e MaxCD - A vector where each element indicates the maximum causal density across multiple
analysis windows for that simulation run.

e AccumulatedCD - A vector where each element indicates the total causal density across
multiple analysis windows for that simulation run.

e FinalCD - A vector where each element indicates the causal density across multiple analysis
windows for that simulation run, which is computed by using the maximum Granger causality
values and the Causal Relational matrix at the end of the analysis. The Granger causality and
Causal Relational values themselves are the maximums taken across each analyses window.

The results of the final analysis can then be seen graphically by plotting the FlockingFactor
against one of the other vectors by using in the Matlab console createfigure(FlockingFactor, X)
where X is one of the other vectors.

A.4 Closing Notes

Please note that this application is not perfect and it may contain some errors. This application
was developed and submitted in partial fulfilment of the requirements for the MSc Degree in Com-
puting Science/Artificial Intelligence of Imperial College London.

It is meant as a research aid. If this application is ever used under academic or professional
circumstances please ensure to give credit to the developer as well as reference Imperial College

London. Also note that the analysis in Matlab would not be possible without the excellent Matlab
Ganger Causality toolbox developed by Anil Seth

Seth, A.K. (2010). A MATLAB toolbox for Granger causal connectivity analysis. Journal of
Neuroscience Methods.186:262-273

Please ensure you cite the above if you make use of the analysis code.

Thank you for using this application and for being patient with any errors which may have occurred,
please feel free to contact the developer should you have any questions.
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A.5 Technical Details

The Simulation Environment

Version 1.6
Dewveloped In: Java SE 6 and Processing
Dewveloped By: Filipe Peliz Pinto Teixeira
Email: fppintoteixeira@gmail.com

Matlab Analysis Code

Developed By: Filipe Peliz Pinto Teixeira
Using: Granger Causal Connectivity Analysis (GCCA) Toolbox by Anil Seth
Seth, A.K. (2010). A MATLAB toolbox for Granger causal connectivity analysis. Journal of
Neuroscience Methods.186:262-273
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B The 3 Primary Flocking Patterns

The following section presents a series of screen-shots at different time steps and under different
flocking factors used to show the 3 primary flocking patterns which are of interest, namely:

e Random Flocking - Where the flocking factor is 0 and the only social aspect driving the
birds is the separative force.

e Natural Flocking - Where the flocking factor is set to 1 and the birds move slightly more
together thus creating a more visually appealing and interesting simulation.

e Stagnated Flocking - Where the flocking factor is 10 an all birds move together as one.

Other than the flocking factors specified above, the following settings were used to achieve the
behaviour demonstrated:

Flock Size: 1000
Number of Indicators: 1
Flock Update Rate: 1.0
Separation Drive: 2.0
Cohesion Drive: 2.0
Global Cohesion Drive: 0.0
Alignment Drive: 1.0
Random Drive: 1.0
Home Drive: 5.0
Leader Drive: 0.0
Field of View: 90.0
Interpolation Factor: 0.1
Minimum Perception Range: 0.0
Maximum Perception Range: 1000.0
Percentage of Birds Kept In View: 10%

Table B.1: Settings used to the achieve flocking presented
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B.1 Random Flocking Pattern

(a) ms = 5000 (b) ms = 5500

(f) ms = 7500

(h) ms = 8500

(j) ms = 9500 (k) ms = 10000 (1) ms = 10500

Figure B.1: Random Flocking: Flocking Factor = 0
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B.2 Natural Flocking Pattern

(j) ms = 9500 (k) ms = 10000 (1) ms = 10500

Figure B.2: Natural Flocking: Flocking Factor = 1
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B.3 Stagnated Flocking Pattern

(a) ms = 5000 (b) ms = 5500 (c) ms = 6000

(d) ms = 6500 (e) ms = 7000 (f) ms = 7500

(j) ms = 9500 (k) ms = 10000 (1) ms = 10500

Figure B.3: Stagnated Flocking: Flocking Factor = 10
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C Primary Code Snippet

The following is a small snippet of code which shows the calculation of the social and roosting
forces defined in Section [3.1]

Class Name: Rule Applier
Purpose : Main class which computes social
and other forces which a bird receives
Developed By: Filipe Peliz Pinto Teixeira
Date: September 2011
/

S S R

package sim;
import java.util.Random;
import processing.core.PVector;

public class RuleApplier implements Runnable {

private PVector calculateSocialForces(int index)

{
PVector result = new PVector (0,0,0);
PVector seperation = new PVector (0, 0, 0);
PVector neighbourhoodPos = new PVector (0, 0 ,0);
PVector cohesion = new PVector (0, 0, 0);
PVector globalPos = new PVector (0, 0 ,0);
PVector globalCohesion = new PVector (0, 0, 0);
PVector alignment = new PVector (0, 0, 0);

float distance = 0;
float cohesionNeighbourhood = 0;
float alignmentNeighbourhood = O0;

//Changes the birds perception radius such that the bird tries to
//keep a certain amount of birds in its neighbourhood
//(think of it as allowing the eyes to adjust
//to view things at different distances)
parent .birds [index |. perceptionRadius =
(float) ((1 — parent.getInterporlationFactor()) =x
parent.birds[index |. perceptionRadius +
parent.getInterporlationFactor () =
(parent .getMaxPerceptionRadius () —
(parent .getMaxPerceptionRadius () =
(parent .birds[index |.birdsInNeighbourhood
/ parent.getBirdsInNeighbourhood())) ));

if (parent.birds [index|. perceptionRadius < parent.getMinPerceptionRadius())
parent.birds [index |. perceptionRadius = parent.getMinPerceptionRadius () ;
parent .birds[index|.birdsInNeighbourhood = 0;

//Iterating through the perceived flock
for (int j = 0; j < parent.birds.length; j ++)

if (index != j)
{
distance = PVector.dist(parent.birds[j].pos,
parent .birds [index |.pos);
if (distance >= 0 &&
distance <= parent.birds[index].perceptionRadius)
{

parent .birds [index |.birdsInNeighbourhood++;
//Separation Rule: First
//checks if safety radius is breached
if (distance > 0 && distance <= parent.getBirdBody())
{
PVector temp = PVector.sub(parent.birds[index].pos,
parent.birds[j].pos);
temp.normalize () ;
temp.div(distance);
seperation.add(temp) ;
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//Alignment Rule
float adjust = 1;
if (parent.getFlocking() >= 1)
adjust = parent.getFlocking();
if (distance >= 0 &&
distance <= adjust * parent.birds[index].perceptionRadius &&
inView(parent.birds[index|. pos,
parent.birds [index |.rot, parent.birds[j].pos))

alignmentNeighbourhood++;
alignment .add (parent.birds[j].vel);

}

//Local Cohesion rule
if (distance >= 0 &&

distance <= 2% parent.birds|[index].perceptionRadius)
{

if (inView (parent.birds[index].pos,
parent.birds [index|.rot, parent.birds[j].pos))
{

cohesionNeighbourhood++;
neighbourhoodPos.add(parent.birds[j].pos);

}

//Global Cohesion Rule
globalPos.add(parent.birds[j].pos);

}

globalPos.div(parent.getBirdCount () —1);
globalCohesion = PVector.sub(globalPos, parent.birds|[index].pos);
globalCohesion.limit (0.1f);

if (cohesionNeighbourhood > 0)

{
neighbourhoodPos.div(cohesionNeighbourhood) ;
cohesion = PVector.sub(neighbourhoodPos, parent.birds|[index].pos);
cohesion.limit (0.1f);

}

if (alignmentNeighbourhood > 0)

alignment.div(alignmentNeighbourhood);
alignment.limit (0.1£f);

}

//Scaling drives

//Note parent.getGlobalCohesionDrive () =

//Flocking Factor / 5.0

globalCohesion.mult (parent.getGlobalCohesionDrive());
cohesion.mult (parent.getCohesionDrive());
seperation.mult (parent.getSeperationDrive());
alignment .mult (parent.getAlignmentDrive());

//Strengthened Force to Fly Home

currentCheckIt -+

PVector roost = PVector.sub(parent.getHome (), parent.birds[index]|.pos);
roost.limit (0.1£f);

//Checking if the strengthened force should be applied
if (parent.getBirdsInNeighbourhood () != 0 &&
currentCheckIt % parent.getCheckIt() =— 0 &&
(alignmentNeighbourhood/parent.getBirdsInNeighbourhood())
< parent.getReturnHomeProbability ())

currentCheckIt = 0;
roost.mult (parent.getHomeDrive());
result.add(roost);

}
globalCohesion.mult (parent.getFlocking());
roost .mult (( float) (parent.getFlocking()/10.0));

result.add(roost);

alignment .mult (parent.getFlocking());
result.add(globalCohesion);
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result.add(cohesion);
result.add(seperation);
result.add(alignment);

//Leader Rule

if (index != 0 && parent.getlLeaderDrive() != 0)

{
PVector leader = PVector.sub(parent.birds[0].pos,

parent.birds [index|.pos);

leader.limit (0.1f);
leader .mult (parent.getLeaderDrive());
result.add(leader);

}

return result;

}

//Determines if one object is in the field of view of another.

//This is based off of Nic Foster's XNA

//3d tutorial code http://nfostergames.com/Lessons/3DFieldOfView .htm

private boolean inView(PVector posFirst, PVector facingFirst, PVector posSecond)

{

PVector test = PVector.sub(posSecond, posFirst);
test.normalize () ;
PVector facing = new PVector(facingFirst.x, facingFirst.y, facingFirst.z);

facing.normalize () ;
float dot = PVector.dot(facing , test);
if (dot >= parent.getFOV() )
return true;
return false;
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