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Abstract

To intelligently interact with environments and achieve useful tasks, robots need some level of understanding of a scene to plan sensible actions accordingly. Semantic world models have been widely used in robotic manipulation, giving geometry and semantic information of objects that are vital to generating motions to complete tasks. Using these models, typical traditional robotic systems generate motions with analysis-based motion planning, which often applies collision checks to generate a safe trajectory to execute. It is primarily crucial for robots to build such world models autonomously, ideally with flexible and low-cost sensors such as on-board cameras, and generate motions with succeeding planning pipelines.

With recent progress on deep neural networks, increasing research has worked on end-to-end approaches to manipulation. A typical end-to-end approach does not explicitly build world models, and instead generates motions from direct mapping from raw observation such as images, to introduce flexibility to handle novel objects and capability of manipulation beyond analysis-based motion planning. However, this approach struggles to deal with long-horizon tasks that include several steps of grasping and placement, for which many action steps have to be inferred by learned models to generate trajectory. This difficulty motivated us to use a hybrid approach of learned and traditional to take advantage of both, as previous studies on robotic manipulation showed long-horizon task achievements with explicit world models.

This thesis develops a robotic system that manipulates objects to change their states as requested with high-success, efficient, and safe maneuvers. In particular, we build an object-level semantic mapping pipeline that is able to build world models dealing with various objects in clutter, which is then integrated with various learned components to acquire manipulation skills. Our tight integration of explicit semantic mapping and learned motion generation enables the robot to accomplish long-horizon tasks with the extra capability of manipulation introduced by learning.
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1.1 Robotic Manipulation and Visual Perception

To intelligently interact with environments and achieve useful tasks, robots need some level of understanding of a scene to plan sensible actions accordingly. Robotic manipulation, especially, incorporates physical interaction with objects demanding comprehensive scene understanding compared to other (usually non-physical) interactions such as navigation and communication. Warehouse robots, for example, need to identify the structure of piled boxes and determine the appropriate order and motion to unload them based on factors such as the boxes’ mass, orientation constraints, and inter-box contact and support. Cleaning robots need to identify the material types of floors and objects to know how they should be cleaned by selecting suitable detergents, utensils, force, and trajectory. To tidy up a room, robots need to decide where each object will be stored, and plan an efficient storing procedure.
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using the knowledge of objects’ category and size, usage characteristics, and some canonical target locations based on the personal preferences of humans.

Robotic manipulation is the capability to interact with objects to change their position and orientation to achieve goal configurations. This interaction usually happens via the edge of a robotic arm (i.e., end-effector) conducting motions such as pushing, grasping, transporting, and placing objects from one place to another. Today, the greatest successes of manipulation have been in factories for automating manufacturing processes such as assembly, palletizing, product inspection, etc. These robots are called industrial robots, and an estimated 2.7 million industrial robots were operating around the world as of 2020 [IFR, 2020].

The Rise of Manipulation with Vision

The first manipulation robot was developed at Argonne National Laboratory in 1947, for handling radioactive materials [Goertz, 1952, Goertz, 1964]. This robot did not have any automation, and was teleoperated by a human operator. The operator’s motion was replicated with a master-slave system (master: human operator, slave: robot), and the exerting forces of the robot were given to the human operator as force feedback.

In the 1950s, the first industrial robot, Unimate, was invented by George Devol [Devol, 1961]. Unimate was already in operation in 1961 on a car assembly line at General Motors, and automated the transportation of die casting from an assembly line and welding on car bodies, which was a dangerous task for human workers [CMU, 2003]. As is common in industrial robots even today, Unimate was designed to do repetitive motions in a manufacturing process given pre-defined object locations. Therefore, when this robot was situated in a different environment or set to do new task, human intervention was required to calibrate and program motions for adaptation.

To automatically adapt to the variations in a scene, robots need the ability to perceive the world: to acquire scene representation from sensory inputs. In 1961,
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Ernst integrated a touch sensor with a robotic manipulator [Ernst, 1962], which allowed it to explore a region on a table to localize cubes for grasping and stacking. Since touch sensors require robots to do interaction before sensing, the operation of Ernst’s robot was quite slow involving an exhaustive search of the objects.

Vision sensors (i.e., cameras) have always seemed to be a promising alternative for implementing robotic perception, considering the remarkable ability of humans to perceive the world with their eyes. Compared to the other sensing abilities of humans (e.g., touch; sound), visual sensory inputs quickly give rich information about a large region of a scene from a remote distance and without interaction.

In 1963, Roberts did the pioneering work in visual perception for robots at MIT Lincoln Laboratory, identifying the 3D locations of plane-faced objects from halftone images [Roberts, 1963]. His program processed 2D images to detect edge points and lines, which described objects with a line drawing of polyhedra. This line drawing was compared to 3D models stored in the program, and the structure of a scene was recognized when the matching succeeded, identifying the location and geometry of the objects. This work had a great impact on robotics since 3D information about objects is crucial for robots to determine interaction points, and this had been missing in prior 2D image processing and pattern recognition work at that time.

Inspired by Roberts’ work on 3D vision, several researches tried to integrate it actually with robotic manipulation [Feldman et al., 1969, Wichman, 1967, Nilsson, 1969]. In 1967, Wichman used a TV camera to detect two cubical blocks on a table and showed similar capabilities as in the work of Ernst with a touch sensor (block stacking) [Wichman, 1967]. After stacking the blocks, the robot also used a feedback loop to improve the alignment of the blocks. By integrating force and vision sensors, Inoue achieved more complicated manipulations such as peg-in-hole and turning a crank in 1971 [Inoue, 1971].

Through these initial experiments in vision-based robotic manipulation, it was learned that real visual data is noisy and the vision algorithms have to deal with
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this. Even when using simple objects with colors that are distinctive from the background: e.g., a white cuboid block on a black background shown in Figure 1.1, the detected edge points could include spurious edges and miss real edges [Shirai, 1987].

![Figure 1.1](image.png)

Figure 1.1: A robot inserting a block for assembly with 2D line drawing generated from a camera image (images are from [Shirai and Inoue, 1973]).

These results encouraged robot vision research to move towards improving algorithms to detect and estimate the pose of more complicated-shaped objects from noisy sensory inputs. In the early 1980s, it was already possible for industrial robots to handle overlapping parts in manufacturing using an edge and feature-based vision systems [Bolles, 1977, Bolles and Cain, 1982].

Although these visual perception systems for manufacturing were quite efficient, the environments where robots worked had to be heavily controlled. Typically, the objects presented to a camera had only a single category, the background was constant, and the camera was fixed; for example, clamps on a belt conveyor with a top-down camera. The detection area for objects in an image was well-defined (e.g.,
the area of the conveyor belt), and the pose of the objects was well-constrained (e.g., stable poses on the conveyor). To work in more general environments to accomplish general tasks, robots need further intelligence to understand scenes without these constraints.

1.2 Semantic Scene Understanding for Manipulation

In addition to 3D geometry as discussed in the previous section, semantics are another key aspect of scene understanding giving a high-level knowledge about objects. During manipulation of objects, robots not only need to know the 3D positions of an object’s surface where they can interact, but also need to select sensible actions according to the categories of objects. For example, when a robot is tasked with storing a clean mug in a cupboard, it needs to know how the mug should be grasped and placed so that it can accomplish the task as humans would expect. In this mug-to-cupboard task, humans will probably grasp the mug’s handle or side and place it in a stable upright orientation. Humans do this very intuitively without seemingly thinking, but there is deep reasoning behind it: the mug is clean so the rim and inside should not be touched; the mug can fall from the cupboard, so it should be placed stably. This reasoning is possible because humans know about mugs and how they should be treated, and robots also need this high-level knowledge (i.e., semantics) to achieve intelligent manipulation.

The Rise of Semantics in Robotics

Semantic scene understanding builds a world model where semantics are associated with its geometry. The use of semantic world models dates back to the days of Shakey, the first mobile robot developed at Stanford Research Institute from approximately 1966 through 1972 [Nilsson, 1984]. Combining research in robotics, computer vision, and natural language processing, Shakey could perceive scenes, understand human voice commands, and analyze these commands to execute tasks. Shakey inspired researchers to work on further development of scene understanding and navigation for mobile robots with semantics. Flakey, a successor project of
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Shakey, reasoned about the beliefs, desires and intentions of users using epistemic logic [Georgeff and Lansky, 1987]. In 1985, Chatila and Laumond showed automatic decomposition of a world model into semantic chunks such as rooms, doors, corridors and obstacles [Chatila and Laumond, 1985]. The world model of rooms was generated by detecting reference objects using visual and ultrasonic sensors on a robot called HILARE. Although the level of semantics in [Chatila and Laumond, 1985] was limited to geometrically inferrable properties, its semantic decomposition of the map allowed some high-level user commands such as “Go to the next room”, improving human-robot interface. Current applications of this smart navigation can be seen in human assistant and entertainment prototypes such as smart wheelchairs, offering seamless navigation towards a goal location by voice commands [Burgard et al., 1999, Simpson, 2005].

Similarly to navigation, semantics understanding is often incorporated in the task specification for manipulation: what objects robots should manipulate. There can be useful robotic tasks that only concern the geometry of objects such as moving a pile of debris from one place to another. In this case, it might be enough to have only a geometric 3D understanding of the pile, and the robot will keep scooping objects up until it finishes. The order of scooping does not matter. However, consider what happens when this task gets a bit more complicated, with the additional requirement of separating debris based on material type. This new task requires the robot to selectively manipulate debris by understanding the materials (i.e., semantic) and separating them based on that. As seen in this example, semantics added to the task specification in manipulation can significantly change the actual motions: “move everything” becomes “separate and move”.

Semantic understanding not only enables more specific task definitions, it also allows a system to associate extra attributes to the objects detected in a scene. In the forementioned mug-to-cupboard example, the mug’s attributes can be desired grasp point (the handle), placement orientation (upright), material (e.g., ceramic or plastic), mass. This extra information gives robots the possibility to generate better motions by directly using the attributes (e.g., grasping the desired point;
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placing it in the desired orientation); or reasoning from the attributes (e.g., placing a ceramic mug slowly not to break it). For certain objects, the extra attributes could be a specific trajectory of motion such as valve rotation or opening a door, enabling manipulations that are difficult to accomplish otherwise.

After early attempts at navigation with semantics in the late 1980s [Georgeff and Lansky, 1987, Chatila and Laumond, 1985], there was no significant progress on the use of semantics due to little interest from industry and navigation research. It was not until the 2000s that the use of semantic world models acquired more attention from robotic researchers, when life-sized mobile manipulators and humanoid robots became available. Along with mobility, these robots had all sensors on-board, notably differentiating themselves from traditional fixed manipulators in industry. These on-board sensors allow robots to be self-contained and give flexibility to adapt to different environments without external help of sensors in the environment. This self-contained ability is crucial for intelligent robots that perform several tasks with the same hardware.

In the early 2000s, [Petersson et al., 2002] and [Taylor and Kleeman, 2003] integrated vision-based pose estimation with manipulators to show autonomous detection and grasping of an object on a table. These robots were able to distinguish the target object from other structures in a scene (e.g., table), and provide semantic attributes for grasping (i.e., grasp point); however, the demonstrated manipulations were short-range and limited to a single object, which was not very different from the use of industrial robots in manufacturing.

Manipulation with a 3D Semantic Map

More comprehensive semantic world models and their applications to manipulation were seen with a humanoid robot project in Japan in the 2000s. In 1997, the Humanoid Robotics Project (HRP) was launched, aiming at building humanoid robots to assist in general human activities. This project was lead by Kawasaki Industries and Hirochika Inoue, who was also leading a research group at the University of
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Tokyo. At the start, several Honda P3 robots were bought from Honda Motor, which were the predecessor of ASIMO created in 2000. In the same year, HRP launched a customized version of Honda P3 as their first robot, HRP-1, which had new software system for teleoperation [Hirukawa et al., 2004]. In 2002, the second generation of HRP, HRP-2 was presented with a newly-designed hardware and software system [Hirukawa et al., 2004]. HRP-2 was expected to be a platform for robotics research even after HRP finishes, and its controller system, OpenHRP [Kanehiro et al., 2002], was designed so that researchers could customize the low-level control commands, which had not been possible in the Honda P3. Research using HRP-2 was continued at the research group at the University of Tokyo, showing various task achievements in human’s daily-life activities in the 2000s.

The use of semantic world models for manipulation was heavily explored in this research group as shown in Figure 1.2. In 2004, Okada et al. presented an integrated software system for HRP-2 [Okada et al., 2004b], which had comprehensive features for humanoid robot operation such as control, recognition, dialogue, and planning. One of the significant differences from the original HRP-2 system was that it had built-in software for 3D modeling [Matsui and Inaba, 1990], with which world models were created being maintained with perception; from this manipulation motions were generated being sent to the controller. The capability of this system was presented in household environments such as a kitchen, showing the manipulation of various objects including furniture and appliances (e.g., drawers, microwave). To generate sensible manipulation motions for these various objects, object-specific desired motions were associated to each object in the world model such as the grasp point and trajectory to open a microwave [Okada et al., 2005]. After developing several methods for motion generation based on semantic world models [Okada et al., 2004a, Okada et al., 2005], they showed various task achievements (e.g., water pouring, dish washing) in a real kitchen environment [Okada et al., 2007] while using a particle filter to maintain the world model localizing objects and the robot itself with respect to the model.

After these demonstrations of humanoid robots doing various household tasks,
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(a) Kettle detection and pouring.

(b) Tap and water detection for dishwashing.

Figure 1.2: A humanoid robot conducting household tasks using 3D semantic map and visual perception (images are from [Okada et al., 2005, Okada et al., 2007]).
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Semantic world models became a standard representation for robots to generate manipulation motions. Subsequent work enriched the model to have hierarchical scene structure to work in larger-scale environments [Galindo et al., 2008, Zender et al., 2008], and expanded attribute information with an automatically built knowledge-base from the web (e.g., Wikipedia) and human observations [Tenorth et al., 2010]. Along with world representation, research on motion planning in the early 2010s was also inspired by these demonstrations. OpenRave [Diankov and Kuffner, 2008] automated trajectory generation and grasp point selection by integrating world models with collision-based motion planners and grasp synthesis. OMPL [Sucan et al., 2012] and MoveIt! [Chitta et al., 2012] abstracted the integration of motion planning with robotic systems using an emerging robotic framework at that time, ROS [Quigley et al., 2009] developed by Willow Garage.

Despite the variety of manipulation tasks demonstrated in HRP and subsequent projects, the capability of the vision system to deal with diverse objects and in cluttered environments was limited. Robots needed to have strong prior knowledge of the initial state of objects and hardly dealt with occlusions, contact and support among objects, which are common in cluttered scenes with piles of objects.

Semantic Mapping with Vision

Concurrent with the development of the use of semantic mapping in manipulation, several projects improved visual capability to detect and estimate the pose of objects [Collet et al., 2009, Collet et al., 2011], demonstrating robotic grasping in a cluttered table-top environment in the late 2000s to the early 2010s.

To encourage the further development of vision-based object manipulation, a robotic competition, the Amazon Picking Challenge (APC), was first held in 2015 and continued annually until 2017. Although the task was pick-and-place of known objects similar to [Collet et al., 2009, Collet et al., 2011], this competition had several unique challenges; including object diversity and complex configuration. The object set for the task had different properties, such as texture-rich/less, convex/concave-
shaped, rigid/deformable. Since previous studies on robotic manipulation were mainly applied to objects with one of these properties (e.g., texture-rich, convex-shaped, rigid objects in [Collet et al., 2009, Collet et al., 2011]), researchers had to combine different techniques to recognize all the objects that can appear during the task [Jonschkowski et al., 2016, Zeng et al., 2017].

The complicated configurations of objects in a scene was also a unique challenge in APC, introducing inter-object contacts and occlusions. Objects were presented as a random pile to the robot, and often target objects were overlapped and occluded by the other distractor objects. In such a situation, robots need deep understanding of the scene to generate appropriate motions recognizing which objects are overlapping the target in order to remove them to access the target. Several studies showed intelligent behavior in complicated piles such as occlusion removal [Schwarz et al., 2018, Wada et al., 2018]. However, their vision system was often task-specific, using a fixed top-down camera viewpoint with 2.5D scene understanding, which can fail to generalize to different tasks or environments that require three-dimensional understanding of the scene for more general manipulation such as side grasping and 6DoF motions.

As we saw in the previous section, scene representations that are generally useful for manipulation require properties of 3D and semantics. A promising representation is object-level semantic map, a world model composed of object models and their poses, which gives dense geometry and high-level knowledge about objects for planning manipulation. This representation includes, for example, inter-object physical relationships such as contact and support, allowing robots to reason about the causal effect of object configurations to enable high-level motion planning (e.g., removing distractors to pick a target object).

Early studies on multi-view semantic mapping emerged in the 2010s, where the geometry and semantics of objects are accumulated as 3D maps for relatively large-scale environments (c.f., table-top) using moving cameras. Stuckler and Behnke showed real-time pose tracking of object models in a scene while building a dense
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reconstruction of the background with surfels using an RGB-D camera \cite{Stueckler2012}. Salas-Moreno et al. showed object-level mapping with joint tracking of object models and camera poses \cite{Salas-Moreno2013}. Tateno et al. showed semantic mapping with a larger number of object models \cite{Tateno2016}. These studies were later extended to mapping systems without explicit object models using learned object detection from images. McCormac et al. combined learned 2D object detection \cite{He2017} and volumetric reconstruction \cite{Newcombe2011} to map objects without pre-defined models \cite{McCormac2018}. Rünz et al. \cite{Runz2018} and Xu et al. \cite{Xu2019} further extended this object mapping system to dynamic scenes, where mapped objects can be moved with human interaction. Note that these researches were generally not applied to manipulation, usually aiming at room-level scene understanding of large objects.

In this thesis, we aim to build a scene understanding system that is generally useful in many robotic manipulation tasks. As discussed above, a promising representation for this purpose is object-level semantic map, a 3D semantic world model composed of object models giving dense geometry and the high-level knowledge of objects that is necessary for advanced planning (e.g., removing distractors to pick an occluded target object). For generality in different environments, we will build a vision system that acquires this scene understanding using a single RGB-D camera mounted on a robotic arm. Using the on-board camera, the robot explores and understands a scene to discover and manipulate target objects to accomplish tasks having generality in different environments with the same hardware setup. The capability of the vision system is demonstrated in cluttered piles of objects where heavy occlusions and inter-object contacts appear.

1.3 Learning and End-to-End Manipulation

With the recent progress in deep neural networks (DNN), increasing robotic research has worked on learning-based end-to-end manipulation, where robotic actions are mapped from some inputs with learned parameters. In vision-based manipulation,
the extreme of the end-to-end approach directly generates motions from images: “pixels to torques”, without building the explicit world models we have seen in the previous section. This trend began especially after the success of DNN in 2012, called AlexNet [Krizhevsky et al., 2012], in a large-scale image classification competition, ImageNet [Deng et al., 2009]. This model had a convolutional architecture represented by convolutional neural networks (CNN) and could extract features from input images favorably to solve the classification problem. Given a large-scale dataset of more than 1M images [Deng et al., 2009], the model learned better features than hand-designed methods, and achieved more accurate classification results. As neural networks do not have strong constraints on the structure of input-output pairs, a similar approach could immediately be applied to robotic manipulation by replacing the classification output with actions such as a grasp point.

Two decades before the rise of DNN, early work in end-to-end control with visual sensory inputs can be seen in 1989 [Pomerleau, 1989], which showed autonomous road following by a land vehicle with a system called ALVINN. In this work, the direction of the vehicle was predicted by a neural network using the road images captured by a camera and a laser range finder. Unlike traditional neural network-based controllers at that time, these images were directly fed into the network without any preprocessing such as extracting a reaching point for controlling manipulator [Hunt et al., 1992, Bekey and Goldberg, 2012]. Although ALVINN [Pomerleau, 1989] showed a successful navigation with an end-to-end control, the output was limited to the 1D space of vehicle direction and was hardly applicable to manipulation, which requires three-dimensional actions as output.

For robotic manipulation, early studies of end-to-end control from images were presented in the late 2000s. In 2006, Saxena presented robotic grasping using grasp points output by a neural network [Saxena et al., 2006, Saxena et al., 2008a, Saxena et al., 2008b] as shown in Figure 1.3. As the grasp points were predicted directly from images, the system did not require any explicit models of the objects to be grasped. To generate the spatial locations of grasp points, Saxena treated this problem as pixel detection similar to other object detection problems such as face
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detection [Rowley et al., 1998]. The detected grasp points were mapped into 3D space with stereopsis, and a motion planner was used to generate trajectories for reaching and grasping. To train the neural network, either annotations on real images or synthetic data of object models with grasp point annotations was used.

This neural network-based grasp point detection was extended using DNN, as its first application to robotic manipulation. In 2013, Lenz et al. showed an extension of this grasp detection model using deep neural networks to learn better feature extraction, enabling generalization to more diverse objects [Lenz et al., 2013]. The whole scheme of the robotic system was the same to the previous work [Saxena et al., 2008b], combining discrete detection of grasp points and continuous trajectory generation with motion planning.

Later, visual end-to-end manipulation was also applied to continuous motion generation. In 2016, Levine et al. showed direct mapping of image inputs to joint torque actions [Levine et al., 2016], achieving various contact-rich manipulation tasks such as inserting a block into a shape sorting cube, screwing a cap onto a bottle, etc. Unlike the previous work on grasp detection, this work did not have any extra components for motion generation such as inverse kinematics, trajectory planner and joint position controller (which maps a trajectory to torques). This work was one of the earliest examples of a pure end-to-end manipulation system, which does not have any non-learnable components between sensor inputs and motor commands.

Despite this successful demonstration of manipulation in various tasks, pure end-to-end robot control [Levine et al., 2016] required human demonstrations to pre-train the continuous motion trajectory. In most of their demonstrations, the actual main challenge of manipulation must be torque control in contact-rich interaction for box insertion and cup screwing. However, even learning reaching motions from the initial state, which should be easily solvable with traditional trajectory generators, required numerous time-consuming human demonstrations (~100 trials). This challenge in end-to-end manipulation also appeared in discrete grasp detection [Lenz et al., 2013] requiring human annotation of successful grasps. Subsequent studies worked on
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(a) Grasp point detection on dishwasher. (b) Dish unloading.

Figure 1.3: A robot grasping novel objects via learning-based 2D grasp point detection (images are from Saxena et al., 2006).

(c) Various object grasping trained with synthetic data.
reducing this burden of trajectory annotation by either self-supervision or learning-in-simulation.

With self-supervision, robots can learn motions from automatically collectable data. In 2015, Pinto and Gupta trained a discrete grasp point detection model using only the grasping experiences collected by robots themselves [Pinto and Gupta, 2016]. Similarly, using self-supervised grasping data collection, in 2016 Levine et al. showed continuous grasping motions by predicting the next end-effector transition as the network output. This work was further extended with reinforcement learning to have more long-horizon motion optimization such as pushing neighboring objects to grasp an object [Levine et al., 2018, Kalashnikov et al., 2018, Devin et al., 2018].

With learning-in-simulation, robots can learn image-to-action mappings with scripted motion demonstrations as an alternative to human trajectory demonstrations in the real world. With training purely in simulation, in 2016 Johns et al. showed grasping isolated objects on a table using depth images [Johns et al., 2016], and in 2017 [Tobin et al., 2017, James et al., 2017] showed pick-and-place of objects using RGB images only. These methods trained network models with various image augmentations in simulation, to make them robust to the differences in the visual appearance of objects between simulation and the real world.

Although these studies have made some end-to-end manipulation tasks practicable and showed a network’s implicit understanding of an object’s semantics, shape, and graspability, the demonstrated manipulations were still limited to quite short-term task horizons. Even in the heavily tackled robotic pick-and-place tasks [Pinto and Gupta, 2016, Levine et al., 2018], robots were often specialized only in grasping objects, placement was simplified (e.g., randomly dropping into a bin), and the vision sensors were fixed in the scene. To complete more long-horizon tasks including navigation and regrasping, robots need more comprehensive scene understanding, which have not yet been proven possible in these studies on end-to-end manipulation.

In this thesis, we aim to build a robotic system that is able to accomplish long-horizon and challenging manipulation tasks with a universal intelligence across scene
and task variations. For this goal, we avoid taking a full end-to-end approach to manipulation, and instead, combine explicit scene understanding using a 3D semantic map with learning-based manipulation. As we have seen in the use of semantic world models in the Humanoid Robotics Project (§1.2), capable and intelligent object manipulation requires significant high-level knowledge about objects (e.g., grasp points, manipulation trajectories), to which a semantic map hugely contributes. In past researches, this knowledge has mainly been acquired via hand-designed labeling or analysis [Okada et al., 2007, Diankov and Kuffner, 2008], which is often suboptimal or time-consuming. Learning-based manipulation has the potential to resolve these limitations by acquiring optimal motions from data and experience. Exploiting the potential of the learning-based approach and the rich information of semantic maps, we show intelligent robotic manipulation that has long-horizon applicability.

1.4 Publications

The contributions made in this thesis have resulted in three main publications.

**Paper I: Real-time Semantic Mapping with Object Models**


- Project page: [https://morefusion.wkentaro.com](https://morefusion.wkentaro.com)
- Video: [https://youtu.be/6oLUhuZL4ko](https://youtu.be/6oLUhuZL4ko)
- Code: [https://github.com/wkentaro/morefusion](https://github.com/wkentaro/morefusion)

This paper introduces MoreFusion, a vision system that builds object-level semantic map, a world model built from an on-board RGB-D camera. As discussed in §1.2, an object-level semantic map is a representation that can be generally useful in different manipulation tasks, giving dense geometric information and high-level knowledge about objects. To build a map that has both semantically and geomet-
rically rich information, we represent the map as a composition of known object models, which represents the full geometry of objects being pre-built with scanning or modeling. For these object models, the vision system estimates their position and orientation in a scene (pose estimation) while a moving camera observes the scene by capturing RGB-D image sequences. Along with pose estimation, this system also does object tracking and dense mapping of background objects. Object tracking allows the system to accumulate information about the same objects and avoid duplication. Background reconstruction gives the geometry of unseen objects that do not have associated pre-built models, and can be used for motion planning such as generating collision-free trajectories.

To achieve all the requirements of the system, we combine 6D pose estimation with volumetric mapping, which has been previously separated. This integration allows us to take a novel approach to pose estimation by exploiting information from multi-view observations accumulated with volumetric mapping. Our system estimates an object’s pose using the surrounding geometric reconstruction (e.g., occupied; free space) extracted from the volumetric map, and this allows the system to reason about feasible configurations of objects, avoiding intersections between objects and free spaces. This feasibility check of neighboring objects’ collisions is crucial for pose estimation of partially observable objects in cluttered environments. We test this system in object piles in the real-world, and show pick-and-place of target objects under challenging conditions such as close contacts and heavy occlusion.

**MoreFusion** will be described in detail in Chapter 3.

**Paper II: Fine-Grained Manipulation with a Semantic Map**


Project page: [https://safepicking.wkentaro.com](https://safepicking.wkentaro.com)

Video: [https://youtu.be/ejjqlBqRRKo](https://youtu.be/ejjqlBqRRKo)
This paper explores the integration of a semantic map with learning of short-horizon manipulation, with the specific manipulation goal of efficient and safe extraction of target objects from a pile. When robots must pick a specific object from a pile, it is often the case that the target object is overlapped and blocked by distractor objects. In this case, robots can either move the distractors away or carefully extract the target object to avoid task failure and undesirable consequences (e.g., dropping the grasped object; damaging the distractor objects). When there are many distractor objects, object extraction is the more efficient strategy. This maneuver, however, requires appropriate reasoning about how manipulation motions affect the surrounding objects' motions during and after the extraction, which is challenging even with holistic knowledge about the scene with the semantic map created by systems like MoreFusion. As discussed in §1.3, learning-based manipulation has the potential to generate optimal motions that hand-designed motion planning algorithms are unable to accomplish.

We use the capability of learning a model to generate efficient and safe object extraction from a pile. Although recent work on learning-based manipulation often works on learning from raw observations (e.g., images) [Levine et al., 2018, Kalashnikov et al., 2018], we train the model using a semantic map to maintain the integration to other capabilities (e.g., exploration of the target object with multi-view observation of a moving camera). The model receives as input the semantic map in the vector forms of object categories and poses, and is trained to generate the object extraction trajectory that least affects the other objects in the pile. We use the translation of surrounding objects as a safety metric and train the model in simulation with reinforcement learning using the safety metric as a reward. We test the system in both simulation and the real world, and show the successful safe extraction of target objects from a pile.

This system will be described in detail in Chapter 4.
1.4. Publications

Paper III: Long-Horizon Manipulation with a Semantic Map


Project page: https://reorientbot.wkentaro.com
Video: https://youtu.be/ahWN84sWWJU
Code: https://github.com/wkentaro/reorientbot

This paper explores the integration of a semantic map with learning of long-horizon manipulation, with the specific manipulation task of creating certain configurations of objects with specific-posed placement. When robots must place objects in a specific pose, it is often the case that they cannot immediately place the grasped object because of the constrained space at the final placement location. This requires regrasping at certain points that enable the final placement. This pipeline requires long-horizon planning of how the grasped object has to be oriented and released to enable regrasping. As discussed in §1.3, learning-based manipulation often struggles to achieve such long-horizon tasks that includes several subtasks (e.g., grasping, reorientation, regrasping, placement). This time-horizon difference is one of the significant differences from Paper II.

In this paper, the model learns only the key motions for the manipulation task, instead of learning to generate a fine-grained trajectory as in Paper II. In the task of specific-posed object placement, the key motions are two-fold: initial grasping and reorientation (placement for regrasping). With a pile of objects, initial grasping must be collision-free (i.e., valid) not only during grasping in the pile, but also during the maneuvers of reorientation. Reorientation has to expose the target grasp points that enable final placement, while keeping the validity of the initial grasp. These two key motions require a combinatoric search of possible actions: (number of grasp points) × (number of reorientation poses), a search which is infeasible to run in real time with exhaustive search. We use learned models that re-
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cieve object poses as input similar to Paper II, and evaluate the possible motions to select the best. We test the system in both simulation and the real world, and show successful motion generations in long-horizon tasks of specific-posed placement.

This system will be described in detail in Chapter 5.

Additional Papers

While not described directly, the following publications were done in conjunction with this thesis:

  Project page: https://edgarsucar.github.io/NodeSLAM
  Video: https://youtu.be/zPzMtXU-0JE

  Project page: https://sites.google.com/view/c2f-q-attention
  Code: https://github.com/stepjam/ARM

1.5 Thesis Structure

The remainder of this thesis is structured as follows:

Chapter 2 introduces basic notation, robot hardware and planning, simulation platform, and provides a primer on 3D mapping (transformations, cameras, geometry) and deep learning.
1.5. Thesis Structure

Chapter 3 presents MoreFusion, a real-time system that builds a semantic map of a scene with object models. This system combines object-level volumetric reconstruction and pose estimation, where objects are detected from 2D images, reconstructed as volume with depth images, and replaced by a pre-built object model with a confident pose estimate.

Chapter 4 introduces learning-based manipulation for fine-grained motions into a robotic system with semantic mapping. This integration is explored with the task of extracting target objects from a pile, where a learned model receives a semantic map and a heightmap as input to generate 6DoF trajectories for extraction with minimal undesirable effects on the non-target objects.

Chapter 5 explores the integration of learning-based manipulation with semantic mapping in long-horizon tasks. This integration is presented with the task of placing objects in specific poses, where a learned model evaluates numerous samples of coarse key motions to allow the system to select the best ones to find optimal motions for grasping, reorientation, regrasping and final placement.

Chapter 6 concludes the thesis with a discussion of the research presented and suggestions for future work.
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2.1 Notation

This thesis makes use of the following notation:

- \( a \) This font is used for scalars.
- \( \mathbf{a} \) This font is used for \( M \)-dimensional column vectors, where \( a_i \) is the \( i^{\text{th}} \) element of the vector:
  \[
  \mathbf{a} = \begin{bmatrix}
    a_1 \\
    a_2 \\
    \vdots \\
    a_M
  \end{bmatrix},
  \mathbf{a}^\top = \begin{bmatrix}
    a_1 & a_2 & \cdots & a_M
  \end{bmatrix}.
  \tag{2.1}
  \]

- \( \mathbf{A} \) This font is for \( M \times N \)-dimensional matrices, where \( a_{ij} \) is the matrix element at the \( i^{\text{th}} \) row and \( j^{\text{th}} \) column:
  \[
  \mathbf{A} = \begin{bmatrix}
    a_{11} & a_{12} & \cdots & a_{1N} \\
    a_{21} & a_{22} & \cdots & a_{2N} \\
    \vdots & \vdots & \ddots & \vdots \\
    a_{M1} & a_{M2} & \cdots & a_{MN}
  \end{bmatrix}.
  \tag{2.2}
  \]

- \( \mathbf{a} \) This font is used for the homogeneous coordinate vector corresponding to the coordinate vector \( \mathbf{a} \):
  \[
  \mathbf{a} = \begin{bmatrix}
    \mathbf{a} \\
    1
  \end{bmatrix}.
  \tag{2.3}
  \]

- \( \mathbf{I} \) This represents the identity matrix.
- \( \mathbf{O} \) This represents the zero matrix.
2.2 Transformations

2.2.1 Homogeneous Transformations

We use rigid transformations between coordinate frames $\mathcal{F}_a$ and $\mathcal{F}_b$ in three-dimensional Euclidean space $f : \mathbb{R}^3 \to \mathbb{R}^3$ to represent the pose of a robot, a camera, and objects in a scene. Between two arbitrary coordinate frames, as in Figure 2.1, rigid transformations are defined as composite of a translation $t_{ba}$ and rotation $R_{ba}$, $T_{ba}$, which is in the special Euclidean group, $SE(3)$:

$$SE(3) \triangleq \left\{ T_{ba} = \begin{bmatrix} R_{ba} & t_{ba} \end{bmatrix} \mid R_{ba} \in SO(3), \ t_{ba} \in \mathbb{R}^3 \right\},$$

(2.5)

and the rotation $R_{ba}$ is in the group of special orthogonal matrices, $SO(3)$:

$$SO(3) \triangleq \left\{ R_{ba} \in \mathbb{R}^{3 \times 3} \mid R_{ba}^T R_{ba} = I, \ det(R_{ba}) = 1 \right\}$$

(2.6)

This transformation matrix, $T_{ba}$, transforms a point $x_a \in \mathbb{R}^3$ in coordinate frame $\mathcal{F}_a$ into another coordinate frame $\mathcal{F}_b$:

$$x_b = T_{ba} x_a,$$

(2.7)

where $x := [\begin{bmatrix} x \end{bmatrix}] \in \mathbb{R}^4$ represents the homogeneous point that enables the multiplication with the $4 \times 4$ transformation matrix (i.e., homogeneous transformation matrix).

This operation using homogeneous point representation is equivalent to the following operation with rotation matrix and translation extracted from the transformation

\[
\begin{bmatrix}
a_1 \\
a_2 \\
a_3
\end{bmatrix}
\times
\begin{bmatrix}
a_4 \\
a_5 \\
a_6
\end{bmatrix}
\]
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Figure 2.1: **Transformations** between 2 coordinate frame: $\mathcal{F}_a, \mathcal{F}_b$.

matrix:

$$ x_b := \begin{bmatrix} x_b \\ 1 \end{bmatrix} = \begin{bmatrix} R_{ba} x_a + t_{ba} \\ 1 \end{bmatrix}. \quad (2.8) $$

Homogeneous operation allows us to chain transformations of points with simple matrix multiplications given another frame $\mathcal{F}_c$:

$$ x_c = T_{ca} x_a = T_{cb} T_{ba} x_a, \quad (2.9) $$

which is particularly useful when there are a number of coordinate frames in the system such as a robot, gripper, camera, and objects. The inverse of the transformation matrix, $T_{ba}^{-1}$ is:

$$ T_{ba}^{-1} := \begin{bmatrix} R_{ba} & t_{ba} \\ 0 & 0 & 0 & 1 \end{bmatrix}^{-1} = \begin{bmatrix} R_{ba}^T & -R_{ba}^T t_{ba} \\ 0 & 0 & 0 & 1 \end{bmatrix} = \begin{bmatrix} R_{ab} & t_{ab} \\ 0 & 0 & 0 & 1 \end{bmatrix} = T_{ab} \quad (2.10) $$

giving $T_{ab}$, which is the inverse transformation of $T_{ba}$.
2.2.2 Euler Angles

Euler angles are another common parameterization of rotation alternative to rotation matrix. While the rotation matrix representation in the previous section has 9 parameters: $R \in \mathbb{R}^{3 \times 3}$, Euler angles describe rotation with only 3 parameters: yaw ($\theta_z$), pitch ($\theta_y$), and roll ($\theta_x$).

Geometrically, Euler angles represent rotation angles along the XYZ axes respectively as in Figure 2.2. A full rotation is represented as a sequence of three individual rotations around different axes, whose order matters to represent unique rotations. A commonly used order in robotics is YPR-\textit{modified}: yaw around the Z axis, then pitch around the \textit{modified} Y axis, then roll around the \textit{modified} X axis. When rotating around a \textit{modified} axis, the new axis direction is used as the previous rotation changes the direction of the original axes. It has been shown that this YPR-\textit{modified} is equivalent to the inverse order with \textit{unmodified} axes: RPY-\textit{unmodified}, which is also commonly used in robotics.

Figure 2.2: \textbf{Euler angles} define rotations with angles around the XYZ axes.
Each axis-aligned rotation of Euler angles can be represented as a rotation matrix:

\[
R(\theta_z) = \begin{bmatrix}
\cos \theta_z & -\sin \theta_z & 0 \\
\sin \theta_z & \cos \theta_z & 0 \\
0 & 0 & 1
\end{bmatrix}, \quad (2.11)
\]

\[
R(\theta_y) = \begin{bmatrix}
\cos \theta_y & 0 & \sin \theta_y \\
0 & 1 & 0 \\
-\sin \theta_y & 0 & \cos \theta_y
\end{bmatrix}, \quad (2.12)
\]

\[
R(\theta_x) = \begin{bmatrix}
1 & 0 & 0 \\
0 & \cos \theta_x & -\sin \theta_x \\
0 & \sin \theta_x & \cos \theta_x
\end{bmatrix}. \quad (2.13)
\]

The overall rotation \( R \) can be computed as the matrix multiplications of these rotation matrices:

\[
R = R(\theta_z)R(\theta_y)R(\theta_x), \quad (2.14)
\]

which represents the operations in the order of RPY-unmodified: right-to-left, \( R(\theta_x) \), then \( R(\theta_y) \), then \( R(\theta_z) \).

Euler angle gives the most compact representation of rotation with only 3 parameters that is also intuitively understandable (rotation angles around the axes); however, it has a critical disadvantage that makes it unsuitable for some applications. With Euler angles, there are cases where a unique Euler angle cannot be defined for a given 3D rotation. When pitch \( \theta_y \) approaches \( \pm 90^\circ \), a change in roll becomes a change in yaw (degenerate case). This means these rotations can all be represented by either the angles of yaw or roll, and there is no unique correspondence to the Euler angles representation. This non-uniqueness can be critical in some applications, such as pose prediction by a neural network, where we need another representation of rotation.

Inverse mapping from a rotation matrix to Euler angles is given as follows: Using the elements of rotation matrix \( R = [r_{ij}] \in \mathbb{R}^{3 \times 3} \), pitch \( \theta_y \) can be computed:

\[
\theta_y = \text{atan2}(-r_{31}, \sqrt{r_{11}^2 + r_{21}^2}). \quad (2.15)
\]
2.2. Transformations

Depending on the value of pitch $\theta_y$, yaw $\theta_z$ and roll $\theta_x$ are computed as:

\[
\begin{align*}
\theta_y = -90^\circ & \rightarrow \begin{cases} 
\theta_z = \text{atan}2(-r_{23}, -r_{13}) \\
\theta_x = 0
\end{cases} 
\quad (2.16) \\
\theta_y \neq \pm 90^\circ & \rightarrow \begin{cases} 
\theta_z = \text{atan}2(r_{21}, r_{11}) \\
\theta_x = \text{atan}2(r_{32}, r_{33})
\end{cases} 
\quad (2.17) \\
\theta_y = 90^\circ & \rightarrow \begin{cases} 
\theta_z = \text{atan}2(r_{23}, r_{13}) \\
\theta_x = 0
\end{cases} 
\quad (2.18)
\end{align*}
\]

handling the degenerate cases.

In this thesis, we use Euler angles to represent the relative robots’ end-effector motions. In Chapter 4, we train a motion model that generates the 6DoF trajectory to extract objects from a pile. The waypoints of this trajectory are generated as relative motions from the previous waypoint. We use Euler angles to uniformly sample rotations along each XYZ axis with small angles, where Euler angles’ degenerate cases do not happen.

2.2.3 Quaternion

Quaternion is another common parameterization of rotation. Similarly to Euler angles, a quaternion describes rotation with fewer parameters than a rotation matrix: 4 parameters $q_w, q_x, q_y, q_z$:

\[
q = \begin{bmatrix} q_w & q_x & q_y & q_z \end{bmatrix}^T
\quad (2.19)
\]

where $q \in \mathbb{R}^4$ is a unit vector: $|q| = 1$.

A quaternion can be interpreted as an angle-axis representation, a rotation of $\alpha \in \mathbb{R}$ radians around the axis defined by unit vector $u = \begin{bmatrix} u_x & u_y & u_z \end{bmatrix}^\top \propto \begin{bmatrix} q_x & q_y & q_z \end{bmatrix}^\top$:

\[
q_w = \cos \frac{\alpha}{2} \\
\begin{bmatrix} q_x & q_y & q_z \end{bmatrix}^\top = \sin \frac{\alpha}{2} \begin{bmatrix} u_x & u_y & u_z \end{bmatrix}^\top.
\quad (2.20) \quad (2.21)
\]

Figure 2.3 depicts this interpretation of a quaternion in three-dimensional space.
2. Preliminaries

A rotation matrix $R$ can be computed from quaternion $q$ as the following:

$$R(q) = \begin{bmatrix}
1 - 2(q_y^2 + q_z^2) & 2(q_x q_y - q_w q_z) & 2(q_z q_x + q_w q_y) \\
2(q_x q_y + q_w q_z) & 1 - 2(q_x^2 + q_z^2) & 2(q_y q_z - q_w q_x) \\
2(q_z q_x - q_w q_y) & 2(q_y q_z + q_w q_x) & 1 - 2(q_x^2 + q_y^2)
\end{bmatrix}, \quad (2.22)$$

giving unique rotation matrix from a quaternion.

In the inverse mapping, a quaternion is extracted from a rotation matrix with an algorithm proposed by [Bar-Itzhack, 2000]. Given a rotation matrix $R = [r_{ij}]$, this algorithm first forms a matrix $K$ as follows:

$$K = \frac{1}{3} \begin{bmatrix}
r_{11} - r_{22} - r_{33} & r_{21} + r_{12} & r_{31} + r_{13} & r_{23} - r_{32} \\
r_{21} + r_{12} & r_{22} - r_{11} - r_{33} & r_{32} + r_{23} & r_{31} - r_{13} \\
r_{31} + r_{13} & r_{32} + r_{23} & r_{33} - r_{11} - r_{22} & r_{12} - r_{21} \\
r_{23} - r_{32} & r_{31} - r_{13} & r_{12} - r_{21} & r_{11} + r_{22} + r_{33}
\end{bmatrix}. \quad (2.23)$$

A quaternion is given by computing the eigenvector $v$ that corresponds to the largest eigenvalue of this matrix $K$. Though this computation gives 2 solutions of quaternions that represents the same rotation matrix: $v/||v||, -v/||v||$, we can keep
uniqueness by making the sign of $v_0$ be always positive:

$$q = \text{sign}(v_0) \frac{v}{||v||}. \quad (2.24)$$

This thesis thoroughly uses quaternions to represent the 6D poses of robots, objects and cameras, as compact and unique representation of rotations giving one-to-one mapping with rotation matrix.

### 2.3 Cameras

#### 2.3.1 Sensor Device

The systems built in this thesis use RGB and depth images captured from an RGB-D camera. We specifically use the Realsense D435 camera [Keselman et al., 2017] in our real-world experiments, which captures depth using IR projection and stereoscopic with two IR receivers.

Table 2.2 shows the specifications of the camera provided by the manufacturer\(^1\). Although this camera can capture higher resolution images at higher frequency, we use 640×480 at 30 fps for both RGB and depth images to save computational resources for processing the captured images in vision pipelines. These RGB and depth images are synchronized and registered before use by the algorithms in our system. In this registration process, depth images are aligned with the RGB image captured at the same time-stamp, so that the depth value for each pixel of the RGB image is associated and can be acquired. In the experiments in this thesis, we use the camera parameters that are hard-coded on the device for this registration.

#### 2.3.2 Pinhole Camera Model

We use the standard pinhole camera model (Figure 2.4) to model RGB-D cameras. The pinhole camera model describes the relation between 3D points in Euclidean space and their projection onto the image plane of a camera. With an ideal pinhole

\(^1\)https://www.intelrealsense.com/depth-camera-d435/
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Table 2.2: Specs of Realsense D435

<table>
<thead>
<tr>
<th></th>
<th>RGB</th>
<th>Depth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum resolution</td>
<td>$1920 \times 1080$</td>
<td>$1280 \times 720$</td>
</tr>
<tr>
<td>Field of view</td>
<td>$69^\circ \times 42^\circ$</td>
<td>$87^\circ \times 58^\circ$</td>
</tr>
<tr>
<td>Maximum frame rate</td>
<td>30 fps</td>
<td>90 fps</td>
</tr>
<tr>
<td>Sensor technology</td>
<td>Rolling shutter</td>
<td></td>
</tr>
<tr>
<td>Minimum distance</td>
<td>$\sim 28\text{cm}$</td>
<td></td>
</tr>
<tr>
<td>Depth accuracy</td>
<td>$&lt;2% \text{ at } 2\text{m}$</td>
<td></td>
</tr>
</tbody>
</table>

camera, the camera aperture is represented as a point and no lenses are used to focus light, which simplifies the modeling, e.g., geometric distortions, blurriness of unfocused objects.

Figure 2.4: Pinhole camera model defines the projection of a 3D point $\mathbf{p} \in \mathbb{R}^3$ to the point on the 2D image plane $\mathbf{p}' \in \mathbb{R}^3, \mathbf{u} \in \mathbb{R}^2$.

The coordinate frame of the camera $\mathcal{F}_c$ is defined with XYZ axes $[X_c \ Y_c \ Z_c]$. We set $Z_c$ to face towards the image plane defining the perpendicular axis (principal axis) and its crossing point with the plane (principal point). Pixel coordinates are defined on the image plane with $[u_1 \ u_2]$, which are parallel to the XY coordinates.
Let \( \mathbf{p} = [x \ y \ z]^\top \) be a point in the 3D Euclidean space that is visible to the pinhole camera. This point is projected onto the image plane resulting in 2D pixel coordinates \( \mathbf{u} \). To project the 3D point \( \mathbf{p} \) onto the image plane as the pixel point \( \mathbf{u} \), \( \mathbf{p} \) is firstly projected into the image plane: \( \mathbf{p}' \). Using the distance between the pinhole and principal point, the focal length \( f \), \( \mathbf{p}' \) can be described by \( \mathbf{p} = [x \ y \ z]^\top \): \[
\begin{bmatrix}
f x/z \\
f y/z \\
f/z
\end{bmatrix} = f
\begin{bmatrix}
x/z \\
y/z \\
1
\end{bmatrix} = f\tilde{\mathbf{p}}
\] (2.25)

This projected point \( \mathbf{p}' \) is then mapped to pixel coordinates:
\[
\mathbf{u} = \begin{bmatrix}
fk x/z + c_x \\
fl y/z + c_y
\end{bmatrix} = f\begin{bmatrix}
x/z \\
y/z \\
1
\end{bmatrix} = K\tilde{\mathbf{p}}.
\] (2.26)

Here, \( k, l \) denote the scaling between the metric (\( \mathbf{p} \)) and pixel (\( \mathbf{u} \)) spaces, accommodating the change of unit: meter to pixel, and \( c_x, c_y \) represent the offsets of the point in image coordinate space (as it is often the case, we use the origin of the image coordinate \((0, 0)\) as the left-top corner instead of the center). By definition, \((c_x, c_y)\) also describes the pixel coordinates of the principal point.

The computation of the 2D pixel point \( \mathbf{u} \) from the 3D point \( \mathbf{p} \) can be also described only with matrix multiplication. Using homogeneous coordinates of \( \mathbf{u} \), the mapping can be denoted:
\[
\mathbf{u} = \begin{bmatrix}
fx z + c_x \\
fy z + c_y \\
1
\end{bmatrix} = \begin{bmatrix}
fx & 0 & c_x \\
0 & fy & c_y \\
0 & 0 & 1
\end{bmatrix}\begin{bmatrix}
x/z \\
y/z \\
1
\end{bmatrix} = \mathbf{K}\tilde{\mathbf{p}}.
\] (2.27)

The four parameters \( f_x, f_y, c_x, c_y \) are called the *camera intrinsic parameters* and their combined matrix \( \mathbf{K} \) is called *camera intrinsic matrix*.

The perspective projection defined above is not invertible as it collapses the z-dimension while converting a 3D point to 2D (i.e., all points on the same ray projected from 3D space end up at the same 2D point). However, given the depth map
of the 2D image denoted $D(u) = z$, the collapsed $z$-dimension is recovered to invert the projection function:

$$D(u)K^{-1}u = z \begin{bmatrix} \frac{1}{f_x} & 0 & -\frac{c_x}{f_x} \\ 0 & \frac{1}{f_y} & -\frac{c_y}{f_y} \\ 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} f_x \frac{x}{z} + c_x \\ f_y \frac{y}{z} + c_y \\ 1 \end{bmatrix} = z \begin{bmatrix} x \\ y \\ z \end{bmatrix} = p. \quad (2.28)$$

### 2.4 Geometry

This thesis aims at building a 3D semantic maps of scenes, and the representation of 3D geometry crucially affects the performance and flexibility of map building and its utilization. In this section, we describe the 3 major representations we use: point cloud, occupancy voxel grid, and mesh (Figure 2.5).

**A point cloud** is a set of 3D points $p_i \in P$, whose positions are represented with Cartesian coordinates:

$$p_i = [x_i \ y_i \ z_i]^T \quad (2.29)$$

Each point represents a point on the surface of an object, such as captured by depth sensors (e.g., depth camera; LIDAR) in real scenes or generated from 3D models in software. The point cloud example in Figure 2.5 shows the points sampled from the original bunny-shaped mesh model. Even though there are gaps between points, it represents the overall structure of the bunny model when visualized. Extra information such as color, label, or probability can be associated with each point to represent, for example, colored geometries captured with RGB-D sensors or point segmentations with semantic labels.

**An occupancy voxel grid** is a 3D tensor $V = [v_{klm}]$ composed of constant-sized cubes (voxels). Each voxel stores a binary or real value representing the existence of objects (occupancy). The voxel grid example in Figure 2.5 shows a visualization of the voxels occupied by the bunny model in the grid. Compared to the point cloud representation, there are no longer holes on the surface; however, the fine-detailed surface of the original mesh is lost, while being kept to some extent by the point cloud representation. To update or query the value of each voxel, each 3D position...
in Cartesian space $\mathbf{p}_i = [x_i, y_i, z_i]^{\top}$ is mapped into voxel coordinates (index of the matrix), keeping the spatial consistency. Using the voxel size $s$ and grid origin coordinate $\mathbf{p}^{\circ} = [x^{\circ}, y^{\circ}, z^{\circ}]^{\top}$, the corresponding voxel coordinate $\mathbf{l}_i$ is computed:

$\mathbf{l}_i = \begin{bmatrix} \frac{x_i - x^{\circ}}{s} \\ \frac{y_i - y^{\circ}}{s} \\ \frac{z_i - z^{\circ}}{s} \end{bmatrix} = \frac{\mathbf{p}_i - \mathbf{p}^{\circ}}{s} \in \mathbb{R}^3. \tag{2.30}$

From these voxel coordinates of real-valued indices, integer indices are acquired as:

$[k \ l \ m]^{\top} = [\mathbf{l}_i] \in \mathbb{N}^3, \tag{2.31}$

where $[x]$ describes rounding of a real value into an integer. As in the to point cloud
representation, each voxel can store extra information such as colors and semantics with the occupancy voxel grid representation.

A mesh is composed of a set of 3D points (vertices) and the connectivity, which defines a set of planes (faces) that represents the surface of the object. Let $p_i \in P$ be vertices and $f_j \in F$ be faces. Vertices are defined as Cartesian coordinates and faces are defined as 3 indices of vertices to define the triangles (face shapes can be any polygons, but we exclusively use triangle polygons in this thesis):

$$p_i = [x_i, y_i, z_i]^T, \quad (2.32)$$
$$f_i = [k, l, m]^T, \quad k, l, m = 1 \ldots |P|. \quad (2.33)$$

The order of indices in $f_i$ (clockwise, anti-clockwise) represents the front/back identity of the faces, and we follow the popular convention of 3D rendering software such as OpenGL, which treats anti-clockwise polygons as front-facing. The vertices of a mesh are similar to a point cloud representing 3D points on the surface of objects. The triangle faces fill the gaps between points that point cloud representations have. The mesh example in Figure 2.5 shows that clear definition of surfaces without seeing through the back surface (cf. point cloud) and fine-detailed surface geometry (cf. occupancy voxel grid).

As seen in the above, a point cloud and mesh are similar in representation, and we can see mesh representation as an upgrade of a point cloud by defining faces filling the gap among points. In our system, a point cloud is exclusively used for processing depth images after being captured by depth sensors. Once a mesh representation is acquired from the point cloud observation of a scene, we no longer convert the mesh model back into a point cloud.

Compared to the point cloud and mesh representations, an occupancy voxel grid has different properties. Whereas a point cloud and mesh represent only data on the surface (points and faces), an occupancy voxel grid also contains values inside and outside the objects: inside is occupied $v_{ijk} = 1$, outside is unoccupied $v_{ijk} = 0$. The actual surface of the object is defined as the boundary of these inside-outside
values, typically as 0.5. This means that the surface is defined with the following *implicit equation* \( f(x) = 0 \):

\[
V(l_i) = V(p_i) = 0.5 \quad (2.34)
\]

\[
\Rightarrow V(p_i) - 0.5 = 0. \quad (2.35)
\]

Therefore, an occupancy voxel grid is called an *implicit surface representation*, and in contrast, a point cloud and a mesh are called an *explicit surface representation*. Implicit surface representation allows operations that are difficult in explicit representation. For example, two voxel grids that have the same coordinate system can easily compute boolean operations such as conjunction and subtraction of these grids:

\[
v^u_{klm} \lor v^b_{klm}, v_{klm} = v^u_{klm} \land \neg v^b_{klm}.
\]

Moreover, since an implicit representation has data points uniformly arranged in space, it can store extra information about these 3D locations such as labels of observed/unobserved areas, which is useful to differentiate confirmed-empty spaces from unobserved spaces, which are both represented as spaces with no data in point cloud and mesh representation.

Another significant advantage of voxel grids is the speed of data association. With Equation 2.30, a new 3D point \( p' \) can be promptly associated with a voxel \( v_{klm} \) to store extra data such as semantics or accumulated observations. A point cloud and mesh require nearest neighbor search to associate the new point \( p' \) with one of the points in the set \( p_i \in P \). This operation of finding the nearest points can take time, especially when the size of the point set becomes large, whereas association in voxel grids does not change in speed.

Although voxel grids have numerous advantages, they have several disadvantages. Firstly, voxel grids take large memory to store data compared to point clouds and meshes, as they also store data for non-surface volumes, which are the majority of space in most cases. This limitation can be relaxed to some extent by tree-based hierarchical representations of voxel grids that allow memory efficient storage using Octrees [Wurm et al., 2010, Riegler et al., 2017, Vespa et al., 2018], or by voxel hashing that only stores data for occupied voxels [Nießner et al., 2013, Kahler et al., 2015]. Also, as we have seen in the voxel association with rounding in Equation 2.31,
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A voxel grid representation requires discretization of data points, which sacrifices the accuracy of the data coordinate. One solution for this is reducing the voxel size $s$; however, because of memory constraints, this can only be done with some limits.

This thesis uses all of these representations in the systems of visual perception and motion generation, to exploit the advantages of each representation appropriately. Point clouds are mostly used in the early stage of the vision pipelines where depth information are processed; however, they are also used to keep the original precision of data points such as RGB-D-based pose prediction in Chapter 3. A voxel grid is used in the middle stage of the vision pipeline after converting from a point cloud to accumulate depth observations for reconstruction and pose estimation from multi-view observations in Chapter 3. Mesh representations are used throughout this thesis, from data generation and simulation at training time to motion planning and visualization at test time.

2.5 Robots

2.5.1 Manipulator: Franka Emika Panda

In this thesis, we predominantly use the Franka Emika Panda robot (Figure 2.6) as the manipulator in the experiments. Panda is a 7DoF arm with torque sensors in all 7 joints, a payload of 3kg, and a reach of 0.855m. Its total weight is around 18kg. The torque sensors installed on each joint allow adjustable stiffness and compliance of the arm with torque control. When the guiding button on the wrist is pressed, the arm will follow externally applied forces, allowing a user to teach motions to the robot intuitively. When controlled via software, if these torque sensors detect unexpected external forces, the robot can stop by itself to avoid critical damage to itself, objects, and people. Figure 2.6 shows our hardware setup, where we integrate the Panda robot with a suction gripper using a Dyson vacuum cleaner.

The Panda robot provides a control interface, the Franka Control Interface (FCI), which is composed of: *libfranka*, a C++ library that provides low-level control of the
Panda, and *franka_ros*, a ROS [Quigley et al., 2009] integration package supporting ROS control [Chitta et al., 2017].

We use ROS control and its joint position controller to actuate the Panda robot in our experiments. This joint position controller receives a trajectory as a list of joint positions, velocities, and times, and controls the joint motors to follow the trajectory. We compute the joint position with forward/inverse kinematics and motion planning, and determine velocities and times based on the maximum velocity limits of the Panda robot. These constraints are provided officially from Franka Emika at https://frankaemika.github.io/docs/control_parameters.html.

### 2.5.2 Forward Kinematics

Forward kinematics are the equations of a robot to compute the coordinates of the end-effector (e.g., gripper tip) from specified joint positions:

\[
\mathbf{r} = f(\mathbf{\theta}),
\]

where \( \mathbf{r} := [x, y, z, \theta_x, \theta_y, \theta_z]^T \) represents the end-effector pose, and \( \mathbf{\theta} \) refers the vector of the positions of each joint; for an \( n \)-DoF robot, \( \mathbf{\theta} \in \mathbb{R}^n \). We use forward
kinematics mainly to acquire the end-effector pose after sampling of joint positions during motion planning and after reading them from the controller.

The forward kinematics for an $n$-DoF robot are computed as a composite of the transformations at each link. These transformations are traced from the base link of the robots and composed as matrix multiplications using homogeneous transformations (§2.2.1):

$$\mathbf{T} = \mathbf{T}_{0l_n} = \mathbf{T}_{0l_1} \mathbf{T}_{l_1l_2} \ldots \mathbf{T}_{l_{n-1}l_n},$$

(2.37)

where $l_0$ represents the base link and $l_n$ represents the end-effector. From $\mathbf{T} = [T_{ij}]$, the Euler angle elements $\theta_x, \theta_y, \theta_z$ in $\mathbf{r}$ can be acquired with the conversion equations described in §2.2, and $x, y, z$ are equal to $T_{14}, T_{24}, T_{34}$.

To compute the transformation from link $l_{i-1}$ to link $l_i$, let us define the rotation axis of the $l_i$ as $\mathbf{n}_i$, the rotation angle as $\theta_i$, and the translation as $\mathbf{t}_i$ with respect to the origin of the parent link $l_{i-1}$. Using these parameters, the homogeneous transformation matrix of $l_i$ from $l_{i-1}$ can be written as:

$$\mathbf{T}_{l_{i-1}l_i} = \begin{bmatrix}
\mathbf{R}_n(\theta_i) \mathbf{t}_i \\
0 0 0 1
\end{bmatrix}.$$  

(2.38)

Here, $\mathbf{R}_n(\theta)$ refers Rodrigues’ rotation formula as follows:

$$\mathbf{R}_n(\theta) = \mathbf{I} + \sin \theta \mathbf{n} \times + (1 - \cos \theta) (\mathbf{n} \times)^2.$$  

(2.39)

### 2.5.3 Inverse Kinematics

Inverse kinematics is the inverse of forward kinematics to compute joint positions that correspond to a specified end-effector pose:

$$\mathbf{\theta} = f^{-1}(\mathbf{r}).$$

(2.40)

Unlike forward kinematics, which gives unique solutions, with $n$-DoF robots where $n > 6$ (6 DoF), this function can have multiple solutions for $\mathbf{\theta}$. We use inverse kinematics in this thesis to compute the joint positions to accomplish target grasp poses, and place poses of the robot during motion planning.
The inverse kinematics of \( n \)-DoF robots can be computed with an optimization process with Jacobian matrix \( J(\theta) \) of the forward kinematics function \( f(\theta) \). The differentiation of the equation of forward kinematics (Equation 2.36) with respect to time gives:

\[
\dot{\mathbf{r}} = \frac{\partial f}{\partial \theta}(\theta)\dot{\theta} = J(\theta)\dot{\theta},
\]

(2.41)

which represents the relation between the end-effector velocity and the joint velocities. If this Jacobian matrix is a regular matrix, this inverse relation can be acquired by simply computing inverse of the matrix, \( J^{-1} \):

\[
\dot{\theta} = J^{-1}(\theta)\dot{\mathbf{r}},
\]

(2.42)

from which \( \theta \) is optimized to get \( \mathbf{r} \) close to the target pose. However, generally the Jacobian matrix is not regular (especially \( n > 6 \)), so the pseudo inverse \( A^\# \) is used instead to substitute the inverse matrix:

\[
A^\# = \begin{cases} 
A^{-1} & (M = N = \text{rank}(A)) \\
(A\mathbf{A}^\top)^{-1} & (N > M = \text{rank}(A)) \\
(A^\top A)^{-1}A^\top & (M > N = \text{rank}(A))
\end{cases}
\]

(2.43)

for a matrix \( A = \mathbb{R}^{M \times N} \). When a robot have redundant joints \( n > 6 \), \( N \) is greater than \( M \), so \( J^\# = J^\top (JJ^\top)^{-1} \) is used. Using the pseudo inverse, the joint velocities can be written with modifying Equation 2.42:

\[
\dot{\theta} = J^\#(\theta)\dot{\mathbf{r}}.
\]

(2.44)

When a robot’s joint configuration becomes close to a singularity (\( J(\theta) \) becomes not full-rank), pseudo inverse-based optimization becomes unstable while \( |\dot{\theta}| \) become large. Therefore, the SR-Inverse (singularity robust inverse) \( J^\ast \) [Nakamura and Hanafusa, 1986] is commonly used as an alternative to the pseudo inverse \( J^\# \):

\[
J^\ast(\theta) = J^\top (JJ^\top + \epsilon \mathbf{I}),
\]

(2.45)

with a damping constant \( \epsilon \) to keep \( \dot{\theta} \) well-behaved near singularities.

We use SR-inverse-based optimization to solve inverse kinematics in this thesis.
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2.6 Physics Simulation

Physics simulation recreates a real-world occurrence by computer programs, called physics engine. A physics engine approximates certain physical processes such as collision detection, rigid body dynamics, soft body and fluid dynamics. Simulators are often classified as real-time or high-precision depending on their purpose and required precision. We adopt a real-time physics engine in this thesis for its speed. Real-time physics simulation is used throughout this thesis for data generation at training time and motion planning at test time.

We predominantly use the Bullet physics engine [Coumans et al., 2013]. Bullet features image rendering, rigid body simulations with gravity, friction, and contact forces, robot motor torques, and collision detection, and we use all of these in the systems built in this thesis.

Bullet requires convex-shaped mesh models for efficient collision detection, and if non-convex-shaped mesh models are given, it automatically treats their convex-hulls as the collision shape to compute collisions. For the general shaped object models including concavities, we use the V-HACD [Mamou and Ghorbel, 2009] algorithm to decompose them into a composite of convex shapes, convex decomposition. Figure 2.7 shows an example of convex decomposition using the power drill model from the YCB object dataset [Calli et al., 2015].

![Figure 2.7: Convex decomposition of a mesh model for collision detection.](image)
We use collision detection of physics engines to generate collision-free motions of the robot with motion planning of arm trajectory and grasp/place poses. To generate a collision-free trajectory, we use a widely-used motion planning algorithm, RRT-Connect [Kuffner and LaValle, 2000], integrating a sampling-based motion planning library OMPL [Sucan et al., 2012] with the physics engine. Figure 2.8 shows an example, in simulation, of a robot avoiding collision with a red wall to move a green cube from left to right in the workspace. In this case, the start and end joint configurations (left and right positions) are given and the motion planner generates the intermediate trajectory between them.

![Figure 2.8: Motion planning of arm trajectory from one place to another without colliding the obstacle (red wall).](image)

Rendering is also a crucial component of a physics engine to simulate vision-based robotics systems in the real world. Along with RGB and depth images, which correspond to the sensor information captured by an RGB-D camera in the real world, object ground truth masks can also be acquired in simulation. Figure 2.9 shows an example of rendering 640 × 480 images of RGB, depth, and object masks of objects in a pile, where object masks are overlaid representing different objects with different colors. In this thesis, we use such rendered RGB-D images and masks to train models for vision pipelines such as object detection and pose estimation, and motion planning such as grasp pose generation based on surface orientation and object visibilities.
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![Figure 2.9: Rendering of RGB-D and object masks with a physics engine.]

2.7 Deep Learning

Deep learning refers to machine learning methods that use artificial neural networks (ANNs). ANNs were inspired by the signal processing and distributed communication in biological neurons, where each neuron reacts to its inputs to output a new signal that is passed to the next neuron. The term “deep” in deep learning refers to the use of many layers, and often ANNs that have more than 3 layers are called deep neural networks (DNN).

2.7.1 Fully-Connected Layer

The most basic architecture of DNNs is a fully-connected layer. It computes an output \( y \) as the weighted sum of the input signals \( x \) with a shifting parameter bias \( b \), introducing a non-linearity with an activation function \( f \) to expand the expressiveness:

\[
y = f(Wx + b),
\]

where \( x \in \mathbb{R}^m, \ y \in \mathbb{R}^n, \ W \in \mathbb{R}^{n \times m}, \ b \in \mathbb{R}^n \). Common activation functions are: step functions, softmax functions, sigmoid functions, and rectified linear functions (ReLU). A simple feedforward neural network model is composed of sequential fully-connected layers:

\[
x_{i+1} = f_i(W_ix_i + b_i) \quad (i = 1 \ldots l)
\]

where \( l \) refers to the number of layers, and \( x_1 \) and \( x_n \) refer to the input and output of the network model. The layers of \( 1 <= i <= l - 1 \) are called a hidden layer, and the one of \( i = l \) is called a output layer.
The output of the hidden layer $x_i$ is also called a *feature*. In hidden layers, ReLU is one of the most commonly used activation function $f_i$:

$$\text{ReLU}(z) = \max(0, z) = \max_0(z), \quad (2.48)$$

which computes an element-wise max, $\max_0$, comparing against 0 and zeroing the negative elements.

The output of the output layer $x_l$ is used to compute an appropriate loss, with which the parameters of the network model $W_i, b_i$ are optimized to minimize the loss. For the output layer, an appropriate activation is selected based on the prediction target. The most basic activation is an identity function, which is often used for regression problems:

$$\text{Identity}(z) = z, \quad (2.49)$$

sigmoid function for binary classification:

$$\text{Sigmoid}(z) = \frac{1}{1 + e^{-z}} \quad (2.50)$$

and softmax function for multi-class classification problems:

$$\text{Softmax}(z) = \frac{e^z}{\sum_i e^{z_i}}. \quad (2.51)$$

A fully connected layer connects every signal of the input $x_i$ to the output $y_i$ (dense connection). When a deep neural network has many layers, this dense connection gives numerous combinations of output signals, achieving powerful expressiveness of the model. However, when the dimension of the input $m_1$ of $x_1 \in \mathbb{R}^{m_1}$ becomes large (e.g., images), fully connected layers have huge number of parameters of the dense matrix, $W_1 \in \mathbb{R}^{m_2 \times m_1}$, causing problems with memory allocation and difficulties in parameter optimization. A naive solution would be to reduce dimensionality immediately at the initial layer, making $m_2$ smaller, but this approach restricts the expressiveness of the model by losing a large amount of information at the first layer.
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2.7.2 Convolutional Layer

Convolutional layers [LeCun et al., 1998] mitigate the problem of fully-connected layers by introducing convolutional operations during the output computation:

\[ y = f(W \ast x + b), \]  

(2.52)

where \( \ast \) refers to a convolutional operation. A convolutional layer treats the input \( x \) as a matrix (e.g., an image) instead of a vector, taking into account the spatial structure of images. It encapsulates the strong prior that natural images have self-similar structure at different pixel locations.

When an \( h \times w \) image is given as the input, a fully-connected layer processes this as an \( hw \)-sized vector connecting every input of the pixels to every output for the next layer. A convolutional layer, however, treats this input as a \( h \times w \) matrix and applies convolutions, computing the weighted sum locally, which restricts the region of computation with a restricted area of connection within the local window. The local window represented by a weight \( W \) is also called kernel and the window size is called kernel size. With a kernel size of \( k \), the weight is 4D tensor \( W \in \mathbb{R}^{n \times m \times k \times k} \), mapping \( m \)-channel image-shaped features into \( n \)-channels.

Figure 2.10 depicts the convolutional operations with a 1-channel \( 8 \times 8 \) image (e.g., a gray-scale image that contains pixel intensities) generating 1-channel output using a kernel sized \( 3 \times 3 \). The kernel is slid across the input image by shifting the position. This sliding step is called the stride, and Figure 2.10 shows an example with a stride of 1. This sliding window operation is applied from top-left corner to the right-bottom corner, and makes the size of output smaller than the input image (in this case \( 8 \times 8 \) to \( 6 \times 6 \)). To avoid this image size change, padding is often used where every corner of the image filled with zero (zero-padding). This padding operation turns the input image size from \( 8 \times 8 \) to \( 10 \times 10 \), so that the output size the same as the input image size, \( 8 \times 8 \). In practice, the sliding-window operation of a convolutional layer is computed in parallel on a GPU, since each operation at different pixel locations is independent.
In the general case with $m, n$-channel images, the kernel computes matrix multiplication at each pixel and sums over it:

$$y = f \left( \sum_{i}^{k} \sum_{j}^{k} W_{ij} x_{i'j'} + b \right),$$

(2.53)

where $i', j'$ refer to the index of the image pixel corresponding to the convolutional kernel (in the case of $3 \times 3$ kernel, this index of $i', j'$ iterates the center of the sliding window and its 8 neighbors), and $y \in \mathbb{R}^{n \times h \times w}, x \in \mathbb{R}^{m \times h \times w}, x_{i'j'} \in \mathbb{R}^{m}, W \in \mathbb{R}^{n \times m \times k \times k}, W_{ij} \in \mathbb{R}^{n \times m}, b \in \mathbb{R}^{n}$.

The convolutional layers reduce the number of parameters involved in a neural network compared to a fully-connected layer. With a $h \times w, m$-channel image given as input, a fully-connected layer treats this a vector with $hwm$ dimension: $W \in \mathbb{R}^{n \times hwm}$, which is often huge especially with high-resolution images. With a convolutional layer, however, the image structure $h \times w$ is kept while producing the feature map $y$, and $W$ is reused across images at different positions allowing the weight parameter
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size to be small: \( \mathbf{W} \in \mathbb{R}^{n \times m \times k \times k} \), \( k \) is often chosen from \( k = 3, 5, 7 \). This small number of parameters compared to a fully-connected layer allows convolutional layers to be faster and easier to train even when many layers are stacked to construct deep architectures to increase the expressiveness with the parameter combinations.

_Pooling_ is widely used with convolutional layers to build a neural network. A pooling layer reduces the spatial dimensions of the input to build a condensed feature map. A pooling operation is similar to convolution, but does not have any learning parameters (weights) and processes the input values with deterministic operations to compute outputs such as max for _max-pooling_ and average for _average-pooling_. These pooling layers also have kernel sizes similarly to convolutional layers and apply their deterministic operations inside the kernel. The stride is selected appropriately to reduce image dimensions, for example, the size of the feature map is halved with a stride of 2. The kernel size is chosen to be larger than or equal to the stride to cover the whole image during the operation such as kernel size \(2 \times 2\) with stride 2 and kernel size \(4 \times 4\) with stride 3 (kernel size \(2 \times 2\) with stride 3 skips some pixels).

_Upsampling_ is the inverse layer of pooling. It uses deterministic operations such as bilinear interpolation to resize feature maps. Similarly to pooling operations, upsampling is combined with convolutional layers, and is used to restore the original resolution of an image after downsampling by pooling layers. Upsampling layers are usually used in the later stages of a neural network model. This image-form output is often used for pixel-wise regression and classification such as optical flow [Ilg et al., 2017, Sun et al., 2018] and semantic segmentation [Ronneberger et al., 2015, Zhao et al., 2017].

When building a network architecture with many layers, convolutional layers and pooling layers can be combined with fully-connected layers to predict vector-shaped outputs. After several pooling operations for downsampling and dimensional reduction, the resolution of feature map can be small enough to vectorize and process with fully-connected layers. From the vectorized features, these fully-connected layers predict outputs such as regression values or classification probabilities with
We use the above-mentioned layers to build neural network models throughout the
thesis. The convolutional and pooling layers in our model extract features from 2D
images such as RGB and depth images for visual object recognition (object detection;
pose estimation) in Chapter 3 and motion generation in Chapter 4, Chapter 5. We
also use 3D convolutional layers to process voxel grids to extract 3D features to
object poses in Chapter 3, and use fully-connected layers to predict the score of
motions, from which appropriate ones are selected according to the scene states for
motion generation in Chapter 4 and Chapter 5.

2.7.3 Gradient-based Optimization

The learnable parameters of neural network layers (weights and biases) are optimized
to minimize a certain loss function. For this optimization, gradient descent is widely
used as a first-order optimization algorithm, which iteratively steps the parameters
in the negative direction of the gradient with respect to the loss function to find the
minimum of the function.

With a loss function $\mathcal{L}(\theta)$ and parameters $W_i, b_i \in \theta$, the goal of this optimization
is to update the parameters $\theta$ in the direction that reduces the loss to minimize $\mathcal{L}$:

$$\theta_{t+1} = \theta_t - \alpha \frac{\partial \mathcal{L}}{\partial \theta_t},$$

where $t, t+1$ refer to training steps, and $\alpha$ is the learning rate, which defines the size
of the steps.

When computing the gradient of the loss function $\frac{\partial \mathcal{L}}{\partial \theta_t}$, there are variations of
how many training examples are used. Standard gradient descent uses all training
examples in the dataset. Although this operation gives the true gradient, it is usually
slow to converge when the dataset size becomes large, and prone to local minima
where the gradient becomes 0.

Stochastic gradient descent (SGD) and mini-batch gradient descent are used to
mitigate this problem. In SGD, a single training example is randomly selected from
the dataset to compute the gradient. The stochasticity of how close the computed gradient is to the true gradient makes the optimization more robust to local minima. Despite these advantages, SGD restricts the computation of each step to a single example, not benefitting from parallel computation. Mini-batch gradient descent is in-between of the two approaches of gradient descent and SGD, and it uses several examples (a mini-batch) to compute the gradient. The size of this mini-batch (batch size) is selected to be small enough to have the benefit of stochasticity and large enough to maximize the benefit of parallel computation. Since the difference between mini-batch stochastic gradient and SGD is just the batch size and the batch size is often selected to be much smaller than dataset size, mini-batch gradient descent is often also considered as SGD. Later on we use the term SGD to refer to both methods.

The gradient $\frac{\partial L}{\partial \theta}$ can be interpreted as the velocity of a ball on the loss curve, and momentum is also used as a physical analogue to smooth noisy gradients and better move the parameters with the accumulation of past gradients:

\begin{align*}
v_{t+1} &= \beta_1 v_t + (1 - \beta_1) \frac{\partial L}{\partial \theta_t}, \quad (2.55) \\
\theta_{t+1} &= \theta_t - \alpha v_{t+1}, \quad (2.56)
\end{align*}

where, $\beta_1$ specifies exponential decay of momentum, which is often set to 0.9. This variant is called Momentum SGD.

Another approach to smooth the noisy gradient is called RMSProp. Whereas Momentum SGD modifies the gradient with accumulation, RMSProp adjusts the learning rate based on the gradient:

\begin{align*}
s_{t+1} &= \beta_2 s_t + (1 - \beta_2) \frac{\partial L^2}{\partial \theta_t}, \quad (2.57) \\
\theta_{t+1} &= \theta_t - \frac{\alpha}{\sqrt{s_{t+1} + \epsilon}} \frac{\partial L}{\partial \theta_t}, \quad (2.58)
\end{align*}

where $\beta_2$ refers to the exponential decay of the learning rate scalar, and $\epsilon$ is a small scalar to avoid division by zero.
Adam [Kingma and Ba, 2015] is a method that combines Momentum SGD and RMSProp to handle noisy gradients:

\[
\begin{align*}
    v_{t+1} &= \beta_1 v_t + (1 - \beta_1) \frac{\partial L}{\partial \theta_t}, \\
    s_{t+1} &= \beta_2 s_t + (1 - \beta_2) \frac{\partial L^2}{\partial \theta_t}, \\
    \theta_{t+1} &= \theta_t - \frac{\alpha}{\sqrt{s_{t+1}} + \epsilon} v_{t+1},
\end{align*}
\]

(2.59) \quad (2.60) \quad (2.61)

taking advantages of both methods.

In this thesis, we predominantly use Adam as the optimizer for training neural network models in our system.
2. Preliminaries
3.1 Introduction

As discussed in Chapter 1, the ability to build semantic world models using on-board cameras is vital for robots to complete long-horizon manipulations and varied tasks.
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Figure 3.1: MoreFusion, our object-level semantic mapping system, produces accurate 6D object pose predictions by explicitly reasoning about occupied and free space via a volumetric map.
3.1. Introduction

A complete semantic world model composed of object CAD models allows manipulations in complex scenes (e.g., object piles) enabling reasoning about inter-object geometric relationships (e.g., contact, support) and object-specific manipulations (e.g., desired grasp points, place poses). However, inferring object configurations in cluttered environments such as piles (Figure 3.1) is challenging even with state-of-the-art methods for object detection [Li et al., 2017, He et al., 2017] and pose estimation [Xiang et al., 2018, Wang et al., 2019] due to the limited visibility of objects that are mutually occluding and in contact. In such situations, it is crucial for the vision system to exploit multi-view observations and the geometric relationships among objects, which are often not used in previous work that focuses on single-view and per-object pose estimation.

In this chapter, we present a vision system that tackles semantic mapping of objects (object-level semantic mapping) in such challenging scenes, producing a persistent 3D multi-object representation from multi-view images. Our system, More-Fusion, has four main components, as highlighted in Figure 3.2: 1) 2D object detection is fed to object-level fusion to make a volumetric occupancy map of objects. 2) A pose prediction network that uses RGB-D data and the surrounding occupancy voxel grid makes 3D object pose estimates. 3) Collision-based pose refinement jointly optimizes the poses of multiple objects with differentiable collision checking. 4) The intermediate volumetric representation of objects is replaced with information-rich CAD models. This system runs in real-time using a single RGB-D camera.

Our system takes full advantage of depth information and multiple views to estimate mutually consistent object poses. The initial rough volumetric reconstruction is utilized for neural network-based pose prediction and collision-based pose refinement by using the knowledge of these objects’ surrounding geometry as occupancy information. This visual capability to infer the poses of multiple objects with occlusion and contact enables robotic planning for pick-and-place in a cluttered scene. An example of this is removing obstacle objects for picking the target red box in Figure 3.1.
Our 6D pose estimation system.

Object segmentation masks from RGB images are fused into a volumetric map, which denotes both occupied and free space (a). This volumetric map is used along with RGB-D data of a target object crop to make an initial 6D pose prediction (b). This pose is then refined via differentiable collision checking (c) and then used as part of a CAD alignment stage to enrich the volumetric map (d).

Figure 3.2: Our 6D pose estimation system.

Object-level Semantic Mapping for Manipulation
3.2. Related Work

In summary, the following contributions are made in this chapter:

- **Pose prediction with surrounding spatial awareness.** A neural network-based model uses occupancy voxel grids as impenetrable space during object pose prediction;

- **Joint optimization of multi-object poses,** in which the scene configuration with multiple objects is evaluated and updated by gradient-based optimization with differentiable collision checking;

- **Full integration of semantic mapping of objects** in a real-time system, in which the object-level volumetric reconstruction is exploited for incremental and accurate pose estimation.

3.2 Related Work

**Template-based** methods are one of the main approaches to pose estimation. Traditionally, these methods involve generating templates by collecting images of the object from varying viewpoints in an offline training stage and then scanning the template across an image to find the best match using a distance measure [Huttenlocher et al., 1993, Steger, 2001]. These methods are sensitive to clutter, occlusions, and lighting conditions, leading to many false positives, which in turn require post-processing. LINEMOD [Hinterstoisser et al., 2011, Hinterstoisser et al., 2012a] is a template-based method that generates templates by combining silhouette gradient orientations from RGB images and surface normal orientations from depth images — improving the detection of texture-less objects in cluttered scenes. Extensions of this method involve the use of 3D models to generate many templates of the objects from different viewing angles [Hinterstoisser et al., 2012b], as well as an effort to increase their speed using a cascade framework [Rios-Cabrera and Tuytelaars, 2013].

**Sparse feature-based** methods have been a popular alternative to template-based methods for many years [Lowe, 2001, Nister and Stewenius, 2006, Philbin
et al., 2007]. These methods extract scale-invariant points of interest from images, describing them with local descriptors such as SIFT [Lowe, 2004] or SURF [Bay et al., 2008], and then storing them in a database to be later matched at test time to obtain a pose estimate using a method such as RANSAC [Fischler and Bolles, 1981]. This processing pipeline can be seen in manipulation systems such as MOPED [Collet et al., 2011], where structure from motion is used to merge the information from each training image into a sparse 3D model, which is used to obtain the pose based on 3D point-to-point correspondences between a stored model and the test model. MOPED has inspired further work, such as the addition of depth information at multiple stages in the pipeline [Tang et al., 2012]. Recently, instead of using hand-crafted features, they have been learned through examples [Holzer et al., 2012, Rosten et al., 2008]. As these methods look for features in the input data, they assume that objects have sufficient texture, leading to poor performance or failure on texture-less objects.

The use of deep neural networks is now prevalent in the field of 6D pose estimation. PoseCNN [Xiang et al., 2018] was one of the first systems to train an end-to-end system to predict an initial 6D object poses directly from RGB images, which was then refined using depth-based ICP [Besl and McKay, 1992]. Recent RGB-D-based system includes PointFusion [Xu et al., 2018] and DenseFusion [Wang et al., 2019], which individually process the two sensor modalities (convolutions for RGB, PointNet [Qi et al., 2017] for point-cloud), and then fuse them to extract pixel-wise dense feature embeddings. Our work is most closely related to these RGB-D and learning-based approaches with deep neural networks. Unlike prior work that tackles pose estimation with per-object pose prediction using a point cloud, our method predicts each object’s pose by utilizing a more structured volumetric representation that also incorporates the geometric information of surrounding objects, allowing inter-object consistency reasoning.
3.3 Method

Our system estimates the 6D pose of a set of known objects given RGB-D images of a cluttered scene. Each object has an associated mesh model with complete geometry and texture (CAD model), and the goal of the system is to estimate the transformation between the world model and the CAD model. We represent 6D poses as a homogeneous transformation matrix $T = [R|t] \in SE(3)$, where $R \in SO(3)$ is the rotation matrix and $t \in \mathbb{R}^3$ is the translation vector.

The system, summarized in Figure 3.2, can be divided into four key stages. (1) An object-level volumetric fusion stage that accumulates depth measurements with the object instance masks predicted by object detection along with camera tracking to produce a persistent volumetric map of known and unknown objects. (2) A volumetric pose prediction stage that uses the surrounding geometric information from the volumetric map along with the RGB-D and object’s masks to produce an initial pose prediction for each of the objects. (3) A collision-based pose refinement stage that jointly optimizes the pose of multiple objects via gradient descent using differentiable collision checking between object CAD models and the occupancy voxel grids extracted from the volumetric map. (4) A CAD alignment stage that replaces the intermediate voxel grid reconstruction of each object with a CAD model, which contains more rich information in a compact representation (matrix of voxel grid vs. integer ID of the CAD model). In the following sections, we describe the details of each of these stages.

3.3.1 Object-level Volumetric Fusion

Building a volumetric map is the first stage of object-level semantic mapping, allowing the system to gradually increase its knowledge about the scene until it achieves confident poses of the detected objects. For volumetric fusion, we build a pipeline similar to previous work [McCormac et al., 2018, Sünderhauf et al., 2017, Xu et al., 2019], combining RGB-D camera tracking, object detection, and depth-based volumetric reconstruction.
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**RGB-D Camera Tracking**

Given that the camera is mounted on the end of a robotic arm, we can retrieve the accurate pose of the cameras using forward kinematics (§2.5.2) and the well-calibrated parameters of the camera: intrinsic parameters for the projection (§2.3.2), and extrinsic parameters for transformation between the camera and the robot arm. However, to also allow our system to be used with a hand-held camera, we adopt the sparse SLAM framework ORB-SLAM2 [Mur-Artal and Tardós, 2017] for camera tracking. Unlike its monocular predecessor ORB-SLAM [Mur-Artal and Tardós, 2014], ORB-SLAM2 allows RGB-D input and tracks camera pose in metric space, providing the accurate scale of the map and camera positions. This is crucial for the subsequent volumetric reconstruction stage where we accumulate depth measurements into a 3D voxel grid in metric space.

**Object Detection**

Following prior work [McCormac et al., 2018, Xu et al., 2019], we use the state-of-the-art object detection system, Mask R-CNN [He et al., 2017] to acquire object masks from RGB images. Mask R-CNN receives an RGB image as input and processes it with convolutional layers to extract features, which are processed by another convolutional layer to predict an initial guess of object bounding boxes with object existence probabilities. These initial guesses are used as the region of interest (ROI) to extract the features only inside the region with a pooling operation called ROI-Align. These pooled features are further processed to predict object classes, refined bounding boxes, and object masks with subsequent fully-connected and convolutional layers.

We train this object detection model to detect the YCB objects [Calli et al., 2015] using existing datasets [Wada et al., 2020, Xiang et al., 2018], which are a mix of real and synthetic images. Although this model is fairly accurate, it can give false positives with a low threshold of detection confidence, so we use a relatively high confidence threshold of 75%. This high threshold favors false negatives in detecting objects; however, the multi-view prediction allows the model to run on multiple
frames, and eventually finds objects with a confident prediction.

### Volumetric Reconstruction

We use volumetric occupancy reconstruction to track objects and accumulate depth observations in different views. For efficient accumulation, we use the Octree-based occupancy volumetric fusion framework, OctoMap [Hornung et al., 2013]. Its Octree structure allows us to efficiently query the associated voxel \( v \in V \) for a query 3D point from new observation \( z_t \), and the occupancy probability of the voxel \( p(v|z_{1:t}) \) at time \( t \) is updated with new observation \( p(v|z_t) \) with a Bayesian update:

\[
\text{logit}(v|z_{1:t+1}) = \text{logit}(v|z_{1:t}) + \text{logit}(v|z_t) \\
\text{where } \text{logit}(p(x)) = \log \left( \frac{p(x)}{1 - p(x)} \right).
\]

As we collect the observations \( z_t \) from the moving camera, we fuse the new observations into the surface reconstruction, filtering sensor noise and building an accurate reconstruction of the objects.

To associate a 3D point from the observation \( z_t \) with the corresponding voxel \( v^o \in V^o \) of an object \( o \), we have two tracking mechanisms for camera and object instances. Camera tracking provides the transformation from the camera to the map frame, and in our system, this is given by either the forward kinematics of the robotic arm or an external RGB-D SLAM system as mentioned before. Object instance tracking gives the corresponding voxel grid of an object instance in which the new depth observation is accumulated. Object tracking is achieved via comparisons of the 2D binary masks of the detected masks \( D_i \) and rendered masks \( M^o \) of the mapped objects. The detected masks \( D_i \) are obtained by object detection and the rendered masks \( M^o \) are given by the projection of the voxel grid of each mapped object. Comparison is accomplished by computing the intersection over the union (IoU) between these masks:

\[
\text{IoU}_i^o = \frac{M^o \land D_i}{M^o \lor D_i}.
\]

When this metric (IoU_i^o) is over a threshold of 0.4, \( D_i \) is recognized as another observation of the object \( o \) and accumulated into its voxel grid \( V^o \). Otherwise, a
new voxel grid is initialized to reconstruct a new instance of an object.

We use this object-level volumetric reconstruction as an intermediate representation, which only contains information about the visible surface of an object. In the later stages of the system pipeline, this representation will be replaced by a CAD model, which is much more compact and includes complete geometric information (e.g., the back surface).

3.3.2 Volumetric Pose Prediction

Our system retrieves surrounding geometry from the volumetric map assist to the pose prediction of the objects. The surrounding geometry is extracted and represented as occupancy voxel grids, and is fed into the pose prediction model to predict a consistent pose estimate by incorporating spatial awareness of the surrounding objects. In this section, we describe how this surrounding information is represented and used in pose prediction.

Occupancy Voxel Grids as Surrounding Information

Each target object for pose prediction carries its occupancy voxel grid. The voxels that make up this grid can be in one of the following states as shown in Figure 3.3:

1. Space occupied by the object itself, $V_{self}$ from the target object reconstruction, where depth measurements are accumulated.
2. Space occupied by other objects, $V_{other}$ from the volumetric reconstruction of the surrounding objects.
3. Free space $V_{free}$ where depth rays have passed through and there were no depth measurements.
4. Unknown space $V_{unknown}$, unobserved during the volumetric mapping because of occlusions or sensor range limits.

Ideally, the bounding box of surrounding information should cover the whole volume of the target object even if it is occluded. This means the bounding box size should change depending on the target object size. Since we need to use a fixed voxel dimension for neural network-based prediction (e.g., $32 \times 32 \times 32$), we use a different voxel sizes for each object. Given the CAD model of each object, we compute the
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(a) Scene
(b) Self ($V^{self}$)
(c) Other ($V^{other}$)
(d) Free ($V^{free}$)
(e) Unknown ($V^{unknown}$)

Figure 3.3: Surrounding spatial information. These figures show the occupancy grid ($32 \times 32 \times 32$ voxels) of the red bowl. The free (d) and unknown (e) grids are visualized with points instead of cubes for clarity.

The voxel size is set to be the length of the diagonal divided by the voxel dimension.

**Pose Prediction Network**

The initial 6D pose of each object is predicted via a deep neural network that accepts both the occupancy voxel grids ($\S 3.3.2$) and masked RGB-D images. The architecture is summarized in Figure 3.4, and can be categorized into 4 core components:

1. 2D feature extraction from RGB using a ResNet;
2. Point-wise encoding of RGB features and point cloud;
3. Voxelization of the point-wise features followed by 3D convolutions;
4. Point-wise pose prediction from both 2D and 3D features.

**2D Feature Extraction from RGB**  Even when depth measurements are available, RGB images still carry vital sensor information for precise pose prediction. With their color and texture detail, RGB images can be an especially strong signal for the pose prediction of highly-textured objects. Moreover, for geometrically sym-
Figure 3.4: Network architecture for pose prediction using masked RGB-D images of the target object and surrounding information represented by occupancy grids.
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Metric objects, this texture information is crucial for resolving the ambiguity of the object poses, which cannot be accomplished only with depth observations.

Following [Wang et al., 2019, Xu et al., 2018], we use a ResNet18 [He et al., 2016] with added upsampling layers [Zhao et al., 2017] to extract features from masked RGB images. Though both prior methods [Wang et al., 2019, Xu et al., 2018] used cropped images of objects with a bounding box, we used masked images which makes the network invariant to changes in background appearance, and also encourages it to focus on retrieving surrounding information using the occupancy grids. For feature extraction, the original input image is first downsampled by 8 and then upsampled to the original image size while downscaling the channel size from 512 to 32. Unlike [Zhao et al., 2017], we resize the input image to the same size: 256 × 256, for faster batch inference.

Point-wise Encoding of RGB Features and Point Cloud

Similarly to previous work on RGB-D pose estimation [Xu et al., 2018, Wang et al., 2019], both the RGB features and extracted point-cloud points (using the target object mask) are encoded via several fully connected layers (similar to the PointNet architecture [Qi et al., 2017]) to produce point-wise features, which are then concatenated.

The RGB features and point cloud increase the channel size with 2 fully connected layers for each (RGB features: 32 → 64 → 128, point cloud: 3 → 8 → 16). We keep the same channel size as [Wang et al., 2019] for encoding RGB but reduce the channel size for point cloud encoding. This is because, in contrast to a PointNet-based approach [Wang et al., 2019], our 3D-convolution-based approach provides the location information for each point via the volumetric structure of the feature voxel grid. High dimensional encoding would be unnecessarily redundant.

After this separated encoding of RGB and point cloud point-wise features, we concatenate them at the first ⊕ from the left in Figure 3.4. From each output from two fully connected layers, concatenation gives two point-wise feature vectors which have 72(= 64 + 8) and 144(= 128 + 16) channels respectively.
Voxelization and 3D Convolutional Processing  From these point-wise features, we build a feature grid by averaging the features associated with the same voxels. Having the same dimensions as the occupancy grid, this feature volume can be combined with the occupancy grid extracted from volumetric fusion. The concatenated voxel grid is processed by 3D convolutional layers to extract hierarchical 3D features, reducing the voxel dimension and increasing the channel size. We process the original grid (voxel dimension: 32) with 2-stride convolutions to produce hierarchical features (voxel dimension: 16, 8).

An important design choice in this pipeline is to perform 2D feature extraction before voxelization, instead of directly applying 3D feature extraction on the voxel grid of raw RGB pixel values. Though 3D convolutions and 2D convolutions have similar behavior when processing RGB-D input, it is hard to use 3D convolutions on a high-resolution grid, unlike a 2D image, and also the voxelized grid can have more missing points than an RGB image because of sensor noise in the depth image.

Point-wise Pose Prediction from 2D-3D Features  To combine the 2D and 3D features for pose prediction, we extract points from the 3D feature grid that correspond to the point-wise 2D features with trilinear interpolation. During this interpolation, the original locations of 3D points is mapped into voxel coordinates to extract features from neighboring voxels. These 3D and 2D features are concatenated as point-wise feature vectors for pose prediction, from which we predict pose \( \hat{\mathbf{R}}_i | \hat{\mathbf{t}}_i \) and confidence \( c_i \) as in [Wang et al., 2019]. The rotation matrix \( \hat{\mathbf{R}}_i \) is constructed from the quaternion predicted by the network. From the predicted confidence scores, we choose the most confident pose as the final prediction.

Training the Pose Prediction Network

Training Loss  To train pixel-wise pose prediction, we use a training loss similar to DenseFusion [Wang et al., 2019], which is an extended version of the model alignment loss of PoseCNN [Xiang et al., 2018]. For each pixel-wise prediction, this loss computes the average distance between corresponding points of the object
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model transformed with ground truth and the predicted poses (pose loss).

Let \( [R|t] \) be the ground truth pose, \( [\hat{R}_i|\hat{t}_i] \) be the \( i \)-th point-wise prediction of the pose, and \( p_q \in P \) be a point sampled from the object model. The pose loss is formulated as:

\[
L_i = \frac{1}{|X|} \sum_{q} \| (R_pq + t) - (\hat{R}_i, p_q + \hat{t}_i) \|.
\] (3.3)

For symmetric objects, which have ambiguity in the correspondence with the object model, the nearest neighbor of transformed points is used as the correspondence (symmetric pose loss):

\[
L_i = \frac{1}{|X|} \sum_{q} \min_{p_q' \in X} \| (R_pq + t) - (\hat{R}_i, p_q' + \hat{t}_i) \|.
\] (3.4)

The confidence of the pose prediction is trained with these pose losses in an unsupervised way. Let \( N \) be the number of pixel-wise predictions and \( c_i \) be the \( i \)-th predicted confidence. The final training loss \( L \) is formulated as:

\[
L = \frac{1}{N} \sum_i (L_i c_i - \lambda \log(c_i)),
\] (3.5)

where \( \lambda \) is the regularization scaling (we use \( \lambda = 0.015 \) following [Wang et al., 2019]).

Local Minima in Symmetric Pose Loss  Though the symmetric pose loss (Equation 3.4) is designed to handle symmetric objects using nearest neighbor search, we found that this loss is prone to get stuck to local minima compared to the standard pose loss (Equation 3.3), which uses 1-to-1 ground truth correspondence with the object model. Figure 3.5b shows the examples where the symmetric pose loss struggles to avoid local minima with a non-convex object.

To tackle this issue, we introduce a warm-up stage with a standard pose loss (e.g., 1 epoch) during training before switching to the symmetric pose loss. This training strategy with warm-up allows the network first to be optimized for pose prediction without the local minima problem though ignoring symmetries, and then to be optimized while considering symmetries. This gives much better results for pose estimation of symmetric objects with non-convex shapes (Figure 3.5c).
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(a) Scene  (b) Symmetric pose loss  (c) With loss warm-up

Figure 3.5: **Avoiding local minima with loss warm-up.** Our loss warm-up (c) gives much better pose estimation for complex-shaped (e.g., non-convex) symmetric objects, for which a symmetric pose loss (b) is prone to local minima.

3.3.3 Collision-based Pose Refinement

In the previous section, we showed how we combine image-based object detection, RGB-D images, and volumetric reconstruction of the shapes of nearby objects to make per-object pose predictions with a network forward pass. This per-object pose prediction can often give good initial pose estimates, but not necessarily a mutually consistent set of estimates for objects that are in close contact with each other. In this section, we, therefore, introduce a test-time pose refinement module that can jointly optimize the poses of multiple objects.

For joint optimization, we introduce differentiable collision checking, by composing occupancy voxelization of the object CAD model, and an intersection loss between occupancy grids. As both are differentiable, this allows us to optimize object poses using gradient descent with optimized batch operation on a GPU.

An alternative approach would be sequential refinement by confirming each hypothesis one by one and feeding the confirmed hypotheses to the prediction network.
However, this approach requires a heuristic to choose the refined object for each step (e.g., closest-to-furthest from the camera for less-to-most-occluded), and one-by-one forward passes of the network, which would be generally much slower than a batch operation.

**Differentiable Occupancy Voxelization**

The voxelization of feature vectors mentioned in §3.3.2 uses feature vectors using points and is differentiable for the feature vector. In contrast, the occupancy voxelization needs to be differentiable for the points to optimize the transformation that produces these point locations. This means the values of each voxel in the occupancy grid must be a function of the points, which have been transformed by the estimated object pose.

Let $p_q$ be a point, $s$ be the voxel size, and $p^g$ be the origin of the voxel (i.e., left bottom corner of the voxel grid). We can transform the point into a voxel coordinates with:

$$l_q = \frac{p_q - p^g}{s} \quad (3.6)$$

For the index $u_k = [k, l, m]^T \in \mathbb{N}^3$ of each voxel $v_k$ we compute the distance $\delta$ from the point:

$$\delta_{qk} = ||u_k - l_q||. \quad (3.7)$$

The occupancy value of each voxel is determined to be proportional to the distance from the nearest point, resulting in the occupancy value of the voxel $v_k$ computed as:

$$\delta_k = \min(\delta', \min_q(\delta_{qk})) \quad (3.8)$$

$$v_k = 1 - \frac{\delta_k}{\delta'}, \quad (3.9)$$

where $\delta'$ is the distance threshold.
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**Occupancy Voxelization for a Target Object**

This differentiable occupancy voxelization gives occupancy grids from an object model and hypothesized object pose. For a target object $o_m$, the points sampled from its CAD model $p_q$ are transformed with the hypothesized pose $[R_m|t_m]$: $p'_q = R_m p_q + t_m$, from which the occupancy value is computed. The point is uniformly sampled from the CAD model (including internal parts), and gives a hypothesized occupancy grid for the target object $g_{m}^{\text{target}}$.

Similarly, we perform this voxelization for the surrounding objects $\tilde{o}_n$. Unlike the target object voxelization, the surrounding objects $\tilde{o}_n$ are voxelized in the voxel coordinates of the target: $p'_q = (p'_q - p_{m}^{\text{grid}})/s_m$ where $p_{m}^{\text{grid}}$ is the occupancy grid origin of the target object and $s_m$ is its voxel size. This gives the hypothesized occupancy grids for surrounding objects of the target object: $V_{n,\text{nontarget}}$.

**Intersection Loss for Collision Check**

Occupancy voxelization gives the hypothesized occupied space of the target $V_{m,\text{target}}$ (the $m$-th object in the scene) and the surrounding objects $V_{n,\text{nontarget}}$. The occupancy grids of surrounding objects are built in the voxel coordinates (center, voxel size) of the target object and aggregated with an element-wise max operation:

$$V_{m,\text{nontarget}} = \max_\neg V_{n,\text{nontarget}}.$$  \hspace{1cm} (3.10)

This gives a single impenetrable occupancy grid. In addition to this impenetrable occupancy grid from the pose hypotheses of surrounding objects, we also use occupancy information from volumetric fusion: occupied space including background objects $V_{m,\text{other}}$ and free space $V_{m,\text{free}}$ (Figure 3.3), as additional impenetrable area: $V_{m,\text{impen}} = V_{m,\text{other}} \lor V_{m,\text{free}}$. The collision penalty loss $L_{m}^{c^+}$ is computed as the intersection between the hypothesized occupied space of the target and the impenetrable surrounding grid:

$$V_{m,\text{target}} = \max_\neg (V_{m,\text{nontarget}}, V_{m,\text{impen}})$$  \hspace{1cm} (3.11)

$$L_{m}^{c^+} = (V_{m,\text{target}} \lor V_{m,\text{target}^-}) / \sum_{k} V_{m,\text{target}},$$  \hspace{1cm} (3.12)
where \( \max \odot \) is element-wise max and \( \odot \) is element-wise multiplication of the voxel grid matrices.

Though this loss correctly penalizes collisions between the target and surrounding objects, optimizing for this alone is not enough, as it does not take into account the visible surface constraints on the target object \( V^{\text{self}}_m \). The other term in the loss is the intersection between the hypothesized occupied space of the target and this grid \( L^c_m \), to encourage the surface intersection between the object pose hypothesis and volumetric reconstruction:

\[
L^c_m = (V^{\text{target}}_m \odot V^{\text{self}}_m) / \sum V^{\text{self}}_m. \tag{3.13}
\]

We compute these losses of collisions and surface alignment for \( N \) number of objects with a batch operation on a GPU, and sum them as the total loss \( L \):

\[
L = \frac{1}{N} \sum_m (L^c_m - L^c_m). \tag{3.14}
\]

This loss is minimized with gradient descent (§2.7.3), allowing us to jointly optimize the pose hypotheses of multiple objects all together.

### 3.3.4 CAD Alignment

After performing pose estimation and refinement, we spawn object CAD models into the map once there is enough agreement on the poses estimated in different views. To compare object poses estimated in different camera coordinates, we first transform those poses into world coordinates using the tracked pose from the camera tracking module (§3.3.1). These transformed object poses are compared using a pose loss, which we also use for training the pose prediction network (§3.3.2). For the most recent \( N \) pose hypotheses, we compute the pose loss for each pair, which gives \( N(N-1) \) pose losses: \( L_i \) \((1 \leq i \leq N(N-1))\). We count how many pose losses are under the threshold \( (L^\prime) \): \( M = \text{count}[[L_i < L^\prime]] \). When \( M \) reaches a threshold, we initialize the object with that agreed pose.
In this section, we first evaluate how well pose prediction (§3.4.1) and refinement (§3.4.2) performs on 6D pose estimation datasets. We then demonstrate the system running in a robotic pick-and-place task(§3.4.3).

**Dataset**

We evaluate our pose estimation components using the 21 classes of the YCB objects [Calli et al., 2015] used in the YCB-Video dataset [Xiang et al., 2018]. The YCB-Video dataset has been commonly used for the evaluation of 6D pose estimation in prior work [Xiang et al., 2018, Wang et al., 2019]. However, since all of the
scenes are table-top, this dataset has limited diversity of object configurations, and few challenging cases such as occlusion and close contact among objects.

To make evaluation possible with heavy occlusion and arbitrary object orientations, we built our own synthetic dataset: Cluttered-YCB (Figure 3.6). We use the physics engine Bullet [Coumans et al., 2013], introduced in §2.6, to place object models with feasible configurations from random poses. This dataset has 1200 scenes (train : val = 5 : 1) and 15 camera frames for each.

Metric

We used the same metric as prior work [Xiang et al., 2018, Wang et al., 2019], which evaluates the average distance between corresponding points: ADD, ADD-S. These metrics are equivalent to the pose losses. ADD uses ground truth as in Equation 3.3 and ADD-S uses nearest neighbors as correspondence as in Equation 3.4, transforming the model with the ground truth and estimated pose. These distances are computed for each object pose in the dataset and plotted with error threshold on the x-axis and accuracy on the y-axis. The metric is the area under the curve (AUC), using 10cm as the maximum threshold for the x-axis.

3.4.1 Evaluation of Pose Prediction

Baseline Model

We used DenseFusion [Wang et al., 2019] as a baseline model. For a fair comparison with our proposed model, we reimplemented DenseFusion and trained it with the same settings (e.g., data augmentation, normalization, loss).

Table 3.1 shows pose prediction results on the YCB-Video dataset using the detection mask of [Xiang et al., 2018], where DenseFusion is the official GitHub implementation ¹ and DenseFusion* is our version, which includes the warm-up loss (§3.3.2) and centralization of the input point cloud (analogous to the voxelization step in our model). We find that the addition of these two components leads to a

¹https://github.com/j96w/DenseFusion
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big performance improvement. In the following evaluations, we use DenseFusion∗ as the baseline model.

Table 3.1: Baseline model results on the YCB-Video dataset, where DenseFusion is the official implementation and DenseFusion∗ is our reimplemented version. ADD and ADD-S are metrics that use point-to-point differences of an object model transformed using ground-truth and predicted poses.

<table>
<thead>
<tr>
<th>Model</th>
<th>ADD(-S)↑</th>
<th>ADD-S↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>DenseFusion</td>
<td>83.9</td>
<td>90.9</td>
</tr>
<tr>
<td>DenseFusion∗</td>
<td>89.1</td>
<td>93.3</td>
</tr>
</tbody>
</table>

Results

We compared our model (MoreFusion) with the baseline model (DenseFusion∗). For a fair comparison, both models predict object poses from a single-view, meaning that MoreFusion is only allowed to use occupancy information from a single-view depth observation. We trained models using a combination of the Cluttered-YCB and the YCB-Video datasets and tested them separately with ground truth masks. The results (Table 3.2, Figure 3.6) show that MoreFusion consistently predicts better poses via its volumetric CNN and surrounding occupancy information. A larger improvement is achieved for heavily occluded objects (visibility<30%).

Table 3.2: Pose prediction comparison, where the models are trained with the combined dataset and tested separately.

<table>
<thead>
<tr>
<th>Model</th>
<th>Test Dataset</th>
<th>ADD(-S)↑</th>
<th>ADD-S↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>DenseFusion</td>
<td>YCB-Video</td>
<td>88.4</td>
<td>94.9</td>
</tr>
<tr>
<td>MoreFusion</td>
<td></td>
<td>91.0</td>
<td>95.7</td>
</tr>
<tr>
<td>DenseFusion</td>
<td>Cluttered YCB</td>
<td>81.7</td>
<td>91.7</td>
</tr>
<tr>
<td>MoreFusion</td>
<td></td>
<td>83.4</td>
<td>92.3</td>
</tr>
<tr>
<td>DenseFusion</td>
<td>Cluttered YCB (visibility&lt;0.3)</td>
<td>59.7</td>
<td>83.8</td>
</tr>
<tr>
<td>MoreFusion</td>
<td></td>
<td>63.5</td>
<td>85.1</td>
</tr>
</tbody>
</table>

To specifically evaluate the effect of using surrounding occupancy as an input, we tested the trained model (MoreFusion) by feeding in different levels of occupancy information: discarding the occupancy information from a single-view observation -occ; full reconstruction of non-target objects +target−; and full reconstruction of background objects +bg. Table 3.3 shows that the model gives better predictions as
more and more occupancy information is provided, which is what is possible in our incremental, multi-view object mapping system. This comparison also shows that even without occupancy information (MoreFusion\textsuperscript{occ}), our model performs better than DenseFusion\textsuperscript{*} purely because of the 3D convolutional architecture.

Table 3.3: **Effect of occupancy information** tested on the Cluttered-YCB dataset with the model trained in Table 3.2.

<table>
<thead>
<tr>
<th>Model</th>
<th>ADD(-S)↑</th>
<th>ADD-S↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>DenseFusion\textsuperscript{*}</td>
<td>81.7</td>
<td>91.7</td>
</tr>
<tr>
<td>MoreFusion\textsuperscript{occ}</td>
<td>82.5</td>
<td>91.7</td>
</tr>
<tr>
<td>MoreFusion</td>
<td>83.4</td>
<td>92.3</td>
</tr>
<tr>
<td>MoreFusion\textsuperscript{target}</td>
<td>84.7</td>
<td>93.3</td>
</tr>
<tr>
<td>MoreFusion\textsuperscript{target+bg}</td>
<td>85.5</td>
<td>93.8</td>
</tr>
</tbody>
</table>

### 3.4.2 Evaluation of Pose Refinement

We evaluate our pose refinement method, *Iterative Collision Checking* (ICC), against Iterative Closest Point (ICP) [Besl and McKay, 1992]. Since ICP only uses a masked point cloud of the target object without any reasoning about surrounding objects, a comparison of ICC with ICP allows us to evaluate how well and in what cases the surrounding-object geometry used in ICC specifically helps pose refinement.

Figure 3.7 shows a typical example where the pose prediction has object-to-object intersections because of less visibility of the object (the yellow box). ICC refines object poses to better configurations than ICP by using the constraints from nearby objects and free-space reconstruction.

![Figure 3.7: Pose refinement from intersecting object poses](image)

(a) No Refinement  (b) ICP Refinement  (c) ICC Refinement

Figure 3.7: **Pose refinement from intersecting object poses**, where we compare the Iterative Collision Checking (ICC) against Iterative Closest Point (ICP).
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For quantitative evaluation, we used the Cluttered-YCB dataset with pose estimates refined from initial pose prediction by MoreFusion in Table 3.2. Figure 3.8 shows how the metric varies with different visibility in the dataset, and shows that the combination of the two methods (+ICC+ICP) gives consistently better poses than the others methods. With few occlusions (visibility >= 40%), ICC does not perform as well as ICP because of the discretization via voxelization (we use a 32-dimensional voxel grid). However, results are at their best with the combination of the two optimizations, where ICC resolves collisions in discretized space and then ICP aligns surfaces more precisely.

![Figure 3.8: Pose refinement results on the Cluttered YCB-Video dataset, where the proposed Iterative Collision Check (ICC) gives the best results when combined with ICP.](image)

**3.4.3 Full System Demonstration**

We demonstrate the capability of our full system, MoreFusion, with two demonstrations: scene reconstruction, in which the system detects each known object in the scene and aligns an object CAD model (shown in Figure 3.9); and secondly, a robotic pick-and-place task, where the robot is requested to pick a target object from a cluttered scene by intelligently removing distractor objects to access the target object (shown in Figure 3.10).
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Figure 3.9: **Real-time full reconstruction.** Our system gradually increases its knowledge about the scene with volumetric fusion (a) and incremental CAD alignment (b) for the final reconstruction (c). The pose hypotheses of surrounding objects (e.g., drill, yellow box) are utilized to refine pose predictions to perform pose estimation for heavily occluded objects (e.g., red box) (d)-(f).

**Object-level Scene Reconstruction**

Figure 3.9 shows reconstruction results in two different scenes. This figure shows how our system successfully tracks each object in the volumetric fusion and aligns the object model incrementally (top row). In a more difficult setup (bottom row), where some objects are heavily occluded, the system first initializes less-occluded objects (drill, yellow box) and then initializes the heavily occluded object (red box) after reasoning together with the surrounding object configurations. These results demonstrate the capability of our system as a whole to gradually enrich scene understanding from volumetric fusion to full reconstruction.

**Targeted Object Pick-and-Place**

The ability to build an object-level full reconstruction of a scene is typically useful for the robotic pick-and-place of specified objects. These reconstructions allow the robot to reason about the picking order to successfully remove obstructing objects.
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Figure 3.10: Targeted pick-and-place demonstration, where the robot must move obstructing objects to the yellow container, pick the target object (red box in Scene 1; red bowl in Scene 2), and then place it in the cardboard box.
before picking the target object. In Figure 3.10, we show a successful application of MoreFusion to a robot arm, which must move obstructing objects to a container, pick a target object, and then place it in the cardboard box.

3.5 Conclusion

In this chapter, we have shown consistent and accurate pose estimation of objects that may be heavily occluded by and/or in close contact with other objects in cluttered scenes. Our real-time and incremental pose estimation system, which is composed of object-level volumetric fusion, pose prediction using surrounding geometry, and collision-based multi-object pose refinement, builds an object-level map that describes the full geometry of the objects in the scene. This enables the robot to manipulate objects in complicated piles via intelligence of disassembling of occluding objects and oriented placing.

To further improve object pose estimation in cluttered scenes, an interesting future direction is to introduce physics reasoning into the pose optimization process. For a 3D object pose estimate to be feasible, the pose should not only not intersect other objects, but also be supported by other objects or surfaces, and that it provides sufficient support to other objects. A physics simulator with gravity, friction, and even deformation could be incorporated into our approach, though it is not yet fully clear how to use it in optimization efficiently. More generally, we expect that estimation of the poses of known objects will be part of a more general scene inference approach such as with optimizable shapes.

The manipulations demonstrated in this chapter were simple and exhaustive. To pick target objects in a pile occluded by other objects, the robot needed to move all the occluding objects first to reach and pick the target objects. This is because the collision-based motion planner we use in this chapter is strictly aimed at generating collision-free trajectories, and the overlapping objects have to be removed first to find solutions for the occluded target objects. Although this collision-free motion generation gives safe object rearrangement, avoiding damage and destruction, it
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could be possible to accomplish similarly safe target picking with fewer manipulation steps by selecting different motions. This motivates us to combine our semantic mapping system with learning-based manipulation motion generation as will be described in the following chapters: Chapter 4, Chapter 5.
4.1 Introduction

There has been continued research interest in integrating vision-based semantic mapping with manipulation for its potential to alter object states to achieve various
useful tasks, such as part assembly [Stevšić et al., 2020, Zakka et al., 2020], extracting objects from clutter [Zeng et al., 2017], and arranging objects in a specific posture [Gao and Tedrake, 2019, Manuelli et al., 2019]. In Chapter 3, we demonstrated the capability of traditional manipulation pipelines, composed of perception to build an explicit scene representation of objects (semantic world model) followed by planning to search for a collision-free arm trajectory. As an alternative to this traditional pipeline, learning-based approaches have emerged recently as discussed in Chapter 1, directly inferring actions from observations (usually raw sensor information) with implicit scene understanding.

Although the traditional pipeline has been successful in structured environments, manipulation in cluttered environments is still challenging because of close contacts and occlusions among objects. In Chapter 3, we tackled in-clutter manipulation by combining vision-based semantic mapping and collision-based motion planning. However, this pipeline requires robots to move distractor objects away one by one to ensure there are collision-free manipulation trajectories, which can be inefficient when many objects are overlapping each other. In this situation, robots can struggle to safely extract occluded objects when requested to do so with a single grasp for efficiency. If robots try to extract occluded objects with a naive manipulation trajectory (e.g., moving straight upwards), this may cause destructive effects on the objects, which could be particularly critical when dealing with fragile objects.

To tackle this challenge to the traditional pipeline, in this chapter we explore the approach of integrating learning-based motion planning with vision-based semantic mapping to replace collision-based motion planning. Specifically, we learn a fine-grained 6D motion trajectory for a short-horizon task (target object extraction from a pile) with a model that predicts the residual motions of the end-effector step-by-step. This model receives as input an observation (e.g., camera image, object pose) and must predict the next best action as a transformation of the end-effector. To minimize destructive effects on non-target objects in the pile (e.g., the trajectory shown in Figure 4.1), we train the model with reinforcement learning to penalize the translations of the other objects during object extraction.
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Figure 4.1: **SafePicking**, our manipulation system for object extraction, extracts target objects with minimum disturbance by generating a safe end-effector trajectory given raw observations and object poses retrieved from an object-level semantic map.

This fine-grained motion generation for a short-horizon task is in line with previous studies on learning-based object grasping [Devin et al., 2018, Kalashnikov et al., 2018, Levine et al., 2018], where a learning model predicts end-effector transformations and grasp commands. Despite the use of raw observations as input for the model (e.g., RGB-D images) being common in prior work, we argue that semantic information such as object poses can give vital cues as to how objects should be manipulated. Especially in our task of object extraction, which requires a proper understanding of the occluded parts of objects, we observe that the model generates better motions with object poses even when pose estimation errors are incorporated. On the other hand, however, when the pose estimate has errors such as misdetec-
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tion and pose-difference, a model that only uses object poses (as in learning-based game agents [Brockman et al., 2016, Baker et al., 2020]) would have poor performance. To handle these estimation errors, we combine raw observations with object poses, enabling the model to gain high performance from pose information as well as robustness from the raw observations.

Our system, SafePicking, shown in Figure 4.2, is composed of 1) **object-level semantic mapping** that builds a pose map of objects while exploring the target object, and 2) **learning-based motion planning** to generate an end-effector 6D trajectory from raw depth (depth images) and pose estimates (predicted object poses) using a neural network. The grasp point is determined to be the centroid of the visible surface of the object, and observations are transformed into the grasp point coordinate frame to be agnostic to the grasp point (*canonicalization*). This combination of semantic mapping and canonicalization makes our learned manipulation model general to variable object position in the workspace and enables the model to learn faster. We train the model in physics simulation.

To our best knowledge, this is the first work that tackles safe object extraction, where a robot is tasked with picking an occluded target object with a single grasp while minimizing the disturbance of the surrounding objects. In experiments, we demonstrate and evaluate our integrated system in the real world. In summary, the main contributions in this chapter are:

1. **Introducing safe object extraction** as a novel manipulation task: a robot must pick occluded target objects from a pile with a single grasp while minimally disturbing surrounding objects.

2. **Fusion of raw observations and pose estimates** in learning-based motion planning, achieving high performance and robustness to estimation errors.

3. **An integrated robotic manipulation system** with semantic mapping and learning-based motion planning, to demonstrate efficient and safe extraction of occluded target objects from a pile in the real world.
4.1. Introduction

Figure 4.2: System overview, which consists of 1) object-level mapping with volumetric reconstruction and pose estimation of detected objects with an on-board RGB-D camera, and 2) learning-based motion planning for object extraction using as input the estimated object poses and raw depth observations in the form of a heightmap, which recursively generates an end-effector trajectory with N steps.
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4.2 Related Work

The use of deep learning for robotic manipulation has become widespread (§1.3) with its progress in visual recognition with convolutional networks and observation-to-action policy learning [Levine et al., 2016; Zeng et al., 2020b; James et al., 2021b]. With convolutional networks, prior work [Levine et al., 2018; Pinto and Gupta, 2016; Zeng et al., 2018b] has demonstrated robotic grasping from a single view without explicitly modeling object geometry. For optimizing the policy for a sequential motion, other work has applied deep reinforcement learning for indiscriminate grasping [Kalashnikov et al., 2018; Zeng et al., 2018a], discriminate (i.e., targeted) grasping [Devin et al., 2018; Fang et al., 2018], and retrieval [Kurenkov et al., 2020]. Our work is along the lines of the work on discriminative object manipulation [Devin et al., 2018; Fang et al., 2018; Kurenkov et al., 2020], but we focus on how to manipulate objects after grasping instead of grasping itself, which has not been well explored in previous work. Moreover, we exploit object-level scene understanding for learning-based robotic manipulation by feeding in estimated poses along with raw observations given in the form of a heightmap.

4.3 Object-level Semantic Mapping

To build a map of objects and find the target objects in a scene from an RGB-D camera sequence, we use the object-level semantic mapping system, MoreFusion, introduced in Chapter 3. To find the object specified as the picking target, we query the object’s geometric information from the map using the target object class, which provides its mask and estimated pose.

An alternative approach for this object exploration is using only single-view object detection. This single-view approach would work when the task workspace is small enough for a single view to capture the visible surface of all objects (as in prior work [Devin et al., 2018; Fang et al., 2018]). However, in a large workspace, a single-view can fail to capture the crucial observation of the target object because of truncation. Furthermore, when two instances of the same target object exist in a
4.4 Learning Object Extraction

To train the motion planning model, we use deep Q-learning [Mnih et al., 2015], an off-policy, model-free reinforcement learning algorithm. By collecting episodes through exhaustive exploration of the action space, this algorithm learns a policy that maximizes the cumulative reward of each episode. We use the sum of translations of the non-target objects as the negative reward (i.e., penalty) in this algorithm so that the model acquires manipulation skills that minimize the overall disturbance of a pile.

4.4.1 Grasp Point Selection

We select the centroid of the visible surface of the target object as the grasp point \( \mathbf{p} = [p_x, p_y, p_z]^T \). The surface geometry and mask of the target object are given from the object-level map. To determine the grasp orientation, we compute the quaternion \( \mathbf{q} = [q_x, q_y, q_z, q_w]^T \) that gives the minimal transformation to align the axis of the suction cup \( \mathbf{n}_g \) to the normal of the grasp point \( \mathbf{n}_s \) on the object surface:

\[
\begin{align*}
[q_x, q_y, q_z]^T & = \mathbf{n}_g \times \mathbf{n}_s \\
q_w & = \sqrt{\sum_i n_{g,i}^2 + \sum_i n_{s,i}^2 + (\mathbf{n}_g^T \cdot \mathbf{n}_s)}.
\end{align*}
\]

4.4.2 Fusion of Raw and Pose Observations

We take advantage of both raw and pose observations by feeding them as input to the model at both training and test time. The raw observation is a heightmap generated from depth images, giving unprocessed raw information about the visible surface of objects in the workspace. The pose observation is extracted from the object-
level map giving, complete geometry and semantics though with the possibilities of misdetection and offsets on the object poses.

These two observations give different benefits. Raw observations are little processed before they are fed into the model, so are less prone to systematic errors than pose observations. In contrast, a pose observation gives complete semantics and geometry (e.g., occluded parts of the objects), which is missing in the raw observation, though is possibly subject to errors. Fusion of these two observations provides comprehensive information for the model to achieve both better performance in object extraction (less disturbance of a pile) and robustness to estimation errors (misdetection, pose-difference).

**Raw Observation**

For the raw observation, we build a heightmap from the depth images from the RGB-D camera. This heightmap represents the heights of the objects’ surfaces from the ground plane and gives information about the visible surface of objects.

We build this heightmap by centering the XY coordinates of the grasp point $p_x, p_y$ in the image coordinate of the heightmap, which canonicalizes the observations with respect to the grasp point, with XY bounds of the area the heightmap is representing. In our experiments, we use 0.004m as the size each cell represents and 128 as the image height and width dimensions, which gives $\pm 0.256m$ ($= 0.004 \cdot 128/2$) XY bounds for the heightmap.

**Pose Observation**

As for pose observations, at training time we extract ground truth object poses and classes from the simulator we use to train the manipulation model. At test time, we extract object poses from the object-level map, which we build with MoreFusion using the on-board camera on the robot arm. To feed as the input to our model, we represent object pose with target flags (O, 1) with a binary vector, classes (O, C) with one-hot vectors, and poses (O, 7) with a set of position (O, 3) and quaternion
(O, 4), giving both semantic and geometric information for objects, where O is the number of detected objects and C is the number of object classes.

Before we feed this information into the model as input, we canonicalize the object pose as we do with the heightmap by centering the grasp point in the pose coordinate frame. We subtract the XY coordinates of the grasp point $p_x, p_y$ from each pose of the object, which gives aligned pose observation along with the raw observation (depth information given as heightmap), allowing the model to exploit useful information from either of them as needed.

### 4.4.3 Manipulation Model

**Action**

We formulate manipulation as a residual 6D end-effector transformation, discretizing each axis of translation and rotation. We discretize the translation space in increments of 0.05 m and discretize the rotation with Euler angles (§2.2.2) in increments of $22.5 = \frac{180}{8}$ degrees. Each residual has either 0, positive or negative value, to give combinations of $3^6 = 729$ possible actions.

This residual action is taken $N$ times to generate a motion trajectory. To give information about previously taken actions to the model, we feed the previous end-effector poses as input to the model as well as the other observations of the scene (heightmap, pose). This temporal information given as input allows the model to incrementally reason about the trajectory as it is generated.

**Network Architecture**

Our model represents a Q-function that predicts the discounted return given the observation $o_t$ at time $t$. Once trained, we evaluate this Q-function over a set of actions $a \in A$ and take the highest-valued one $\hat{a}$:

$$\hat{a} = \arg \max_a Q(a, o_t).$$

(4.3)
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Figure 4.3 shows the network architecture. The heightmap observation is processed by a convolutional (Conv) encoder and downsized into a feature vector. This vector is concatenated with pose observations and processed by a transformer encoder [Vaswani et al., 2017]. With a transformer encoder, we can handle an arbitrary number and order of object poses as input. This encoder outputs features whose batch size is the same as the input features (the number of objects $O$). We compute the mean of these features to build global features following [Baker et al., 2020] and predict the Q-value with a fully-connected layer.

![Network architecture diagram](image)

**Figure 4.3:** Network architecture, which uses heightmap and object poses to predict a Q-value for 6DoF end-effector actions. We feed end-effector residual motions as the evaluation action, from which the best-scored action is selected as the next action at test time.

Aside from the visual observations, this network receives two additional inputs: the evaluation action, and the previous end-effector trajectory. The evaluation action is fed in the form of a residual 6D pose represented as translation and quaternion vectors and is one of the candidate actions from which the best action is selected at the next step. The previous end-effector trajectory represents the history of actions the model has taken, allowing it to generate a consistent next action along with the context. The previous trajectory is input as a list of 6D poses.

### 4.4.4 Model Training

**Reward**

Disturbance of surrounding objects during manipulation can be classified in the following ways:
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- Falling, which happens when overlapping objects are supported by the target, and they fall after the extraction of the target;
- Sliding, which happens when overlapping objects have to be displaced to create a space to extract the target.

Both of these effects are undesirable. The falling effect can damage the object and the sliding effect can expand the pile and workspace that can make later task continuation harder.

To cover both effects, we use the sum of the translations of non-target objects as the safety metric. When an object falls a large distance, not only does the translation of the object itself become large, but it can also hit other objects, causing a chain reaction of moving objects. By using the “sum” of the L2 norm of translations, we can encourage the model to minimize the number of objects affected as well as the translations of the individual object.

**Deep Q-Learning**

We compute the safety metric as the reward $r_t$ at each time step $t$. Using this reward, we train the deep Q-network to minimize the following Bellman equation:

$$q_{t,a} = Q(o_t, a)$$  \hspace{1cm} (4.4)

$$\hat{q}_{t,a} = r_t + \gamma \max_a \hat{Q}(o_{t+1})$$  \hspace{1cm} (4.5)

$$\mathcal{L} = |\hat{q}_{t,a} - q_{t,a}|,$$  \hspace{1cm} (4.6)

where $\gamma$ is the time discount of the reward, $Q$ is the live network updated every training step, and $\hat{Q}$ is the target network, a copy of the live network updated less frequently to avoid overfitting.

**Training in Simulation**

We train the manipulation model in a physics-based simulation environment using the physics engine introduced in §2.6, since it is difficult to measure collisions
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between a grasped object and its surroundings when a robot manipulates objects in the real world. Furthermore, it is time-consuming and challenging to build different configurations of objects for each trial of the learning processes, and ensure the safety of both the robot and objects during exploration, as the robot might make a dangerous motion which breaks objects or makes object configurations not restorable.

To let the robot experience various configurations of objects, we procedurally generate object piles while simulating physics to build a set of feasible piles. For a given set of object models, we define the 3D space where those models can be spawned. Each step randomly selects one of the object models and an object position and orientation from the defined 3D space, from which we apply physics simulation until the spawned object stops moving with no collisions, making the object pile stable. This generation process produces arbitrary object orientations and overlaps that are physically feasible, from which the robot can learn a successful policy to manipulate objects by understanding the geometric relationships with the surrounding objects.

4.5 Experiments

We evaluate our method by assigning the robot to grasp and extract a target object from a pile using safety as the task metric. We train our learning models in simulation, using YCB CAD models [Calli et al., 2015], and evaluate performance in both simulation and the real world.

Training detail

We build the learning model with PyTorch [Paszke et al., 2019] and a simulation environment built with Bullet [Coumans et al., 2013] (§2.6). To train the model, we run a single process to update the model parameters using the action-state pairs collected from multiple processes that asynchronously run the learned model to act in different simulation environments. For this asynchronous data collection and
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As for the training hyperparameters, we use batch size 128, and Adam [Kingma and Ba, 2015] (§2.7.3) as the optimizer with parameters of $\alpha = 0.001$, $\beta_1 = 0.9$, $\beta_2 = 0.999$. From the start of training, we use Epsilon Greedy exploration, which linearly balances random action selection and policy-based action selection according to the number of iterations (in the beginning, it uses random selection more frequently), to collect data up to 5000 iterations. We use replay ratio 16 (the number of updates per data collection), and synchronize the model parameters in different processes every 100 iterations, allowing the model in the exploration processes to collect episodes with the new parameters.

Metric

To evaluate the performance of the model, we define safety metrics that represent how safely the robot extracts occluded target objects. As discussed in §4.4.4, this metric should represent the disturbance of non-target objects caused by falling or sliding. In the experiments, we use the following metrics:

- The sum of translations, which evaluates effects caused by both falling and sliding, as discussed in §4.4.4;
- The sum of max velocities, which primarily evaluates falling effects, as a larger distance fall gives higher velocity since objects are accelerated with gravity.

4.5.1 Baseline Comparison

Naive motion

In Table 4.1, we compare our method against several alternatives. The simplest motion is joint linear interpolation to the reset pose, in which the end-effector is located in free space with the suction cup faces the ground plane. When the target

\footnote{https://github.com/stepjam/YARR}
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Table 4.1: **Baseline comparison**, in which we compare our learned model with baseline methods using the safety metric. Tested in 600 unseen pile configurations in simulation.

<table>
<thead>
<tr>
<th>Method</th>
<th>Input</th>
<th>Noise</th>
<th>Safety metric</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>translation</td>
</tr>
<tr>
<td>Naive</td>
<td>-</td>
<td>no</td>
<td>0.701</td>
</tr>
<tr>
<td>Heuristic</td>
<td>-</td>
<td>no</td>
<td>0.578</td>
</tr>
<tr>
<td>RRT-Connect</td>
<td>pose</td>
<td>no</td>
<td>0.520</td>
</tr>
<tr>
<td>SafePicking</td>
<td>pose, heightmap</td>
<td>yes</td>
<td>0.465</td>
</tr>
<tr>
<td>RRT-Connect</td>
<td>pose</td>
<td>no</td>
<td>0.532</td>
</tr>
<tr>
<td>SafePicking</td>
<td>pose, heightmap</td>
<td>yes</td>
<td><strong>0.465</strong></td>
</tr>
</tbody>
</table>

object is overlapped by distractor objects, this motion introduces many collisions among objects, causing falling and sliding, giving the lowest scores.

**Heuristic motion**

As a simple heuristic for extracting objects from a pile, we use a motion that extracts the grasped object with a straight motion towards the +Z direction of the world coordinate. Although this motion can cause many collisions with overlapping objects, on average it gives better results than the naive motion, which interpolates motions in joint space irrelevant to the physical prior (e.g., gravity direction) in 3D space (Table 4.1).

**Collision-based motion planning**

As another baseline, we use a collision-based motion planning method, RRT-Connect [Kuffner and LaValle, 2000] (§2.6). RRT-Connect samples many configurations of the arm in 3D space while checking for collisions to find the connections between them, and uses the world model of a scene to compute collisions. We use the same Bullet [Coumans et al., 2013] physics engine for collision checking, as is used for physics simulation throughout this thesis (§2.6). Although this motion planning method can produce non-destructive extraction motion when it finds a collision-free path, it struggles to find relatively safe trajectories when a complete collision-free path does not exist. In this case, the motion planner ends up giving a naive motion, which can cause significant movement of the surrounding objects. Table 4.1 shows
that RRT-Connect gives comparable results to the Heuristic motions (better in translation, worse in velocity). Meanwhile, our learned model (SafePicking) gives the best results, as we would hope given that it is trained to minimize pile disturbance with reinforcement learning instead of just minimizing collisions.

### 4.5.2 Model Ablations

We evaluate 3 model variants with different inputs to compare the effect of different observations on the learned model (Table 4.2). We also evaluate its robustness by adding noise to the pose observation (mis detection, pose-difference) based on the visibility of objects. *Raw-only* receives as input only a heightmap generated from a depth image. *Pose-only* uses object pose as input, which gives more complete information about objects, and gives better results than *Raw-only* even with noise in the input object poses. Our full model, *Pose+Raw*, receives both heightmap and object pose as input, compensating for the error in object pose by using the visible surface information from a heightmap. The results show that the combination of pose and heightmap works best in the presence of errors. As one would expect, when given perfect pose information (no pose noise), there is no benefit to having additional heightmap information; however, in reality, predicted poses will always have some errors, and so the addition of pose noise shows the benefit of fusing poses and heightmap observations. Figure 4.4 shows qualitative results, in which the model with object poses gives better motions for object extraction with minimal disturbance of the other objects.

**Table 4.2: Ablation study**, in which we compare the variants of the learned model with/without adding noise to the pose observation. Tested in 600 unseen pile configurations in simulation.

<table>
<thead>
<tr>
<th>Variant</th>
<th>Input</th>
<th>Noise</th>
<th>Safety metric</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>translation↓</td>
</tr>
<tr>
<td>Raw-only</td>
<td>heightmap</td>
<td>no</td>
<td>0.507</td>
</tr>
<tr>
<td>Pose-only</td>
<td>pose</td>
<td></td>
<td>0.477</td>
</tr>
<tr>
<td>Pose+Raw</td>
<td>pose, heightmap</td>
<td>no</td>
<td>0.465</td>
</tr>
<tr>
<td></td>
<td></td>
<td>yes</td>
<td>0.465</td>
</tr>
<tr>
<td>Pose-only</td>
<td>pose</td>
<td>yes</td>
<td>0.487</td>
</tr>
<tr>
<td>Pose+Raw</td>
<td>pose, heightmap</td>
<td>yes</td>
<td>0.465</td>
</tr>
</tbody>
</table>
Figure 4.4: **Qualitative comparison of variants of our method**, in which we compare *Raw-only*, which uses only the heightmap observation, and our full model *Pose+Raw* that uses both object poses and heightmap. We use the same and constant camera viewpoint in each scene (the column axis).
4.5.3 Real-world Experiments

We evaluate our system in the real world using the same robotic system introduced in §2.5.1: a Franka Emika Panda robot with an RGB-D camera (Realsense D435 [Keselman et al., 2017]) mounted on the wrist, and a suction gripper built using a Dyson vacuum cleaner. Similarly to Chapter 3, we integrate the robotic controller with the vision and motion planning system using the Robotic Operation System (ROS) framework [Quigley et al., 2009], which enables inter-process communication of sensory data (e.g., RGB-D images, robotic arm joint states), perception results (e.g., object detections, poses), and motion commands (e.g., target joint positions and velocities).

Evaluation Metric

For the numerical experiments in the real world, we use heightmap difference between before and after the task as the safety metric, as depicted in Figure 4.5. The use of a different metric from the evaluation in simulation is because the metrics used in simulation (total translations and velocities of the objects at every step) are challenging to measure in the real world (requiring time-consuming pose annotations). To evaluate the heightmap difference, the robot scans the object pile and builds a heightmap before and after the execution of the task (Figure 4.5a, b). The pixel regions of the target object are excluded from the comparison as the target object is intentionally moved, and its difference should not be penalized. These two heightmaps built before/after the task are compared to measure the pixel-wise height difference as shown in Figure 4.5c as a difference map (top) and a mask (bottom) with a threshold of 0.01\(m\). From these difference images, we compute the difference volume (with the pixel size of the heightmap of 0.004\(m\)) and mask size to use them as the safety metrics.

Quantitative evaluation

Using the heightmap-based evaluation metric, we evaluate the variants of our learned models in the real world. For the task configuration, we use similar settings to the
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Figure 4.5: **Real-world safety evaluation** by comparing pile heightmaps built before/after manipulation. The region of the target object (blue pitcher in this case), which is filled with a black color in the heightmaps, is excluded from the comparison.

Simulation, where target objects are partially occluded by the other objects in a pile and the robot is tasked with extracting the target object with a single grasp while minimizing the disturbance of the other objects. Table 4.3 shows the comparison of our learned models (Raw-only and Pose+Raw) for 20 configurations, some of which are shown in Figure 4.6. After each task, we manually reset the scene to provide the same object configuration to different methods. This comparison gives results consistent with the ablation study in simulation, showing that pose information is beneficial for motion generation and enables the model (Pose+Raw) to select safe actions compared to using only raw observations (Raw-only).

Table 4.3: **Real-world model comparison**, in which we evaluate learned models by comparing the heightmaps before/after each task. Each model is tested in the same 20 configurations with same target objects.

<table>
<thead>
<tr>
<th>Variant</th>
<th>Safety metric</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Diff mask [%]</td>
</tr>
<tr>
<td>Raw-only</td>
<td>7.1</td>
</tr>
<tr>
<td>Pose+Raw</td>
<td>4.4</td>
</tr>
</tbody>
</table>
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(Initial state) Raw-only (Final state) Pose+Raw (Final state)

Figure 4.6: 3 pile configurations out of the 20, we use to the learned models in the real world. We measure the performance with the heightmap-based safety metric. Consistent with the results in simulation, the model generates better motions when given a fused observation of object poses and a heightmap (Pose+Raw).

Qualitative evaluation

Figure 4.7 shows qualitative comparison between heuristic and learned motions. This comparison demonstrates that the learned model is more capable of safely extracting target objects while minimizing the effects on surrounding objects.

Figure 4.8 demonstrates the adaptation of our learned model to changes in a pile configuration. This result shows that the model successfully captures the geometric relationship between the target and distractor objects, changing its motion to avoid disturbance of the distractor objects.
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We compare the motion from our learned planner with an upward straight motion (heuristic) to extract target objects (a: yellow box, b: blue pitcher). The learned model successfully adapts to different pile configurations, avoiding collisions (a) and the object drop from the container (b), which happen with the heuristic motion.

Figure 4.7: Learned vs. heuristic motion. We compare the motion from our learned planner with an upward straight motion.
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(a) Initial configuration

(b) +Wooden block

(c) +Mustard bottle

(d) +Blue pitcher

Figure 4.8: **Pile change adaptation** of the learned model, where we incrementally add distractor objects with the same target, blocking the previously selected action. The model shows successful adaptation to the change of the pile, avoiding disturbance in all cases.
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4.6 Conclusion

In this chapter, we have integrated a learning-based manipulation with the object-level semantic mapping system we built in Chapter 3, focusing on generating a short-horizon yet fine-grained 6D motion trajectories to safely extract objects from a pile. The motion model is trained via reinforcement learning so that it generates a safe trajectory that enables single-grasp target picking while avoiding the disturbance to the other objects in a pile.

Our integration of learning-based manipulation is also made robust to estimation errors in the world states by combining raw sensory information with estimated state information as input. Estimation errors are unavoidable in visual perception, especially in complex scenes such as object piles, and can result in missing heavily occluded objects or estimating incorrect poses with offsets. The heightmap input gives robustness to estimation errors being directly generated from raw depth observations, and the pose input allows better motion generation via rich semantic information about the scene.

The focus in this chapter was learning fine-grained motions for short-horizon manipulation. We showed that the integration of learning-based manipulation with semantic mapping enables robots to acquire manipulation skills that cannot be achieved with a traditional motion planner or end-to-end learning-based manipulation that uses only raw observations.

Despite the successful integration of semantic mapping and learning-based manipulation for a short-horizon task, it is still unclear how useful the semantic map is for more long-horizon manipulation tasks. Long-horizon manipulation can include several steps of grasping and placement that all have to be combined in an optimal way to achieve the final task goals. In Chapter 5, we tackle this question with a manipulation task that needs long-horizon planning of motions.
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5.1 Introduction

In the previous chapter, we have explored short-horizon yet fine-grained motion generation with a learned manipulation model combined with vision-based semantic mapping, in a task of object extraction of occluded target objects from a pile. However, as discussed in Chapter 1, manipulation is not limited to short-horizon tasks
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and can include several steps of grasping and placement requiring long-horizon planning for selecting the best motions to complete the task. In this chapter, we tackle a manipulation task of specific-posed object placement, which requires long-horizon motion planning including reorientation and regrasping to achieve desired grasps that enable the final placement.

Figure 5.1: ReorientBot, our manipulation system for object specific-posed placement, picks, reorients, regrasps, and places objects in various target configurations. Learned components enable object reorientation with significant rotation using dynamic placement (released and stabilized with gravity), which is hardly achievable with human heuristics.
5.1. Introduction

Placing objects in a specific pose is a vital capability for robots to rearrange the world into arbitrary configurations of objects. This capability enables various applications such as product display, storing, or packing, which require tidy, secure, and space-saving object arrangements. When objects must be specifically placed, reorientation is often a crucial manipulation step, to change the object pose in favor of the subsequent task steps as in Figure 5.1. Reorientation makes a specific surface of the object accessible when the goal configuration restricts the feasible grasp points and they are inaccessible in the initial state of the object. With a pile of objects, the grasp points can be initially blocked by the ground plane or the surrounding objects, forcing the robot to rotate or flip the target object for regrasping.

Traditionally, object reorientation has been accomplished with human-designed reorientation poses (e.g., 90-degree rotation), for which a motion planner generates trajectories to reorient objects [Tournassoud et al., 1987, Wan et al., 2019]. Although the motion planner can generate decent reorientation trajectories given appropriate and diverse reorientation poses, the motions are often inefficient due to the limited diversity of the pose candidates, requiring multiple steps to reorient objects when a significant orientation change is required (e.g., flipping). A single-step reorientation would be a solution to this inefficiency; however, it requires careful design of the reorientation poses, which must be both placeable and re-graspable. Because of these combinatorial and complex requirements, human heuristics (e.g., a canonical, upright orientation as the reorientation pose) do not achieve high levels of success.

To overcome the limitations of human heuristics for motion generation, an alternative is a learning-based approach to generate successful and efficient motion trajectories. Although learning-based approaches for robotic manipulation have become common [James et al., 2021b, Levine et al., 2016], especially in short-horizon manipulation tasks such as indiscriminate grasping without precise placement [Kalashnikov et al., 2018, Levine et al., 2018] and the object extraction shown in Chapter 4, it is still unclear how to best model long-horizon tasks as it becomes harder to train models as the task horizon increases. For specific-posed placement, the reorientation motion has to be selected considering the succeeding regrasping and placement.
Our method uses a sampling-based approach, where learned models evaluate the quality of candidate motion waypoints. This learned model predicts the success and efficiency of the coarse waypoints from which trajectories are generated by traditional collision-based motion planning. This waypoint evaluation (cf. trajectory evaluation by feeding a long list of waypoints) assumes that the coarse waypoints (e.g., grasp and reorientation poses for object reorientation) stand for the whole trajectory and can be used for evaluation before actually generating the whole trajectory. This early evaluation drastically reduces the planning time, allowing the model to use numerous motion candidates to find the best motion.

Using this approach, we build ReorientBot, a hybrid system that integrates learned manipulation and traditional motion planning along with vision-based semantic mapping (Figure 5.2). The state of the scene is captured by the vision pipeline presented in Chapter 3, MoreFusion. Given this state information, we generate motion proposals of the trajectory’s start (grasp/regrasp pose) and end (reorientation/placement pose) waypoints with prediction and filtering by learned models, which are then fed into motion planning to generate trajectories. To our best knowledge, this is the first work that shows efficient single-step object reorientation with dynamic motions, for specific-posed placement with diverse initial and goal states of objects. We demonstrate the capability of the system in the real world showing a real-time scene understanding, planning, and manipulation. To summarize, the contributions in this chapter are:

- **The first work on single-step object reorientation** with dynamic motions, enabling a robot efficiently reorient objects for object rearrangement from an arbitrary initial state to goal state;

- **Learned motion waypoint selection**, which enables hybrid, long-horizon motion planning taking advantage of the generality of traditional motion planning and the inference speed and robustness of learned models;

- **A full real-time manipulation system**, showing capable object rearrange-
5.2 Related Work

As the crucial step in isolating objects from a scene, object picking has been widely studied since early robotic research as discussed in Chapter 1. Recent work has integrated vision-based object segmentation and grasp planning to achieve object picking in a more challenging, cluttered environment with object overlap and occlusions [Jonschkowski et al., 2016, Zeng et al., 2017, Wada et al., 2017]. To deal with unseen objects, several previous studies have trained a model generating object class agnostic grasp proposals from input images [Pinto and Gupta, 2016, Zeng et al., 2018b, Hasegawa et al., 2019]. As a different approach to grasp proposals for unseen objects, there have been several studies on training learning models that predict the next best action given as input an image of the scene [Levine et al., 2018, Kalashnikov et al., 2018]. Although these studies on learned manipulation models have shown a strong capability of picking objects in various situations (e.g., occluded, unseen), the placement motion after picking has been mostly simple (e.g., dropping in a box) without knowing how the object is grasped.

A couple of studies tackle the whole pipeline of robotic pick-and-place, including decent object placement in a specific pose. kPAM [Manuelli et al., 2019] has designed semantic keypoint detection for grasp point selection and place trajectory generation, demonstrating an intended grasp point selection and trajectory generation for placement. Shome et al. [Shome et al., 2019] have shown a tight object packing of box-shaped objects incorporating a hand-crafted reorientation motion. These studies on specific-posed placement restrict either the initial state (e.g., target grasp point is accessible), goal state (e.g., few different orientations), or shape (e.g., box) of objects. We tackle object placement with diverse initial and goal states, with various-shaped objects in the YCB object set [Calli et al., 2015].

Robotic research on object reorientation and regrasping dates back to the 1980s.
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Figure 5.2: Overview of ReorientBot, a hybrid system of traditional motion planning and learned (■) components, consisting of: 1) vision-based 6D pose estimation and volumetric reconstruction; 2) motion waypoint generation; 3) trajectory generation with motion planning.
with the seminal work by Tournassoud et al. [Tournassoud et al., 1987], and it has been tackled as one of the core skills of robotic manipulation [Cole et al., 1992, Rohrdanz and Wahl, 1997, Wan and Harada, 2016b]. Lozano-Pérez et al. [Lozano-Pérez and Kaelbling, 2014] and Wan et al. [Wan and Harada, 2016a, Wan et al., 2019] have developed a whole system of object reorientation and placement by planning multi-step reorientation with sampling stable states of the object on a plane. Although they have shown successful object reorientation given enough time of execution, they sacrifice the motion efficiency by discarding promising unstable poses that will eventually become stable in the desired orientation after being released. This restriction makes reorientation with significant rotation (e.g., flipping objects) difficult, even when achievable in a single step. In this chapter, we use unstable reorientation poses from which the object will eventually settle down to the desired state, to achieve single-step, efficient object reorientation.

In-hand manipulation has also been tackled as a solution to reorienting objects to achieve a specific orientation. Dafle et al. [Dafle et al., 2014] showed an in-hand regrasping capability with a three-fingered hand such as rolling and flipping. Andrychowicz et al. [Andrychowicz et al., 2020] and Akkaya et al. [Akkaya et al., 2019] extended this further to a five-fingered hand to show even more dexterous manipulation skills such as solving a Rubik’s cube. Although promising, the robot’s capability heavily depends on the specially designed robotic hand, limiting its applicable environments (the hand is often attached to a fixed base), object sizes, and poses. In this chapter, we use a suction gripper with a general-purpose robotic manipulator, both of which are widely used for robotic manipulation in industry and research communities.

5.3 Method

Given the goal state of the target object, our system runs object detection, pose estimation, motion planning, and manipulation to rearrange the target object to the goal pose. This system, shown in Figure 5.2, consists of 1) visual semantic mapping
that builds a 3D representation of objects via 6D pose estimation and volumetric reconstruction with the vision pipeline introduced in Chapter 3; 2) motion waypoint generation that gives the pairs of start and end arm configurations with learning-based filtering; 3) motion trajectory generation with a collision-based motion planner while selecting the best pair of waypoints using another learned model.

This system includes reorientation and regrasping as needed, which is determined via planning the direct pick-and-place from an initial state to a goal state. If this planning fails to find a collision-free motion, the system switches to another motion planner for reorientation. We repeat this process until the motion planner finds a collision-free path for pick-and-place. We optimize the reorientation step to change the object’s orientation successfully and efficiently to make the target grasp point accessible to place it in the specified goal pose. For this optimization, we sample numerous candidates of the reorientation pose, which a learned model evaluates via feasibility (the existence of a collision-free trajectory) and efficiency (the length of the trajectory) prediction.

5.3.1 Object-Level Semantic Mapping

Consider a pick-and-place task, with target objects in a pile from which the robot must grasp, reorient, regrasp, and place the objects into goal states. This pipeline requires robots to semantically understand the scene differentiating target and non-target objects. To place target objects in a specific pose, it is necessary for robots to know the objects’ initial poses in a pile to compute the transformations the robots must apply to the objects to achieve the goal state via grasping and placement. For non-target objects, semantic understanding of the objects (object category and geometry) might not be as important as the target’s since their geometric information is used only for collision avoidance when there are no occlusions for objects. In this chapter, we focus on the reorientation of target objects with no occlusions assuming their extraction is done beforehand by the object extraction pipeline we built in the previous chapter. We use a heightmap to represent non-target objects, which allows faster training and better generalization, being agnostic to semantics and robust to
5.3. Method

We run the object-level semantic mapping system, MoreFusion (Chapter 3), to find the target object using an on-board RGB-D camera with a robotic arm. MoreFusion detects objects from an RGB image with a neural network-based object detector and a volumetric 6D pose estimation for the detected objects. Using the target object class given as the task goal, the 6D pose of the target object (the initial state in a pile) is extracted from the map to be used for the motion planning in the succeeding pipeline.

The heightmap is built from depth images captured by the on-board RGB-D camera to represent the state of non-target objects. A heightmap represents the distance of the top surface from the ground at each XY location and is agnostic to semantics and semantic estimation errors as it is purely built from raw observations (depth images). As for the depth images to build the heightmap, we use the top-down view of the RGB-D camera towards the pile. We set the pile center to be the center of the heightmap, having fixed XY bounds of the workspace covered to give consistent and overall information of the scene.

5.3.2 Motion Waypoint Generation

The start and end configurations of the robot and the target object (i.e., grasp and placement poses) define the waypoints of the motion trajectory. These two waypoints are used along with the semantic map of the scene to generate collision-free trajectories. To generate these waypoints, we combine random sampling and learned filtering to select the feasible and most efficient waypoint to execute.

Sampling Waypoints for Pick-and-Reorient

The goal of the pick-and-reorient stage is to change the target object orientation such that the robot can grasp specific grasp points for final placement where feasible grasps can be limited (e.g., box packing; shelf storing). A grasp pose represents a starting waypoint, and a reorientation pose represents an end waypoint. We sample
the grasp poses in the 3D reconstruction from visual scene understanding and sample
the reorientation poses in an open, planar space near the pile.

**Grasp Pose** For reorientation, grasp poses are sampled on the initial state of the
target object in a pile. Given the pose of the object from pose estimation, we render
the object with a virtual camera in simulation to extract its mask and depth images
from which we sample the grasp poses. We transform the depth image into a point
cloud (§2.3.2) and compute the surface normals by applying sliding windows on the
point cloud. Given the object mask aligned to the point cloud and normals, we
randomly extract $\sim 30$ points and normal vectors on the object surface, which gives
the position and orientation of the grasp pose as a quaternion $q = [q_x, q_y, q_z, q_w]^T$.
We compute this quaternion from the normal of the suction gripper $n_g$ and the
surface normal vector $n_s$ with Equation 4.1.

**Reorientation Pose** We sample reorientation poses within a workspace adjacent
to the pile, though in practice the reorientation poses could be sampled on any
pre-defined surface. During this sampling, we check for collisions between the CAD
model of the target object and the scene using the volumetric reconstruction of
non-target objects.

Since exhaustive collision checking of arbitrary positions and orientations is time-
consuming, we first determine XY positions where any orientation will be collision-
free. We use a cube with the dimensions of the longest axis of the object, which
gives a quick collision check with the pile reconstruction. As for the workspace where
reorientation poses are sampled, we use $0.5m \times 0.3m$ rectangular space discretizing
it by 10 and 8 each giving $10 \times 8 = 80$ candidates. These candidate positions are
evaluated with the cube to filter positions that cause collisions being too close to
the pile, which is typically critical for large objects.

Given the selected XY positions, we compute the Z position and orientation using
the actual CAD model of the object instead of the abstracted cube. We discretize
the orientation by 8 in each axis of the Euler angles (§2.2.2), which gives $8^3 = 512$
orientations for each XY position. For each orientation, we compute the distance between the object’s bottom and the ground plane and set the Z position to put the object on the plane with a small margin of 2 cm. Since we sampled positions where arbitrary orientations would be collision-free in the XY position sampling, we can reuse the same Z positions and orientations for other XY locations. This multistep sampling avoids the slow, combinatorial evaluation of reorientation poses, whose number could be \((\text{XY positions}) \times (\text{orientations}) = 80 \times 512 = 40,960\).

This sampling of the reorientation poses includes unstable states on the plane, which eventually settle down to a stable state after the release. These unstable poses allow the robot to reorient the object with significant rotation in a single step, for example, grasping the backside of the object to flip to the front by leaning the object on the plane while creating a space for the suction gripper to avoid collisions with the ground plane as shown in Figure 5.1.

### Learning to Select Reorientation Poses

Not all the given reorientation poses (40,960 candidates) enable the robot to regrasp the object with the intended grasp for the final placement. To filter these unuseful poses, we introduce a learned model that predicts whether the reorientation pose will enable the intended regrasping or not with the pipeline shown in Figure 5.3. This pipeline uses a learned model to evaluate reorientation pose candidates and selects the top-1000 best-scored poses to be processed in the succeeding pipeline.

The learned model (right in Figure 5.3) receives a reorientation pose and target grasp pose as input and predicts the success of regrasping after the object is released and settles down. We also feed the pile heightmap to allow the model to take the collisions into account. The model encodes the heightmap with 6 layers of \(3 \times 3\) convolutional with max-pooling and ReLU activations (ConvNet). The output is concatenated with the object’s initial pose, label, reorientation pose, and grasp pose and processed by 3 linear layers (MLP) to predict the grasp validity, which is trained with binary cross-entropy loss as a 0–1 probability.
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To train the model, we use physics simulation and motion planning (§2.6) to evaluate reorientation poses. Given a randomly sampled reorientation pose, an object model is spawned in simulation to apply physics to infer how the object will settle down after being released with that reorientation pose. Given the stable states of reoriented objects by applying physics, motion planning is applied to test whether the target grasp pose is achievable. This planning result gives the binary label of whether the pair of reorientation pose and grasp pose is feasible (grasp validity in Figure 5.3), and is used as a training signal for the model.

![Diagram](image)

**Figure 5.3:** *Learned selection of reorientation poses*, using a learned model to select poses from the uniformly sampled reorientation poses.

---

**Sampling Waypoints for Pick-and-Place**

The goal of the **pick-and-place** stage is to place the target object in the specific pose given as a task goal. The grasp pose represents the start waypoint and the specified final pose represents the end waypoint of the pick-and-place trajectory.

**Grasp Pose** We sample grasp poses from the visible surface of the target object in the goal state with virtual rendering (cf. initial state for reorientation). We position a virtual camera facing the virtually placed object with a slight translation of \(0.3m\) from the goal pose, whose direction is determined by the direction of the opening of the container for placement: horizontal with shelves, vertical with boxes. By using this virtual rendering, we can sample only the grasp poses visible from the opening.
of the container while filtering infeasible grasp poses in the back. The grasp position is sampled randomly from the visible surface, and the orientation is determined with the same process as §5.3.2, generating 30 grasp poses (left of Figure 5.3).

**Place Pose** For placement, we use the object’s place pose given as the task goal. To this goal state, we transform the sampled grasp poses at the object’s initial state to compute the end-effector pose at placement.

### 5.3.3 Motion Trajectory Generation

We integrate a learned model with motion planning to introduce waypoint selection for efficient planning and execution.

**Learning to Select Motion Waypoints**

Motion planning runs fast with a few pairs of start and end waypoints (0.1–1.0 seconds) and can generate a collision-free trajectory while evaluating and filtering unusable pairs. However, when the number of pairs becomes large (>100), the planning time becomes untenable for real-time use (10–100 seconds). For this problem, we introduce a learning-based model that predicts the validity of the pairs (i.e., the probability that the motion planner finds a collision-free path given those pairs), which we use to filter unusable waypoint pairs before feeding them into the motion planning (Figure 5.4).

With the two motion trajectories in the task (pick-and-reorient and pick-and-place), we apply learning-based waypoint selection only to the pick-and-reorient motion. This design choice is because the waypoints for pick-and-place motion are well constrained by the end waypoint (the place pose), which is unique and given as the task goal (whereas numerous possible reorient poses must be compared for pick-and-reorient), therefore it is not necessary to use the learned model for the real-time motion selection. It is also likely that placing configurations vary at test time with different object poses or placement environments (e.g., shelf storing, box packing), where it would be difficult for a learned model to adapt without retraining.
Metrics for Selection  The model predicts 3 validities: grasp pose, reorientation pose, and trajectory, each representing the existence of collision-free states between the robot and the scene. Although a single validity could cover the entirety of the grasp and reorientation pose (start and end states) and the trajectory (middle states), we separated these to help the model reason about why the whole trajectory might be invalid (e.g., which of the start/end/middle states are invalid).

After filtering by validity, several waypoints could remain as candidates with similar predicted validity scores. Therefore, we have introduced another metric: efficiency, which is often regarded as the secondary metric of robotic tasks [Batra et al., 2020]. We use joint-space trajectory length as the efficiency metric, which highly correlates with execution time.

After taking the highest-scored 10 waypoints with the trajectory validity scores, we sort them with efficiency before feeding them into the motion planner. Despite the randomness in the planning algorithm while finding collision-free trajectories, we observe a strong correlation between the given waypoints and the generated trajectory (i.e., they are consistent). With this correlation, the learned model predicts meaningful scores to select waypoints that generate the best motion trajectory.
Training the Model  For the waypoint selection, we use a similar model architecture as the reorientation pose selection (§5.3.2) by only changing the outputs (right of Figure 5.4). Given the start and end waypoints (grasp pose, initial object pose, reorientation pose), this model predicts the validity and efficiency of the trajectory that will be generated by the motion planner, taking collision with objects in the scene into account using the heightmap. We train this model with binary cross-entropy loss for the validities and L1 loss for the trajectory length.

To collect training data of reorientation validities and trajectory length, we use a physics engine (§2.6) generating stable object piles by applying a physics simulation on the randomly spawned object models (train : test = 1000 : 200 configurations). We determine the target object based on its visibility (>95%). We sample grasp poses from the mesh vertices and sample reorientation poses on the pre-defined reorientation space (e.g., a space next to the pile). These sampled poses of grasping and reorientation are evaluated by collision checking and motion planning to provide the validities of the waypoints, and the validity and length of the trajectory.

Collision-free Trajectory Generation

Given the selected waypoints, we generate motion trajectories with collision-based motion planning, which uses the 3D geometry from the semantic mapping to check for collisions between the robot and the scene.

5.4 Experiments

We evaluate our method, ReorientBot, via a set of pick-and-place tasks that require appropriate object reorientation and grasp selection before being placed in a given goal pose. We train our learned models in simulation, using YCB object models [Calli et al., 2015, Xiang et al., 2018] and evaluate them in both simulation and the real world. We use a Franka Emika Panda robot, using its kinematics model (URDF) in simulation.
5. **Long-Horizon Manipulation with a Semantic Map**

**Implementation Detail**

We use PyTorch [Paszke et al., 2019] to implement the learned models, training with Adam optimizer [Kingma and Ba, 2015] (§2.7.3) with parameters of $\alpha = 0.001$, $\beta_1 = 0.9$, $\beta_2 = 0.999$. We stop training as the learning curve converges. For training data collection, we use a physics engine, Bullet [Coumans et al., 2013] (§2.6), to simulate the behavior of objects after being released in unstable reorientation poses for training waypoint evaluation model (§5.3.2), and stable object pile generation and trajectory evaluation for training trajectory evaluation model (§5.3.3). For the motion planning to generate collision-free trajectory from start and end waypoints, we use RRT-Connect [Kuffner and LaValle, 2000] implemented with OMPL [Sucan et al., 2012] integrating with the collision checking on the physics engine (§2.6).

**5.4.1 Evaluation in Simulation**

We evaluate the system in 200 unseen piles randomly generated in physics simulation (the test set used in §5.3.3). As the goal state, we randomly assign an object pose on the shelf where the same objects are tightly aligned, as shown in Figure 5.5.

To show the generality and performance variation, we use 2 types of suction grippers in this experiment:

- **I-shape** (Figure 5.5), used in previous work [Zeng et al., 2020a], which has a thin vacuum hose aligned with the gripper;

- **L-shape**, used in our real-world experiments, where the cup axis is translated from the palm for the suction hose.

As the baseline for single-step object reorientation, we designed heuristic reorientation poses that are stable on a plane and make the target grasp point accessible. For simplicity and generality among various objects, we use the upright orientation of objects and Z-axis rotation as the candidate reorientation poses. To ensure target grasp points are accessible after placement in the reorientation poses, we choose
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Z-axis orientations that make the target grasp face in the -X direction (facing the robot). Figure 5.5b shows the examples of this heuristic reorientation pose for the goal state in Figure 5.5a, where the front face of the target object (cracker box) faces towards robots with some variations in Z-axis orientation.

![Figure 5.5](image)

(a) Task configuration  (b) Heuristic reorient poses

Figure 5.5: **Evaluation setup in simulation**, tasking the robot to rearrange the target object from the initial state to the goal state.

**Task Completion**

Table 5.1 shows the comparison of the success rate, whose criteria are the geometric distance between the placed state and the goal state, and with 10 seconds time limit for reorientation planning. We use the area under the curve (AUC) of the point-to-point distance with a threshold between 0 and 10cm, considering AUC>90% as success (the same metric of pose estimation in §3.4). Table 5.1 shows that, compared to the baseline, ReorientBot gives relative improvements of 23-36% in reorientation success, 17-47% in placement success, and 60-81% in overall success. The success rate with the L-shape gripper is lower than the I-shape gripper because of the more extensive gripper base and cup offset from the palm axis, which restricts collision-free arm configurations. The improvements in reorientation and placement show that the proposed learned models play a vital role for motion generation in both stages, improving the overall performance of specific-posed object placement.
Table 5.1: **Task completion**, comparing our method (ReorientBot) with the baseline (Heuristic) with goal configurations unachievable without reorientation (146 tasks).

<table>
<thead>
<tr>
<th>Gripper</th>
<th>Method</th>
<th>Success% (reorient)↑</th>
<th>Success% (place)↑</th>
<th>Success% (overall)↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>I-shape</td>
<td>Heuristic</td>
<td>71.9</td>
<td>81.0</td>
<td>58.2</td>
</tr>
<tr>
<td></td>
<td>ReorientBot</td>
<td><strong>97.9</strong></td>
<td><strong>95.1</strong></td>
<td><strong>93.2</strong></td>
</tr>
<tr>
<td>L-shape</td>
<td>Heuristic</td>
<td>74.0</td>
<td>58.3</td>
<td>43.2</td>
</tr>
<tr>
<td></td>
<td>ReorientBot</td>
<td><strong>91.1</strong></td>
<td><strong>85.7</strong></td>
<td><strong>78.1</strong></td>
</tr>
</tbody>
</table>

**Timing**

Table 5.2 shows the comparison of the planning and execution time of object re-orientation between our method and baseline. We measure the planning time with both the wall clock and execution time in the simulation. We send the motion trajectory (a list of joint positions) to the position controller with a constant speed of \(\sim 1.2 \text{ rad/s} (=70 \text{ deg/s})\). As this execution speed can vary in the real world, we also report the trajectory length, which highly correlates to the execution time. The results in Table 5.2 show that our method has improvements of 24-30% in planning time and 20-22% in execution time compared to the baseline.

Table 5.2: **Timing**, comparing our method (ReorientBot) with the baseline (Heuristic). It reports only when both methods successfully complete task; 38/146 tasks in Table 5.1.

<table>
<thead>
<tr>
<th>Gripper</th>
<th>Method</th>
<th>Planning time [s]↓</th>
<th>Execution time [s]↓</th>
<th>Trajectory length [rad]↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>I-shape</td>
<td>Heuristic</td>
<td>3.3</td>
<td>4.0</td>
<td>4.2</td>
</tr>
<tr>
<td></td>
<td>ReorientBot</td>
<td><strong>2.5</strong></td>
<td><strong>3.2</strong></td>
<td><strong>3.3</strong></td>
</tr>
<tr>
<td>L-shape</td>
<td>Heuristic</td>
<td>3.0</td>
<td>3.6</td>
<td>3.6</td>
</tr>
<tr>
<td></td>
<td>ReorientBot</td>
<td><strong>2.0</strong></td>
<td><strong>2.8</strong></td>
<td><strong>2.7</strong></td>
</tr>
</tbody>
</table>

### 5.4.2 Real-world Evaluation

We evaluate our system in the real world with the robotic system introduced in §2.5.1, a Franka Emika Panda robot with an RGB-D camera (Realsense D435) mounted on the arm, and a suction gripper implemented with a vacuum cleaner.

Figure 5.6 shows the sequences of the pick and place motions of the robot for the specified goal configuration on a shelf and in a box. These examples show the capability of our system to reorient objects both successfully and efficiently (with short
5.5 Conclusion

In this chapter, we have explored learning-based manipulation in a long-horizon task, working on object placement in a specific pose, which requires several steps of grasping and placement for reorienting and regrasping the objects. Unlike the fine-grained motions in short-horizon tasks in previous chapter, long-horizon tasks require explicit segmentation of motions into small stages (e.g., grasping, reorientation, regrasping, placing) so that the model can focus on learning each segment for convergence, but also require overall motion optimization at the same time. We exploit the semantic map and known object models to segment motions specifying the goal of each segment, such as achieving a certain grasp pose, reorientation pose, and placement pose. This goal specification for each motion segment enables the system to optimize motions against the overall completion of long-horizon tasks (e.g., selecting the best reorientation pose for the succeeding regrasping and placement).

Our system integrates learned motion selection and traditional motion planning to maintain the capabilities of learning (selection of appropriate reorientation poses and efficient trajectories) and generality of planning (flexible trajectory generation based on the goal state and constraints at test time). The resulting system improves the robots’ capability in object placement compared to a baseline in both efficiency and success rate and has shown capable object reorientation with significant rotation (e.g., flipping with 180° rotation) using a dynamic placement for reorientation (released and stabilized with gravity) and precise placement in various target configurations (shelf storing, box packing).

By using learned motion selection with coarse waypoints (start, end configuration of a trajectory), we have shown that learned motion models can achieve long-horizon tasks that include several manipulation steps: grasping, reorientation, regrasping,
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Figure 5.6: Real-world results, in which the robot rearranges objects from its initial state to the specified goal state. The reorient motion includes a dynamic motion to accomplish the orientation that leads to successful placement with a short arm trajectory.
and placement. The semantic information extracted from the semantic map is utilized to generate the intermediate goals in a long-horizon task, which is a different use of the semantics from previous chapter where object semantics were used as rich geometric information to reason physical support and contact among objects.

The two different applications of learning-based manipulation: fine-grained motions in short-horizon tasks, coarse motions in long-horizon tasks, indicate that these approaches can be combined appropriately to achieve even more diverse manipulation tasks. The long-horizon planning gives coarse waypoints of the motion trajectory, and fine-grained motion trajectories are generated based on the waypoints by a motion planner. In this chapter, a traditional motion planner is used to generate fine-grained trajectory from coarse waypoints, but this part can also be replaced by a learned motion planner when the learned capability is necessary as in previous chapter. Regardless of whether traditional motion planning or learned motion planning is used, the object-level semantic map is crucial for long-horizon tasks to divide a task into subtasks with intermediate goals so that overall motion can be optimized via each subtask’s optimization.
5. Long-Horizon Manipulation with a Semantic Map
Conclusions and Future Work

A number of contributions have been presented in this thesis that aim to create capable robotic manipulation systems through the integration of semantic mapping and motion generation. In particular, we built a real-time semantic mapping system using an on-board RGB-D camera that is able to map objects with their CAD models. This system gives a holistic understanding of scenes and is even able to deal with complex scenes that have overlap, close contact, and support among objects (e.g., object piles). The built semantic map is used to solve various manipulation tasks such as distractor object removal, occluded object extraction, object reorientation, and specific-posed object placement. Hybrid motion generation combining learned and non-learned planning is applied with the explicit semantic map, enabling the robot to perform capable manipulations in tasks that require motion generation to have the properties of both fine-grained motions and long-horizon planning.

In Chapter 3, a semantic mapping pipeline was presented where objects in a scene were incrementally reconstructed with an RGB-D image sequence from a moving camera. The pipeline initially reconstructed objects with occupancy voxel grids by accumulating depth measurements into each object’s grid and then replacing the grid with a CAD model after a confident pose estimate was acquired. The pose estimation was accomplished with neural network-based pose prediction and gradient-based pose refinement, both of which exploited the voxel grid reconstruction. Using this vision pipeline, pick-and-place of target objects in a pile was presented where a robot
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built a semantic map of the scene with an on-board camera and planned collision-free motion trajectory for picking the target objects. During motion planning, objects overlapping with the target were detected as distractors and removed to make the target accessible and pickable without collisions.

At this point, the system was composed in a classical way with traditional (non-learned) collision-based motion planning integrated into a vision pipeline capable of mapping various objects in a cluttered scene with a single moving camera. Although this integrated system showed successful completions of picking known target objects in a pile even with heavy and multi-layered occlusions, the manipulation capability was limited by the motion planner requiring a strictly collision-free path. For changing object states in a scene, the collision-free motion would be the safest maneuver, affecting only the state of the single object the robot is currently interacting with. However, if efficiency is also considered as a task goal, the motion planning would need to be modified to incorporate it as a new metric for achieving both safety and efficiency in task completion. In the case of picking target objects from a pile, exhaustive distractor removal would be time-consuming and inefficient, and target objects could be directly extracted with a carefully planned trajectory that minimizes the effects on other objects in the pile.

To overcome this limitation in motion planning, in Chapter 4, we introduced a learning-based motion planner that generates a trajectory while optimizing the motions for a task metric other than collision avoidance. We specifically tackled target-picking of objects with occlusions in a pile. Robots planned the safest motions to extract the target objects while minimizing effects on the distractors’ translations and velocities, which could cause undesirable results such as object damage and expansion of the pile and workspace. In the new system, a learned model predicted 6DoF end-effector transformations, which generated a fine-grained trajectory with recursion, to extract objects with a short path (for efficiency) while minimizing surrounding objects’ translations (for safety). Unlike common end-to-end motion models, which map raw image observations to actions, this learned model used object poses in the semantic map along with the raw sensor information from depth
images. This combination of rich semantic and geometric information from object poses, and unprocessed and robust information from depth images (no estimation errors included) achieved both high success and robustness.

Although the system in Chapter 4 was capable of performing object extraction with fine-grained motions, the time horizon of the task was limited to be short: a single trajectory to extract the object. By combining with other motions, it would be possible to repeat the process of grasping, extracting, and placing for multiple objects to conduct relatively long-horizon tasks. However, in that case, each motion would need to be separately planned and optimized with the time horizon limited to each motion, and one motion would not necessarily end in the best starting state for the next motion. Long-horizon tasks include several grasping and placing sub-tasks that should be jointly optimized to achieve the best performance. A straightforward application of learning-based motion generation to long-horizon tasks would also not work due to the difficulty of training a model to convergence when the model struggles to find successful trajectories during exploration. It was not clear how long-horizon tasks could be handled by exploiting the capability of learning-based motion generation and the rich information of a semantic map.

In Chapter 5, we explored the application of semantic maps and learned motion generation to long-horizon manipulation tasks. We specifically tackled the placement of objects in specific poses, where robots may need to change the orientation of objects by regrasping so that the final placement is possible. This task requires several steps of grasping and placement: grasping from a pile, reorientation, regrasping, and placement in the target pose, all of which have to be optimized to achieve high levels of success in the overall task. To avoid the combinatorial problem of possible trajectories in fine-grained motion generation, we introduced coarse waypoints that were evaluated with learning models. With these coarse samples of motion waypoints, it was possible for learned models to evaluate their combinations in a longer horizon of tasks. These waypoints determine a rough route for the trajectory generated by the subsequent collision-based motion planner. Combined with a semantic map that allows waypoint sampling, the learned waypoint selection enables
A straightforward extension of the attempts in Chapter 4 and Chapter 5 would be possible by integrating fine-grained motion generation with long-horizon planning using learning-based methods for both. Though in Chapter 5 we demonstrated learned motions in long-horizon tasks with the fine-grained motions generated by a non-learned motion planner, the entire trajectory could also be generated using learned models. As demonstrated in Chapter 4, learned models are able to optimize motions at training time for efficiency (c.f., brute-force motion sampling) and fuse various inputs from both semantic and raw sensory observation. The two learning approaches of coarse waypoint generation and fine-grained trajectory generation based on the waypoints can be combined to take advantage of both approaches. In the context of manipulation in cluttered scenes, the capability of this new integration can be demonstrated, for example, in a single-step extraction of occluded objects for reorientation and placement, enabling robots to achieve efficient specific-posed placement even with heavily occluded objects.

For developing more capable robotic systems, an important future direction would be the integration of manipulation with navigation. Robotic navigation has been worked on for many years (§1.2) and recently it has acquired significant interest with the rise of self-driving cars. Most of the previous studies on navigation have been working on collision avoidance by setting the research challenge as to how to handle dynamic objects that appear in front of the robots, and navigation in static environments has often been regarded as an easy problem. However, when navigation is integrated with manipulation, even static-environment navigation can be challenging. With manipulation, the policy for navigation would be quite different: navigation without manipulation basically maximises the distance from other objects to avoid collisions, whereas navigation with manipulation has to take robots close to objects so they can reach them. Aiming at interaction with objects, robots not only have to reach navigation goals efficiently with a short path but also adjust the navigation goal for subsequent manipulation while maintaining a collision-free trajectory,
e.g., grasping from certain directions where there are fewer objects with which to collide. When robots manipulate large objects (e.g., door, furniture) [Murooka et al., 2014, Saito et al., 2011], it would also be crucial to change the base location during manipulation for reachability and torque limits.

Manipulation with various end-effectors would also be an interesting direction to work on with advancement in both hardware and software. This thesis has focused on manipulation with suction grippers, which compensate for errors in the alignment and allowed us to simplify the grasping algorithm to focus on post-grasp manipulation. However, suction grippers often struggle to grasp objects without flat surfaces, which motivates the adoption of other types of grippers such as pinch grippers. In addition to expanding the variety of graspable objects, a different gripper structure can give robots more diverse manipulation skills, such as in-hand object manipulation with multi-fingered grippers. Multi-fingered grippers have shown the capability of changing the orientation of box-shaped objects in the real world [Andrychowicz et al., 2020] and various objects in simulation [Chen et al., 2021]. Most of the real-world experiments have been done with a gripper attached on a fixed base (without any manipulator) as the hardware is massive and heavy. It would be a vital step to make the gripper more accessible and applicable to mobile manipulators so that researchers can explore what kind of maneuvers are possible with the gripper using human-like maneuvers (humans change the way they use their hand depending on the task, e.g., grasping and pushing forms are quite different). As a variation of end-effectors, research on tool handling would also be important, where tools are automatically grasped or attached to the existing grippers. Carefully designed tools give extra capability for robots to imitate human activities (e.g., a book stand for sorting, a spatula for cooking, a towel for cleaning) and maneuvers (e.g., pushing, scooping, wiping), potentially substituting for a human-like multi-fingered gripper.

Expanding the capability of semantic mapping to a more diverse set of objects would be vital to enable robots to achieve various and challenging manipulation tasks. The vision pipeline in this thesis (Chapter 3) was limited to a certain set of objects (YCB objects [Calli et al., 2015]) limiting the variations of object shapes.
and properties; however, robots need to be able to handle more diverse objects to be useful in the real-world environments such as those in warehouses, retail, and households. The object set can have a wide variety of appearances, shape variations among the same object categories (e.g., diversity of mug shapes), articulated objects (e.g., doors, drawers), and deformable objects (e.g., clothes towels). Even with such challenging objects, we believe that explicit semantic understanding of a scene (cf. implicit, end-to-end) would be an important step for capable robotic manipulation, as we showed with the object set in this thesis. The semantic mapping pipeline can be naturally extended to handle more object categories with a larger model database as demonstrated in a certain scale by [Tateno et al., 2016, Avetisyan et al., 2019]. With parameterized object models (e.g., scale, height), the pipeline will be able to handle shape variations optimizing the compact parameters to adjust to the actual objects, as several works have demonstrated with a few object categories and variations [Kundu et al., 2018, Sucar et al., 2020, Runz et al., 2020]. Similar to these parameterized models, articulated objects can also be explicitly modeled with parameters such as joint angles [Li et al., 2020], and the motion generation based on the potentially noisy estimation of these would be interesting future research. Regarding completely deformable objects such as clothes, it is an open question as to how they should be modeled. Although end-to-end, implicit scene understanding could be indispensable for deformable object modeling, the vision pipeline for that can be a hybrid of explicit and implicit modeling. With a once-folded cloth, humans quickly understand the deformation with its fold and angle (explicit understanding), whereas humans probably would not try to estimate such deformation models with a crumpled cloth for manipulation (implicit understanding). The distinction between explicit and implicit scene understanding in human brains could depend on the state of the objects, and future vision pipelines might need to have both properties.

Finally, there has been a lot of research working on intelligent Embodied AI in the computer vision and machine learning communities. Embodied AI covers agents with general intelligence, including both virtual ones (e.g., in games) and physical robots, and it encourages researchers to work on more challenging machine
learning problems that are not limited to static datasets but with growing datasets self-collected by agents. Building simulators that are efficient and close to reality would be a key driver to pushing forward this research in building Embodied AI and especially for robots that will be deployed in the real world. There have been several works that build simulation environments that are designed for training robot agents [Kolve et al., 2017, Savva et al., 2019, James et al., 2020, Xiang et al., 2020]; however, still very few real-world task achievements are presented and demonstrations often happen in simulation. This limited real-world deployment is presumably due to the sim-to-real gap of sensory observations and poor performance in long-horizon tasks (making it impossible to maintain the necessary levels of safety and performance in real-world applications). Semantic world models, where raw images are abstracted into a semantic representation, would be crucial for learning long-horizon tasks with high-performance and generalization. It would be an ideal future direction to keep them tightly integrated with explicit semantic mapping and learned motion generation to continue to improve the capability of robots to accomplish useful tasks in the real world.
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