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Abstract

Recent advances in wireless communication and tech-
nologies have given rise to low-cost sensor networks. Sen-
sor networks comprise of low-cost, low-power nodes that
are densely deployed in the environment to monitor a spe-
cific state of the environment, for example: temperature,
light, sound, speed or radiation. This paper presents a new
data forwarding algorithm for sensor networks that takes
into consideration the direction of the message, the posi-
tional relevance of a node to the message and the available
power at that node. We conclude this paper by discussing
an experimental study of the performance of the proposed
data forwarding protocol for sensor networks.

1. Introduction

Sensor networking is an emerging technology that
promises unprecedented ability to monitor and manipu-
late the physical world. A sensor is a small and inexpen-
sive wireless device, with ability to sense and actuate the
physical environment in a variety of modalities. Sensor
nodes, deployable virtually anywhere, have the ability to
self-organize into a well-connected network and coopera-
tively collect, aggregate and disseminate information to end
users [6].

The sensor nodes are low-cost, low-power multi-
functional nodes that can be easily deployed in the environ-
ment. A sensor network is a network consisting of a large
number of sensor nodes that are densely deployed in the en-
vironment to monitor a specific state of the environment,
for example: temperature, light, sound, speed or radiation.
The position of a sensor node during deployment need not
be pre-determined, hence the sensors can be deployed ran-
domly in in-hospitable terrains, inaccessible environments
or during disaster relief management. Each sensor node has
a wireless link to communicate, an on board processor for
some basic computation and a sensor that senses the envi-

ronment to collect the data. Routing in a sensor network
is quite different when compared to routing in an ad-hoc
network. Unlike an ad-hoc network, which can contain sev-
eral source nodes and several destination nodes; in a sensor
network, several sensors collect the required data from the
required environment and forward this data toa destination,
which is a node that is responsible for processing the data
that is received. Nodes may also carry out in-network ag-
gregation of the data in order to reduce the amount of traffic
that is generated in the network [2, 8, 11, 19].

Due to the computation and communication limitation
in a sensor network, the routing algorithm must be com-
putationally efficient. Energy efficiency is another impor-
tant aspect of sensor networks; a sensor network has a large
number of nodes and it is often very difficult to replace a
node that has failed. Hence, it becomes imperative to re-
duce failures in the network due to an excess in the energy
consumption. The protocols that are designed for sensor
networks must take this resource constrained environment
into consideration. A routing protocol for sensor networks
must thus be both lightweight and energy efficient.

The focus of this paper is on the development of an
energy-efficient data forwarding protocol for information
dissemination in sensor networks. The communication cost
in a sensor network is far greater when compared to the
computation cost and therefore, communication in a sen-
sor network must be kept to a minimum. This is necessi-
tates the need for the routing algorithm to be energy effi-
cient due to a paucity of resources, especially power at each
sensor node. There are MAC protocols that save energy in
the network by periodically setting some sensor nodes to
sleep, thus conserving the energy of that node and increas-
ing the lifetime of the network [16]. This on-off behavior
of the sensor nodes leads to the problem of synchroniza-
tion and the lifetime of the network needs to be extended
to avoid dis-connectivity in the network. In order to extend
the lifetime of the network, the routing protocol that is used
in the network requires an efficient power management and
resource allocation scheme.



The major contribution of this paper is a context-aware
data forwarding protocol for sensor networks that uses in-
formation about the forwarding node and information gath-
ered from the message to be forwarded, namely:� Power capability of the node� Directionality of the message� Positional relevance of the node along the routing path

This information (collectively called the
ontext), en-
ables the protocol to be efficient, by tying the energy level
at each node to itsprobability of forwarding, the probabil-
ity with which each node can forward the message in the
direction of the destination. A higher energy level at a node
(higher its probability), indicates that a node is more likely
to forward this message.

Another big advantage of this protocol is that it does not
require the sensor nodes in the network to be synchronized
with respect to their on-off schedules. Thebestnode among
those nodes that are awake is chosen to forward the traffic
in the direction of the destination. This also leads to energy
savings in the network.

The simulation results show that the protocol performs
well over different network scenarios and tests. The
throughput of the protocol increases as the network den-
sity increases, while the packet loss decreases. The lifetime
of the network increases with network density (a desirable
property for sensor networks) and the number of messages
transmitted across a network over its lifetime also increased
with network density.

The rest of the paper is organized as follows: section 2
briefly talks about the work related to this paper, section 3
outlines the protocol for context-aware data forwarding in
sensor networks, section 4 details the simulation environ-
ment and the results while section 5 concludes the paper
and identifies areas for future work.

2. Related Work

This section talks in brief about some of the past work
in information dissemination in sensor networks that are re-
lated to this work.

The classical method used to disseminate information in
a sensor network was using flooding and gossiping proto-
cols [10]. These protocols assumed no knowledge about
the network topology and did not rely on any routing in-
formation. The big disadvantage of flooding is that it can
cause animplosion due to duplicate messages traversing
the network. Gossiping avoids the problem of implosion by
arbitrarily selecting any node to send the packet to, rather
than broadcasting the packet. These protocols are restricted

by the fact that they do not use the knowledge of the topol-
ogy of the network.

Among the early pioneers of data-centric routing was
SPIN [15]. SPIN used the knowledge of the meta-data to
route data in the network. Meta-data are exchanged be-
tween neighboring nodes in the network before transmis-
sion. Topological changes are localized since nodes need to
know only their single-hop neighbors. The advantage of this
scheme over flooding is that it saves energy. The disadvan-
tage of this scheme is that the meta-data that is advertised
may not reach the destination due a lack of interest for this
meta-data among the intermediary nodes.

Directed Diffusion [4] is a protocol for data dissemina-
tion that relies on data propagation by using data that is
named by attribute-value pairs. A node requesting data,
sends out itsinterest (an attribute-value pair that describes
the information that this node is interested in) for the named
data. Thisinterest is cached among the intermediary nodes
and finally reaches the sensor nodes that are responsible for
this information. These sensor nodes collect the required
information and send it to the node requesting the data. In-
network aggregation can be used to reduce the network traf-
fic and save energy. Directed Diffusion saves energy when
compared to SPIN [15] due to its on-demand nature and
caching. The disadvantage with Directed Diffusion is that
it cannot be used as a routing protocol for applications that
require a continuous data transfer.

LEACH [17] is a hierarchical routing algorithm for sen-
sor networks. Nodes are bunched together into local clus-
ters based on the signal strength. The cluster-head of
each cluster takes part in routing the data towards the sink.
LEACH cannot be applied to sensor networks that are de-
ployed on a large-scale since it assumes a single-hop com-
munication between a node and its cluster-head.

GAF [20] is an energy-aware location-based routing pro-
tocol that is predominantly used in ad-hoc networks. En-
ergy conservation is achieved by selectively turning off
nodes in the network. The disadvantage of this scheme is
the assumption that each node is GPS equipped. It is ex-
pensive in terms of communication and computation power
to equip a sensor node with a GPS receiver.

[7, 12] mention a probabilistic forwarding protocol that
probabilistically forwards the data towards the sink. They
use the knowledge of a node’s position with respect to
the direction of the destination. The disadvantage of this
scheme is that, using the angle of the node with respect to
the destination is not enough to determine the node to for-
ward the data.

In this work, we propose a context-aware data forward-
ing protocol that addresses the shortcomings of the other
protocols. This protocol does not require a GPS receiver,
rather it uses the relative position of a node with respect to
the sender and the destination. The probability of forward-



ing is based not only on the angle of the node with respect to
the destination, but also its distance and the current power
at the intermediary node.

3. Context-aware Data Forwarding Protocol

3.1. Sensor Model

A sensor network comprises of a large number of hetero-
geneous sensor nodes. The sensor nodes are characterized
by their power and energy costs for exchanging data with
other nodes in the network. The sensor nodes are spread
densely throughout an area as shown in Figure 1. A sensor
network has asink (usually the control center), the destina-
tion where the data collected in the network must propagate
to. Thesink, upon receipt of the data performs the nec-
essary computation on the data. We assume that upon de-
ployment of the sensor network, the initialization protocol
provides each sensor node with the direction of thesink.

Sink

Figure 1. A Sensor Network

Each sensor node is equipped with a sensor that monitors
the state of the environment with respect to different crite-
ria like light, temperature, radiation, speed or movement.
The primary mode of communication in sensor networks is
throughbroad
asting. Each node can be in one offour
states in the network with regards to its energy consump-
tion:

1. Sleeping

2. Sensing the environment

3. Transmitting a message

4. Receiving a message

For modeling the energy spent during thefour differ-
ent states of a sensor node, we use the energy model from
[17, 12, 13]. LetEele
 be the energy that the radio dissi-
pates to run the transmitter and receiver. Let�amp be the
transmit amplifier needed to achieve an acceptable signal-
to-noise ratio. We assume the energy consumed to transmit

over a distancex is proportional tox2. Using the energy
model, the energy expended to transmit and receive ak-
bit message over a distancex is:

Transmit:ETr(k; x) = ETr�ele
(k) + ETr�amp(k; x) (1)ETr(k; x) = Eele
 � k + �amp � k � x2 (2)

Receive: ERe(k) = ERe�ele
(k) (3)ERe(k; x) = Eele
 � k (4)

where,� ETr�ele
: Energy consumed to run the transmitter� ERe�ele
: Energy consumed to run the receiver� ETr: Energy dissipated for transmission� ERe: Energy dissipated for reception� Eidle: Energy dissipated in the idle state� Epowerup: Energy dissipated for waking up from the
sleep state

The model assumes that the power consumed during
waking up from sleep is three times the power consumed
in the idle state.Epowerup = 3 � Eidle (5)

3.2. Protocol Description

The sensor network is a resource constrained network,
where communication is very expensive. Hence, it is imper-
ative that any data forwarding protocol designed for such a
network take this into account. To reduce flooding in the
sensor network, the traffic that is forwarded towards thesink is sent in a cone-shaped fashion as shown in figure
2.

Consider the scenario when a sensor nodeS has data to
send to thesink D. As mentioned earlier,S has some idea
as to the direction ofD. Using this information, nodeS
forwards the data in a cone-shaped fashion towards the di-
rection ofD. Any intermediate node (nodeF in figure 2)
that is awake and receives the data sent byS calculates its
probability of forwarding. Based on this probability, nodeF can either choose to forward this message or wait for the
next time slot. In case nodeF chooses to wait and within a
certaintimeout, another intermediate node,G forwards the
message and nodeF can hear this broadcast, nodeF does
not subsequently forward the message. This avoids flooding
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Figure 2. Directional routing

the network by sending duplicate messages. The higher the
probability of forwarding, the higher the chances are that
nodeF forwards this message towardsD. Nodes outside
the cone-based region listen to see if any node in the region
has forwarded the message or not. If the message has not
been forwarded for a certain amount of time (atimeout),
one of these nodes forward the message towards the desti-
nation. This location-based directed forwarding algorithm
is explained as apseudo 
ode in algorithm 1.

Algorithm 1: Forwarding Data towards the Sink
Input: Void
Output: Result
FORWARD-DATA -TOWARDS-SINK ()
(1) LetPn be the forwarding proba-

bility of node n
(2) While (!success)
(3) Generate a random number

in [0; 1℄
(4) With Pn
(5) Forward-Data ()
(6) With 1� Pn
(7) Wait for the next time slot
(8) if Data-Sent by another

node before timeout
(9) drop request
(10) return Success
(11) else
(12) continue
(13) return Success

The intermediary nodes in the sensor network require
some information about the source and the sink to calcu-

late the probability of forwarding. An intermediary node
needs to calculate the distance to the source and the angle
of deviation from the source. This requires some knowl-
edge of the position of the intermediary node. Using GPS
[5] for the purpose of obtaining the position of a node is
too expensive in terms of computation and communication
energy for a sensor node. A node only needs to know itsrelative position with respect to the source and this would
help in calculating the distance and the angle of deviation.
This can be achieved by using the scheme suggested in [18].
To enable data forwarding and to calculate the probability
of forwarding, the source needs to include its own position
and the position of thesink in the data packet.

The probability of forwarding of a node is calculated by
taking into consideration the power of the node, the angle
of deviation of this node with respect to the source and the
distance of this node from the source. As shown in figure 3,
three interesting cases arise while calculating the probabil-
ity of forwarding. In the figure,S is the source, whileD is
the destination (sink) andF andG are intermediary nodes.
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Figure 3. Different scenarios� Case 1: As shown in Figure 3(a), nodesF andG are
both equidistant fromS and the angle of deviation (�)
of F andG with respect toS is also the same. Assum-
ing that nodeF has a higher power when compared
to nodeG, nodeF should have a higher probability of
forwarding than nodeG. Given this scenario, the prob-
ability of forwarding must be higher for the node that
has higher power.� Case 2: Figure 3(b) shows that nodesF andG are
equidistant fromS. Assuming that bothF andG have
the same power, nodeF should have a higher prob-
ability of forwarding than nodeG since the angle of



deviation ofF (�) with respect toS is less than the
angle of deviation ofG (�).� Case 3: From Figure 3(c), we can see that nodesF andG have the same angle of deviation with respect toS,
but nodeF is farther away fromS when compared toG, sincel > d. Assuming that bothF andG have the
same power, the probability of forwarding for nodeF
must be greater than the probability of forwarding of
nodeG.

The probability of forwarding must hence, reflect the
requirements listed above. We will now mathematically de-
rive the expression for the probability of forwarding (P (n)).
Let �
 = the angle of the cone (the angle between the tan-
gent fromS and the straight line betweenS andD)
Let �n = the angle of deviation that an intermediary node
makes withS
Let dn = distance of intermediary node fromS
Let d = radius of cone
Let�(p) = function of the power (p) at the nodeP (n) = wi � � (�
��n)�
 �+ wj � dnd + wk � �(p) (6)

where,wi; wj ; and wk are the respective weights. It can
be easily seen that probability of forwarding,P (n) � 1 iffwi + wj + wk � 1 and�(p) < 1.

The challenge is to design a function that is not compu-
tationally expensive, (given the fact that the sensor nodesin
the network are resource constrained), but still achieves the
required properties as stated above.

The requirement is for a function that increases exponen-
tially towards 1 as a function of the power at the node. The
current power at the node can be calculated by using the
values ofETr , ERe, Eidle andEpowerup from [17, 2].

Theexponential function bounded between0 and1will
work for this purpose. The higher the power at a node, the
higher the value of�(p), thus ensuring that this node has a
higher probability. Hence,�(p) = ep�1, (wherep is the
remaining power, relative to full power at a sensor node).
Re-writing equation 6 using this relationship, we get:P (n) = wi � � (�
��n)�
 �+ wj � ddn + wk � ep�1 (7)

where,0 � ep�1 � 1 and0 � p � 1
4. Simulation and Results

This section discusses the simulation environment and
the results of the simulation. The objective of the simula-
tion was to perform a sensitivity analysis of the protocol.

Such an analysis would provide us with valuable informa-
tion about the performance of the proposed protocol under
various network and traffic scenarios.

The protocol was implemented in the Glomosim network
simulator [9] on Linux and was tested by providing differ-
ent network scenarios. The tests carried out measured dif-
ferent aspects of the protocol: throughput number of pack-
ets dropped, the number of messages traversing through the
network and the normalized lifetime of the network. These
tests were carried out while varying the density (number of
nodes) of the sensor network. The number of nodes in the
network was varied from 10 (sparse network) - 50 (dense
network) nodes.

The Glomosim network simulator is a simulator that is
tailor made for wireless networks. To use this simulator
for a sensor network the following modifications had to be
incorporated in Glomosim:� Reduce the radio range of the node� On-off behavior of the sensor nodes� Energy dissipated due to communication

The basic components of the simulation are: traffic gen-
eration, sensor behavior and power model. Traffic is gen-
erated using one sensor node (node1) as the source and
another sensor node (node2) as the destination. The type
of network traffic used in the simulation was CBR traffic
where each packet was of size100 bytes. The sensor nodes
were placed randomly in a grid of size20x20m. The on-off
behavior of the sensors was incorporated by having nodes
sleep and wakeup for a specific amount of time. The power
model that was used in the simulation is provided in section
3.1. The values used for transmit power, receive power, idle
and wake power were from [2]. In all experiments, the val-
ues that were measured were measured for varying degrees
of network density. Each experiment was run a total of10
times and the results used were averaged over these experi-
ments. Since we were simulating a sensor network, we as-
sumed the sensor network was a network that was stationary
after being deployed. Hence, no mobility was incorporated
into the simulations.

The first set of experiments measured the performance of
the protocol with respect to the throughput and the number
of packets that were dropped in the network against varying
degrees of network density.

To measure the throughput and the number of packets
dropped in the network, the destination node collected the
statistics with regards to the total time for packet transmis-
sion and the total number of packets that were received at
the destination. The time was measured innano�se
onds.
Traffic was generated using node1 as the sender and node2,
the receiver. It was ensured that node1 and node2 were not
in direct communication range of each other, hence making



sure that the route between nodes1 and2 would follow a
multi-hop path. Figure 4 and figure 5 show the results of
these experiments.
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Figure 4. Throughput

From figure 4, we conclude that the throughput of the
network increases as the density of the network grows. This
is to be expected as the higher the number of nodes in
the network, the higher the probability of path availability
(since there is a higher probability of a node being in the
path between the source and the destination and this node
can forward the packet towards the destination).
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Figure 5. Number of Packets dropped

Figure 5 shows the number of packets dropped with re-
spect to node density. We can observe from the figure that
the number of packets dropped decreases (and almost be-
comes zero) as the network density increases. This is a de-
sirable property in any protocol for sensor networks, since
sensor networks are a densely deployed network of sensor
nodes. The number of packets that are lost for a sparsely
populated network is quite high due to the fact that there are

very few nodes in the network and these nodes keep switch-
ing between the states ofon andoff . When the node is in
theoff state, it does not receive any packets and hence, this
leads to packet loss in the network. The denser the network,
the higher the probability of finding a node that isawake in
the forwarding region, thus ensuring that the packet reaches
its destination.

The second set of experiments were conducted to mea-
sure the impact of the energy consumption on the lifetime
of the network as the density of the network increases.

We measure the lifetime of the network to be the time
taken fora node in the network to fail due to lack of power.
This node can beany node in the network (except the
source). The energy level of a node is calculated after ev-
ery message is sent or received by the node based on the
values provided in [2]. Traffic was generated using node1 as the sender and node2 as the destination and the type
of traffic was CBR. Traffic was generated continuously and
there was no upper limit on the number of messages sent;
traffic generation stopped when the simulation ended. As
before, nodes1 and2 were not in direct communication of
each other. The results were collected after the simulation
ended (which was when a node in the network died because
of lack of power). Figures 5 and 7 show the results of these
experiments.
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Figure 6. Number of Messages

Figure 6 shows us that the number of packets that are
traversing the network increases as the network density in-
creases. This is a desirable property for sensor networks,
since this shows that the packet takes multiple paths to the
destination, due to the unavailability of other nodes (which
may be due to the nodes sleeping). This allows for increased
longevity in the network lifetime since the same intermedi-
ary nodes are not used repeatedly.

From figure 7, we can see that the normalized lifetime of
the network increases as the network density increases. The
normalized lifetime of a network was calculated by normal-
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Figure 7. Network Lifetime

izing the total number of packets in the network with respect
to the amount of time the network was alive. The amount of
time that the network was alive was calculated to be the time
since the start of the simulation till the time when a node in
the network died. This test gives us an idea as to amount of
time the network is alive based on the time and also on the
number of packets that are traversing the network. In a net-
work that is sparsely populated, the choice of intermediary
nodes are very few and these nodes use up their power quite
quickly while transferring data from the source to the des-
tination. As the density of the network grows, the number
of intermediary nodes increases, thus reducing the per-node
energy usage, which in turn leads to an increase in the net-
work lifetime.

5. Conclusion and Future work

This paper presents a new data forwarding algorithm for
sensor networks that is context-aware. The algorithm takes
into consideration the direction of the data, the positional
relevance of an intermediary node to this data and the en-
ergy level at that node. The protocol was implemented and
tested using the Glomosim network simulator. Simulation
results show that the protocol performs better as the density
of the network increases, thus making this a favorable data
forwarding protocol for use in sensor networks. There is
immense potential for future work in this area. The data for-
warding protocol can be improved by adding fault-tolerance
to the protocol by allowing for multiple paths to the desti-
nation to ensure that there are fewer packet losses in the
network. This also increases the network lifetime by de-
creasing the per-node energy usage. Network caching can
also be used to improve the performance of the protocol by
allowing nodes to cache the information about the source,
so that it does not have to re-calculate its relative position
and direction each time it has to forward a packet.
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