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Abstract— Ad-hoc networks are an emerging technology These capabilities include: Resource registration and
with enormous potential. Providing support for large-scak  discovery, Mobile node location, and Traffic forwarding.
service and application deployment in these networks, Node mobility, coupled with the limitation of com-
however is crucial to make them a viable altermnative. ,tational and communication resources, brings about a
The lack of infrastructure, coupled with the time-varying o\, set of challenges that need to be addressed in order

characteristics of ad-hoc networks, brings about a new t bl fficient. robust and labl hitect
set of challenges to the design and deployment of ap- 0 enable an eflicient, robust and scalable architecture

plications on a large-scale. This paper addresses thesd©r Service deployment in ad-hoc networks. In addition
challenges and presents PeerNet, a unified, overlay-based© the resource information, the mobility information of

service architecture to support large-scale service and @ mobile node must also be stored in order to facilitate
application deployment in mobile, ad-hoc environments. interaction between nodes. This information, however,
We discuss the main functionalities of PeerNet, describe changes dynamically, as the node moves from one loca-
the algorithms for resource registration and discovery, tjon to another. Efficient mechanisms must, therefore be
and_present P_ILOT, a n_ovel power-aware, Ioc§t|0n-dr_|ven in place to update this information as nodes move.
traffic forwarding algorithm to enable node interaction The major contributions of this paper aReerNet a

in this architecture. We conclude the paper by providing | P2P f K th I for | | .
a sensitivity analysis of the proposed framework and nove ramework that allows for large-scale service

a comparative study of PILOT. The results show that @nd application deployment in MANETs arfeILOT,
PeerNet is scalable and robust, even when the mobility @ power-aware, location-driven traffic forwarding algo-

of the nodes in the network is high. rithm to support peer interaction and service provision.
PeerNet is scalable, robust and does not impose any
|. INTRODUCTION location restriction on the resources. The basic tenet of

PeerNet revolves around the conceptzaies virtual

Advances in wireless technology and portable comesidenceand mobility profile Physically, a zone repre-
puting along with demands for greater user mobilityents a geographical area in the network. Conceptually,
have provided a major impetus towards development lebwever, a zone represents a “reference point” for a node
an emerging class of self-organizing, rapidly deployabie bootstrap resource discovery and enable peer interac-
network architectures referred to as ad-hoc networkibn. Resources in the network are mapped to zones and
Ad-hoc networks, which have proven useful in militarghese zones act as a liaison between the peers that own
applications, are expected to play an important role fgsources and peers that request resources. The zones are
future commercial settings where mobile access toogganized as a virtual DHT (Distributed Hash Table)-
wired network is either ineffective or impossible. Despitbased structure that enables resource location through
their advantages, however, the large-scale deployment@tributed indexing. The basidesign principleof this
services and applications over these networks has bgeheme is to usgeographicalmapping for the DHT as
lagging. This is mostly due to the lack of an efficient andpposed tanodemapping since nodes are mobile.
scalable architecture to support the basic functionalitie The virtual residenceof a node is the physical area
necessary to enable a computing model. where the node is most likely to be located. This is used

Several challenges must be addressed in order a®acongregatiorpoint by nodes to contact other nodes.
develop an effective service architecture to support thethe case when a node moves from its virtual residence,
deployment of applications in a scalable manner. Theiséeaves behind its mobility information with a select set
challenges are related to the development of seveshheighboringoroxynodes. This information constitutes
capabilities necessary to support a service architectutee mobility profileand consists of the expected direction



and speed of travel and is used by other nodes to prediti T-based architecture for location management in self-
the current location of the mobile node. organizing networks. Our approach differs from TWINS,
The second contribution of this paper is PILOT, aim that it does not use multiple address spaces. This
algorithm for message forwarding that forwards traffic inverhead is avoided by directly mapping the DHT onto
a location-directed manner. To limit flooding in the nethe physical structure of the network. Furthermore, the
work, PILOT forwards traffic in a truncated cone-shapegaroposed work seamlessly incorporates a power-aware
manner towards the destination. The intermediary nodata forwarding scheme into the architecture.
to forward traffic is chosen by using a priority-based CAN [7] provides a distributed, Internet-scale hash
scheme that imposes a priority on the neighboring nodeble. The network is divided into zones according to a
in a way, such that nodes which are more in line withirtual co-ordinate system, where each node is respon-
the direction of the destination have higher probability teible for a zone in the network. Given (key,value) pairs,
forward the message. This reduces the delay that trafi&N maps the key to a point within a zone using a
suffers on its way towards the destination. This priorityniform hash function and stores the (key,value) pair at
is also closely tied to the residual energy-level of thiéae node that owns the zone.
intermediary node to maximize network lifetime. Geographic hash table (GHT) [8] is a distributed data
PeerNet and PILOT were implemented in Glomosientric algorithm for sensor networks. GHT works by
and tested under various network scenarios. A sensitivitashing keys into geographical co-ordinates and stores
analysis was performed for PeerNet and the resulie (key,value) pair at the sensor node geographically
showed that the framework was robust and scalabfosest to the hash of its key.
PILOT was compared to LAR and AODV and the results The Grid location service (GLS) [9] provides dis-
showed that PILOT out-performed both LAR and AODWributed location information service in mobile ad-hoc
in most of the cases. networks. GLS combined with geographic forwarding
The rest of the paper is organized as follows: Sectié@n be used to achieve routing in the network. A node
Il details the work related to this paper while Sections IH “recruits” a node that is “closest” to its own ID in the
and IV detail the network characteristics used in PeerN#p, space to act as its location server.
the different components of PeerNet and the algorithmsSimilar to CAN, GHT and GLS our approach also di-
used. Section V details the simulations and the ensuiviges the network into zones, but this division is based on

results and Section VI concludes the paper. the physical topology. Furthermore, the proposed work
seamlessly incorporates a power-aware data forwarding
Il. RELATED WORK scheme into the architecture.

Ekta [10] integrates DHTs into MANETSs. This pro-
LAR [1] and DREAM [2] are location-based routingvides an efficient architecture for constructing distréiit
protocols that rely on the fact that nodes know theifpplications and services in MANETSs. Our architecture
location and use this information to optimize the routiffers from this scheme, since we do not use Pastry
ing protocol by sending the routing information in th¢11] for the purpose of our DHT. The Virtual-DHT is
direction of the destination rather than broadcasting denstructed in a manner that allows it to take advantage
We differ from [1] and [2] by not flooding the networkof the location information provided in the network.
with location updates; rather, messages are forwardegerNet also takes node mobility into consideration.
by intermediary nodes on a piece-meal basis, where therhe schemes described in [12], [13] focus on resource
direction of forwarding is changed to suit the directiogiscovery in MANETSs. Similar to these works, PeerNet
of the destination. This leads to better Scalability. provides Support for resource discovery in MANETS,

[3], [4], [5] use the concept of home regions. Eacbut uses the concept of virtual residences to bootstrap
node in the network is mapped to an area in the netwatie resource discovery process.

that is designated as its home region. A mobile node

updates its location information by sending updates to lI. NETWORK CHARACTERISTICS

its home region. In our scheme, a mobile node does notThe main network characteristics of PeerNetzwaes

keep updating itsirtual residencerather it leaves a trail and virtual residencesA zone in PeerNet represents

behind that can be used by other nodes to locate it. a physical area to which resources are mapped and it
TWINS [6] provides an architecture for addressingcts as a “reference point” between the peers that own

and locating nodes in large networks. Twins usesrasources and peers that request resources. A virtual



residence of a node in PeerNet is the physical area within V. SYSTEM ARCHITECTURE AND SERVICES
a zone where the node is most likely to be located and4s

used as a congregation point to initiate peer interaction. )
A peer A, that owns a collection of resources must

A. Zones register its resources with the network in order for other

Consider an ad-hoc network covering a specific geggdes in the network to locate its resources. A peer

graphical area, denoted by Logically, the network area registers its resources with the network by first hashing
is perceived to be a collection of zone, (1 < i < N) the resource idto obtain ahash value This hash value

such asA = |J; Z; Each zoneZ;, is characterized by maps to the Cartesian co—qrdinate of a poiR) ithin
the coverage of a zoneZ] in the network.A sends a

Resource Registration

characterized by their unique identifiers. Furthermoridl @nd other attributes related to the resourc& ().
each resourceR, is mapped into a zong’ in A. This The set of mobile nodes within the neighborhood of

mapping is achieved using a dual-valued hash functiBfint £ in C(Z) register this information. In the case,
H(), such asH(R) =< z,y > and < @,y > € when there are no nod€¥~7), node A tries to register
C(Z). Mobile nodes within(f(Z) are respoﬁsible for @gain, aftera_tlmeout. Alg(_)rlthm.1 detall_s the process by
maintaining and managing information relatedoThis which a mobile node4 registers information relevant to

responsibility includes resolving requests regarding thgSOUrceri, with the network (7 is the hash function).
current location of the node which owns the resource— _ _
along with any other relevant attributes. Algorithm 1 Resource Registration
In order to balance the distribution of resource in- RESOURCEREGISTERR;, H)
formation among the network zones, the hash function, (1) CalculateH (R;) = < i, y; >
H(), must be uniform [14]. Furthermore, it is desirable (2) LetP = <@y, > PeC(Z)
that the computational cost and collision &f() be (3) Send a message ©(Z) contain-
minimal. To meet these requirements, the functiéf) ing [V.R(A), B;, other relevant at-

is defined as follows: tributes of Ri] - ,
(4) Nodese C(Z) in the neighborhood

_ ) H(R)=|Lx(RxA—|RxA])] of P registerR,’s information
H{R) = { HY(R) = (M« (R+ A~ R+ 4])], P (5) retur

where:R is am-bitresource id() < A < 1 is a constant,
A is a network area of sizéxM and H*() and HY() .
are uniform hash functions. It is shown in [14] that &- Resource Discovery
good choice ford is: (v/5 —1)/(2). A peer A, wishing to locate the resource(s) of interest
_ in the network, first calculates thesh valudy hashing
B. Virtual Residences\(R)s theresource id This hash value maps to the co-ordinate
The virtual residenceof a node refers to the currentof a point (P) within the coverage of a zon€] in the
physical area within a zone where the node is most likehetwork. A sends a request & 7) for information about
to be located. Thevirtual residencealso changes overthe resource. The mobile nodes responsible for holding
time depending on the mobility of the node. Hence, tae resource information reply with a list of peers that
virtual residence of a node refers to its current physicalvn this resource. Algorithm 2 details the process by
location and also reflects the user behavior. A user pihich nodeA, discovers information about resourBe.
vides this information to the network while registering,
thus facilitating location of the user. C. Mobile Node Location and Peer Interaction
A mobile nodeA, upon departure from its virtual res- A mechanism is needed by which node mobility can
idence enroute to anoth®R leaves behind information be incorporated into PeerNet. Consider the situation
with selectproxy nodes. This is used by other nodes tahen a noded leaves its currentirtual residenceNode
probabilistically determine the location of to initiate A has some knowledge about its intended destination and
interaction withA. This information is stored in the formits direction and speed of travel. Nodeleaves behind
of a vector that contains the expected direction and speefbrmation in the form of amobility profilewith select
of travel of A and is called thenobility profile of A. proxy nodes that act as th®MIPMB (Mobility Profile



Algorithm 2 Resource Discovery As the message progresses toward its destination, the

RESOURCEDISCOVERR;, H) node with the highest probability for forwarding the
(1) CalculateH (R;) = < zi,y; > message calculates a new cone and re-iterates the pro-
(2) LetP = <y, >, P €C(Z) cess. This is shown in Algorithm 37 (D) = expected

(3) Send a query t6(Z) containingR; location of D, L(N) = location of N, M (D) = message).

(4) Nodese C(Z) in the neighborhood
of P reply with a list of peers that
own R;

(5) return

Management Base). Thmobility profileof A is a metric
of the form[ty, V(to), D(to), Pv(t), Pn(t)], whereity =
starting time,V (o) = expected starting speef,(#,) =
expected initial directionP,(t) = predictor for speed
after ¢ units of time sinceA’s departure, andP,(t) =
predictor for direction after units of time sinceA’s
departure. Nodes which wish to contaétcan predict Ajgorithm 3 Forwarding Messages

Fig. 1. Directional Routing

the new location ofdA based on itsnobility profile[15]. FORWARD-MSG(ay,, dn, M (D))

The mobile nodeA needs to find the set gbroxy (1) CalculateP, usinga,, d,,
nodes that form thé1PMB in its zone to leave behind (2) While ('success)
its mobility profilewith. To recruitproxy nodes, noded 3) Generate a numbe? in [0, 1]
sends out a broadcast message within its zone and waits  (4) it g < p < P,
for replies from the other nodes. Theobility profileis (5) Calculate Vi(D) -
encoded in a manner such thabut of N (number of [V (to), D(to), Py (T), Po(T)]
replies) fragments are enough to re-construct the original (6) Send limited-directed bcast
profile. This is to ensure that the mobility profile is still of [V1.(D), M (D), L(N)]
available even when a few proxy nodes become mobile. 7) SUCCEeSS 2rue
To allow more flexible node mobility and accommodate (8) else
random mobility, a node also sends backrectionswith (9) Wait for the next time slot
regards to itamobility profileto the MPMB. (10) if Msg-Sent by another node

before timeout

D. PILOT: A Power-Aware, Location Driven Traffic For- (11) drop requesteturn
warding Algorithm (12) else

This section describes in detail the traffic forwarding (13) continue
algorithm that uses theobility profileof a mobile node. (14) return

Let us consider a scenario when a naSldries to
contact another nodB. Using themobility profileof D, An important aspect of algorithm 3 is to calculdtg,

nodesS tries to route the traffic td. To reduce flooding the probability of forwarding (for an intermediary node,
in the network, the traffic is limited to a truncated, conel). This is dependent on,, (angle N makes withsS)
shaped region whose central-axis is directed towards #ed d,, (distance of N from S). Let the angle of the
direction of D, as shown in Fig. 1. Nodes in regiontruncated cone be,.. Based on Fig. 1, it is clear that,

1 have the highest probability to forward the traffidf all nodes had equal energy reserves, nddés the

If no nodes are currently available in region 1, thbest node in zone 1 to forward the message and hence
transmission area is expanded to include region 2, aftemaist have the highest probability. We must choose a
timeout. This strategy imposes a priority on neighboringode within the cone that is the farthest away from the
nodes in way such that nodes which are more in line wifource and is also in the direction of the destination.
the direction of the destination have higher probability tburthermore, the probability function must also provide
forward the message, thereby reducing the traffic deldgxibility to balance each factor in the formula. Letbe



the transmission range &f. The formula for calculating increase as time elapses. The forwarding probability has
P, is given by: to reach 1 bys time slots, where is a design parameter.
For choosing the next relay node to forward the

P, = { wy * B oy x el gy oy <1 (2) message to the destination, the best candidate is the node
0 d>Roran>a with the maximum?,. However, the current energy level
of the relay node is also important. Letting nodes deplete
To their energy and die may cause a network partition. We

want to construct the best available route from the source
to the destination while maximizing network lifetime.
As a result, in our design, the current energy level

. g ﬂ of a node affects the probability of choosing this node
D as the next relay host. This is done by making the rate
PART B of increase ofP,, a function of the node’s energy level.

The higher the energy level, the faster the probability in-
crease rate and vice versa. Tprebability of forwarding
function ([ (e, t)), thus depends on the energyand the
time slott at a node and has the following properties:

[(e,1) = Py; T'(e,5) = 1 (7)
e+ 1,t) > T(e,t); T(e,t +1) > T'(e,t) (8)

PART A

Fig. 2. Directional Routing as destination moves . . .-
9 9 Since the forwarding probability has to reach 1.8y

) o ] slots, we have to derive it as a strictly increasing function
Another aspect of PILOT is thdirectional routingthat 4t starts fromP. and reaches 1 as— S. Also. the
. n . ’
requires each node along the path to re-calculatedhe  ¢,qtion must produce a family of curves depending on
used to forward the message to the destination. Consi power at a node. Equation 9 has the requisite property

a situation, when sourcé wants to send a message Qnq produces a family of curves that start at 0 and reach
D. Based on thenobility profileof D, S now calculates ¢ depending on the value of

the anglea (shown in Fig. 2) and derives trmoneand
sends the message towarfls Node S; upon receipt of Flz)=1-(1-2)0<z<1 9
this message, calculates the anglébased on the new Equation 9 however, does not satisfy constraint 7.

posmon_ of D) and sends f[he message. Iaence, we add the following constraints and substitute
Consider part B of Fig. 2. Assume the expecte ‘

. . . . : 7 = ¢ (t = time slot andS = max time slot).
direction of travel isg with respect to thex-axis and v 5 ( )
the expected speed of traveldsLet D = < z1,y1 >, t P, t=1
Dy =< z9,y9 > and Sy = < sz, sy; >. § can now be F(g) Y1 t=8 (10)

calculated as follows: ) ) ) ) )
While obeying the constraints in equation 10, we

d=v+(T—-(T+A)=d=v*xA (3) can solve Equation 9 to get the overall probability of
T9 =11 + d*x cosB; yo =y1 + d * sinf3 (4) forwardingI'(e, ), which is given in equation 11.

R =/(z2 = s11)* + (y2 — s11)? (5) S (1=Py)rx (L —1)\"
J = arcsin(%) (6) le,t) = 1- ( (1-29) : > (11)

Power-Aware ForwardingAs discussed in section IV-  where P,, = initial forwarding probability as defined
D, the probability P,, of a node to forward a messagdy equation 24 = elapsed time slots since the instant of
to the destination depends both on the distance from tinessage arrival. Using equation 11, we can pl@t, ¢)
sender node and the angle of deviation from the censs shown in Fig. 3 by varying the value effrom 0.25
line of the cone. HoweverP, defines only the initial to 4. P, is set t00.2.
forwarding probability at the instant when a message The parametee in equation 11 is a function of the
arrives at the relay node. If the message has not been farrrent energy level of the node. When the node has
warded the probability of forwarding the message shouddlow energy levelg should be low, which forces the



g registration was simulated by choosing a node at ran-
) dom and having that node registéd “resources”. For
evaluating the “hit rate”, we calculate the % of messages
that reach the destination when the source sends a total
of 10 messages; a message being sent ei@syFor the
comparative analysis, traffic generated was CBR traffic
with two different sources and two different destinations.
The total number of messages sent during the simulations
were 20 messages from each source.
1) Sensitivity Analysistn this section, we analyze the
results of the experiments performed for the sensitivity
analysis of PeerNet. All experiments were conducted for

forwarding probability to increase at a slow rate. AlsdoW mobility (5 m/s) and high mobility 25 m/s) nodes.
when the node has a high energy levemust be high, The fII’S"[ set of experiments, depicted in flgures_4 and
thus forcing the forwarding probability to increase at & "eSpectively, were performed to evaluate the hit-rate,
higher rate. It should be noted that, for mid-range enerﬁ{‘Ile varying transmission range (number of nodes =
level the increase of the forwarding probability is almo%t°0) and node density (transmission range = 250)
linear with time. The parametercan be computed from

the node’s current relative energy level as follows: e s —om-

e = 24-(}7},,,70.5) (12)
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where F,, is the relative energy level of node

It should be mentioned that, although equation 11 is
a computationally expensive function to evaluate, the
wireless node does not need to compute its value online. bt
A matrix 7(K,S), which defines the function value at Transmission Range
eachS and for K different energy levels and different Fig. 4. Effect of Transmission Range
probabilities can be computed offline and then used by

the wireless node. A node chooses to use the table whosErom Fig. 4, we conclude that in all the cases the
probability is closest to its owt,. The values of both hit rate increases and reaches 100% as the transmission

range grows. This can be attributed to the fact that as the
transmission range grows, more nodes can be reached
V. SIMULATION AND RESULTS and hence more nodes are available to forward traffic

PeerNet was implemented in Glomosim [16] and wdswards the destination. The hit rate is always lower
tested using different network scenarios. The first set foff the high mobility case as when compared to the
tests were conducted as part of the sensitivity analy&igv mobility case. This is due to the fact that the node
of the framework. The second set of tests compared t@bility has a direct effect on zone membership.
performance of PILOT to LAR [1] and AODV [17].

For the sensitivity analysis, the hit rate (amount of
traffic reaching the destination), and the response time
for resource registration were measured with respect to
the transmission range and density of the nodes in the
network. For the comparative analysis, the throughput
was measured with respect to the transmission range,
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density and average speed of the nodes. 70 L
The number of nodes was varied from 100 to 500 e e
and these nodes were placed in a network grid of size Fig. 5. Effect of Node Density

2800x2800m. This grid was further divided into zones
of size400x400m. The mobility model used during the From Fig. 5, we conclude that in all cases the hit rate
experiments wasRandom Tripmodel [18]. Resource increases and reaches 100% as the density of the network



grows. The hit rate is always lower for the high mobility 2) Comparative Analysistn this section, we compare
case when compared to the low mobility case. This c#ime performance of PILOT to LAR and AODV, in terms
be attributed to the fact that node mobility has an impaoct the throughput achieved for a network consisting of
on the number of nodes in a zone that are available nmmbile nodes by varying different network parameters.
hold resource information We can further observe that The first experiment, depicted in Fig. 8 was performed
due to this the hit rate for a sparse network is lower. to measure the impact of transmission range. The number
The second set of experiments, depicted in figure§nodes was set tB50 and the transmission range was
6 and 7 respectively, were performed to evaluate tharied from 100 - 500m.
response time for resource registration, while varying

transmission range and node density. N e
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Fig. 8. Average Speed®5 m/s
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Fig. 6. Effect of Transmission Range From Fig. 8, it can be seen that PILOT performs
better than AODV, but not as well as LAR for the
From Fig. 6, we conclude that the response tinteansmission ranges of 100 and 200. Upon increasing
decreases as transmission range increases. This is tti@etransmission range>( 300), PILOT out-performs
to an increase in the availability of nodes due to irboth LAR and AODV. This is because of a lower
creased transmission radius. We can also observe thatrhead with respect to repairing routes and an increase
the response time for a high mobility network is highdn transmission range, which leads to an increase in the
(though not by much) than in the case of a low mobilitpumber of available nodes that can forward the message
network. This is due to the fact that mobility causemwards the destination.
frequent changes to zone membership. The second experiment, depicted in Fig. 9 was pre-
formed to measure the impact of node density. The
— transmission range was set to 250 and the number of
ms e | nodes was varied from 100 - 500.
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Fig. 7. Effect of Node Density
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From Fig. 7, we conclude that for a slightly dense to a
very dense network, the response time remains almost a Fig. 9. Average Speed®5 m/s
constant. For a sparsely populated netwdi0(nodes),
the response time is significantly higher. This is due to From Fig. 9, we notice that PILOT performs better
the paucity of nodes in the zones in the network. We céiman both LAR and AODV. An increase in the network
also observe that the response time for a high mobilitkensity leads to more nodes being available to forward
network is higher (though not by much) than in the cashke traffic towards the destination.
of a low mobility network. This is because node mobility The final experiment, depicted in Fig. 10 was per-
causes frequent changes to the zone membership. formed to measure the impact of average speed. The
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