
Peer-to-Peer Networks: An In-depth StudyAnandha GopalanDepartment of Computer SieneUniversity of Pittsburgh, PA 15260axgopala�s.pitt.eduAbstratPeer-to-Peer omputing has aught on in the last few years, thanks in part to the emergene ofvarious �le sharing programs. Although, peer-to-peer networking is not a new onept, interest hasbeen rekindled in this �eld. This has lead to a plethora of ideas for solving the various issues withpeer-to-peer networks and also to try and �nd out how to e�etively utilize this infrastruture.This survey investigates the �eld of peer-to-peer networking and summarizes the key oneptsand ideas. An overview is provided for many of the new tehnologies and projets in this area. Thispaper will be helpful in making people understand this growing tehnology. This paper is targetedto both the novie reader who is not very familiar with the topi (this will help him/her understandthe basi onepts and get familiar with peer-to-peer networking) and also for the reader who is wellversed in this topi (the di�erent models are desribed in suÆient detail, thus helping the readergrasp the breadth of ideas).Keywords: Peer-to-Peer, P2P, routing, networks, keys, hashing, distributed, entralized, loation.1 IntrodutionThe advent of �le sharing programs like Napster [18℄, KaZaa [13℄ and Morpheus [17℄ has resulted inatapulting peer-to-peer networking into the news. The peer-to-peer tehnology is nothing new, servers(e.g: News) ooperate in peer-to-peer manner to exhange information. This tehnology has reeiveda boost due to the improvement in several fators, namely: high bandwidth, inexpensive omputingpower, low memory ost and high storage apaity. This in turn leads to a host of new opportunitiesfor distributed omputing, �le sharing, information sharing and disovery.Peer-to-Peer networking has no formal de�nition, but the general onsensus is: \Peer-to-Peer net-works and systems are a lass of distributed nodes without any entralized ontrol, where eah nodeperforms its task individually and every node in the system has the same funtionality".Peer-to-Peer systems have a lot of advantages provided by the distributed arhiteture. Sine nodesshare the resoures, an appliation that was onstrained due to the lak of resoures an now be exeutedby using the resoures o�ered by another peer. An example of this is the SETI�home projet [28℄ (thisis overed in more detail in setion 3.4). Maintenane osts are lower due to the fat that nodes an beeasily repliated using the existing infrastruture. Information retrieval an be made more e�etive byhaving dediated P2P groups for di�erent topis, for e.g: A dotor researhing about the SARS diseasean beome a part of a SARS P2P network (one wherein people have similar likes), thus gaining aessto information faster. Also, this information is more spei� and is easier to browse through. Hot spotson the web an be alleviated, by having peers serve the data instead of having the lient retrieve thedata from the same server every time.The advantages in P2P networks however omes at a prie. The biggest onerns faing the P2Presearh ommunity are: seurity, user anonymity, eÆient data loation, robustness and routing in theoverlay network. Nodes have to interat with one another and share eah others resoures to ahievethe needed goal in a P2P network whih raises some seurity onerns for users. User anonymity is alsoimportant, sine we do not want users in the network to know about eah others' identities, this ouldlead to di�erential servie. Consider the ase when a merhant in Minnesota is distributing a produtto ustomers in New York, notiing this another merhant in New York an start advertising his/herproduts at a lower prie and an laim to deliver them faster as topologially he/she is loser. A P2Pnetwork must be robust so as to avoid network rashes, it should also be robust against DoS attaksand maliious nodes. Data loation and routing are key issues in P2P networks, sine data is what wewould ultimately need (be it musi �les, data �les, stok quotes, movie show times or appliation data).1



This survey paper is designed to provide an insight into this exiting tehnology. The rest of thepaper is organized as follows. Setion 2 gives a brief overview about P2P networks and the various typesof P2P networks. Setion 3 lists some of the P2P systems along with a detailed explanation of eah.Setion 4 onludes the paper.2 OverviewThis setion provides an overview into P2P networking. The di�erent models of P2P networking arestudied in detail. Before we delve into the details of di�erent P2P models, we need to de�ne a few terms:De�nition 2.1 Client: The lient is a omputer system (or a proess running on that system) thatrequests a servie of another omputer system (or proess running on that system). This servie isrequested through some kind of a network protool. The lient waits for the response before it ontinuesexeution.De�nition 2.2 Server: The server is a omputer system that provides some servie for other omputers.Clients request this servie from the server and the server responds using some kind of networkingprotool.De�nition 2.3 Servent: The servent is a omputer system that is apable of funtioning both as aserver as well as a lient. Servent is derived from SERver and liENT.De�nition 2.4 Node: In the ontext of a P2P network, any omputer system is referred to as a node.This node may at as a lient, server or a servent.In this paper, will will use the term node for any generi (lient, server or servent) P2P omputersystem.The di�erent frameworks of peer-to-peer networks that are studied are: entralized framework,deentralized framework, ontrolled-deentralized framework and the distributed hash table.2.1 Centralized FrameworksThis framework follows the traditional lient-server model of ommuniation, with all lients requestinga servie from a entral server. A user who wishes to join the P2P network onnets to the entralserver where he/she either uploads information to the server or downloads information from the serveror both. One this request/reply has ompleted, the lient an request for some servie from the serverand the server responds with a list of nodes that an perform that servie. The lient an then onnetto one of the peers diretly and request for the servie. Figure 1 shows this kind of a network.The advantage of suh a sheme is that the point of ontrol is with the entral server, whih meansthat this server an polie the requests oming through. This method is very salable and robust.Just by adding some extra servers, we an sale the system as well as make it robust by adding dataredundany. Searhing in this framework is very fast as the entral server has the list of �les urrentlyavailable on the network.The disadvantage of this sheme is that the entral server beomes a single point of failure. If theentral server is absent, then this network fails ompletely.An example of a entralized framework is Napster [18℄.2.2 Deentralized FrameworksThis framework does not have a entral server, instead eah node ats as a servent. To join this P2Pnetwork, eah user has to initially onnet to at least one node that already belongs to the P2P network.One this onnetion has been established, then the state of the network is updated by ooding therouting messages through the network. An example of a deentralized network is shown in Figure 2.2
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Figure 1: Illustration of Centralized FrameworkThe advantage of this sheme is there is no single point of failure; even if a node or many nodesrash, the network will still be up.The disadvantage of this framework is that searhes usually take a longer time than that of aentralized network as the searh query has to traverse through the network. One a result is found,the node an diretly request the �le from the peer. There is no ontrol over the �les that are sharedon this network as there is no entity that an monitor this.
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Figure 2: Illustration of Deentralized FrameworkExamples of deentralized frameworks are: Gnutella [11℄ and Freenet [6℄.2.3 Controlled Deentralized FrameworksThis sheme ombines the salient features of both entralized as well as deentralized frameworks. Thedisadvantage in the entralized sheme was that the entral server was a entral point of failure, whilein the deentralized framework the disadvantage was the time taken to searh. This sheme uses the3



knowledge about the nodes in the system, any node with suÆient omputing and bandwidth apabilitiesis given the status of a supernode in the system. The supernode ats as a entral server, but it is not theonly supernode in the framework. There are other supernodes in the framework too. Anytime an userwants to join the network, he/she searhes for a supernode in the framework and onnets to it. Searhesare direted to the supernodes, if a supernode does not have the result to a query, it is forwarded to thenext supernode. This way ooding messages through the network is avoided. One a result is reeived,the user fethes the �le diretly from the peer. An illustration of this sheme is shown in Figure 3.
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Figure 3: Illustration of Controlled Deentralized FrameworkThe advantage of this sheme is that it is very salable, sine messages are mainly routed onlybetween the supernodes. It is also very robust, as even when a supernode fails, the network will be upand running, and after a ertain amount of time another node (with suÆient resoures) will be hosenas the super node.The disadvantage with this sheme is that it still takes a fair bit of time for searhing. Also, nodesan deline to be supernodes if they want to making the hoie of seleting a supernode non-trivial if asupernode fails.The FastTrak protool is an example of this sheme and Morpheus [17℄ and KaZaa [13℄ are imple-mentation based on this protool.2.4 Distributed Hash Tables (DHTs)While the entralized framework sheme is very salable, it su�ers from the fat that the server is asingle point of failure. The distributed framework shemes are not very salable due to the high inreasein network traÆ that is aused by searh queries. A Distributed Hash Table data struture has beensuggested by researhers to �x the problem of salability. In this sheme, just as in a real hash table,�les are assoiated with keys (an example of assoiating a key to a �le is shown in Figure 4). Thesekeys are spread around the di�erent nodes in the system with eah node being responsible for storingertain range of keys (based on the algorithm used).Every DHT supports one basi operation lookup (key). Given a key, this funtion returns the identityof the loation of the key (most probably the IP address of the node that holds the key). The problemof salability now redues to a problem of e�etively plaing and retrieving the keys in this ontext.Hene, routing messages eÆiently between the node that issues the query lookup (key) and the atualnode that holds the key assumes paramount importane. The salability and performane of a DHT isthus diretly related to the routing algorithm employed.4
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Figure 4: Example of obtaining key from a �lename in a DHTExamples of P2P systems that use a DHT are: Chord [29℄, Tapestry [31℄, Pastry [25℄ and ContentAddressable Networks (CAN [21℄). Some of these systems have lead to the development of large saleP2P networks based on the underlying DHTs, like large sale distributed systems and hat servies.3 P2P Systems in pratieThis setion gives an in-depth study on some ontemporary P2P systems available. The hosen set ofsystems overs the entire range of frameworks disussed in setion 2. Eah system is analyzed based onfollowing important riteria: Bootstrapping, node behavior (node joining, node leaving, nodes failing,maliious nodes in the system) and searhing for required objets in the system.3.1 Napster3.1.1 OverviewNapster [18℄ was born in January 1999, when Shawn Fanning, a freshman at Northeastern Universitywrote an appliation that would allow the students in his dormitory to share musi amongst them. InMay 1999, Napster In. was formed and at its peak had as many as 21 million users. Napster wasultimately sued by the reord industry in Ameria for opyright infringement. Napster is still beingused today, but only a fration of the users use it anymore.Napster is based on the entralized framework arhiteture. To aess Napster, an user onnetsdiretly to the Napster server. He/she then issues a query (the name of a song) and the server returnsa list of lients that urrently have that song. The user then onnets to the preferred lient andretrieves the song diretly from the lient. One the list is returned, the interation with the server isnot neessary. If the lient wants another �le, he/she has to issue another query to the main server. Asample interation between the Napster server and lient is shown in Figure 5. The important thing tonotie out here is that the �le never resides on the Napster server, nor does the server atually see the�le. The �le is diretly transferred from another lient to the user.3.1.2 BootstrappingAhieving bootstrapping in Napster is easy as there is only one entral server. The IP address of theserver is available as part of the Napster pakage and hene the lient an easily onnet to the server5
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from peerFigure 5: Illustration of the proess of getting a �le in Napsterdiretly.3.1.3 Node BehaviorOne a lient onnets to the server the �rst time, Napster keeps trak of this node till the node eitherdies (in whih ase, it is deteted by a timeout) or the node sends an expliit logo� message.Maliious nodes an ause a problem with Napster as the server is a single point of failure. DoSattaks an our with Napster.3.1.4 SearhingWhen a lient onnets to the Napster server, it uploads a list o� all the musi �les that it has in itsdatabase. The Napster server immediately updates its database with this information. The musi �lesare indexed on the Napster server for fast lookup to lient queries.3.1.5 Salient FeaturesNapster was partly responsible for a rekindle of interest in peer-to-peer networking today. It desribesan arhiteture whih is robust, fault tolerant and inherently salable.3.2 Gnutella3.2.1 OverviewThe Gnutella protool was initially developed by Nullsoft [19℄ (the ompany responsible for the WinAmpMP3 player [30℄). This protool was based on a ompletely deentralized framework with no entralserver. The projet was abandoned after only a month, but not before this had been downloaded. Overthe next few months this protool was reverse engineered and soon enough Gnutella lients startedappearing, the most popular ones being LimeWire [15℄ and BearShare [4℄.3.2.2 BootstrappingBefore a node an join a Gnutella network [11℄, it must be able to onnet to at least one node that ispart of the network. Disovering this node is not easy, hene the implementations provides a list of hosts6



along with the appliation so that the appliation an try and onnet to one of the hosts mentioned inthat list. One the node manages to onnet to one of those nodes, it beomes part of the protool.3.2.3 Node BehaviorEvery time a node joins into the network, the node that it onnets to sends out a broadast messageto all its neighbor nodes about the existene of this node. This broadast ontinues on till the pakets'TTL (Time-To-Live) beomes zero. Usually, the paket starts o� with a TTL of 7.Nodes in the Gnutella network do not expliitly need to logo� from the network, their disappearaneis notied one a neighboring node does not reeive a response to its ping message. If a node is alive, itusually replies to a ping message with a pong message of it own. Sine, route disovery and maintenaneis done using broadasting, the failure of nodes does not a�et this protool adversely, as it an always�nd routes to route around the failed node.Maliious nodes an reate a problem in the Gnutella network. These nodes an reate false searhqueries that just ood the network and ahieve no real purpose, thus onsuming valuable networkresoures.3.2.4 SearhingWhen a node needs to searh for a partiular �le, it sends out a searh query to all its neighbors, whoin turn send out the query to all their neighbors. This ontinues on till the TTL of the query paketbeomes 0. The paket starts o� with a TTL of 7. Sine, this broadasting is slow, results usually takea while. One the list of nodes is returned, the lient an hoose a node at its disretion and retrievethe �le diretly from that node.This searhing algorithm is learly not salable as it an lead to a lot of traÆ on the network. Astudy showed that for a simple query string like \grateful dead live" with a TTL of 7 and 8 neighborsper lient, the amount of traÆ generated was lose to 90 MB [24℄.3.2.5 Salient FeaturesThe appealing thing about the Gnutella protool was that any type of �le ould be shared, unlikeNapster whih only allowed the sharing of musi �les. Also, the routing algorithm is very loalized, eahnode looks at the TTL on the paket and then routes the query to all its neighboring nodes. This o�ersa small degree of anonymity as the node reeiving a paket does not know the node that originatedthe query. This does not work if a node reeives a paket with the TTL set to 7, sine the node thatreeived this paket would be the �rst node after the node where the paket originated.3.3 FastTrak3.3.1 OverviewThis design follows the ontrolled deentralized framework. Both KaZaa [13℄ and Morpheus [17℄ areimplementations that follow this framework. This arhiteture ombine the salient features of Napsterand the salient features of Gnutella. These �le sharing software are very popular and in great use today.3.3.2 BootstrappingWhen a node deides to onnet to this network, it �rst has to onnet to a supernode of this network. Asupernode is a node that have better resoures in terms of bandwidth and proessing power. Supernodesan onnet to other supernodes and an also aept onnetion from nodes trying to join the network.As with Gnutella, a list of supernodes is provided along with the implementation. The user an alsodownload this list and then an try and onnet to the supernode. The supernodes in this protool atsimilar to the entral server in Napster. 7



One the user has suessfully onneted to the supernode, he/she beomes a part of the network.The supernode updates this information to the other nodes that are onneted to it. It also passesthis information to other supernodes. This auses onsiderably less number of routing messages thanGnutella, sine only the supernode is responsible for sending routing messages.3.3.3 Node BehaviorEvery time a node joins into the network, the supernode takes are of sending routing updates to allthe other nodes that are onneted to it. The node must also be authentiated by a entral KaZaaserver. The list of supernodes an also be retrieved after this authentiation (this depends on theimplementation).Nodes do not need to expliitly logo� in this network, node failures are deteted when a node doesnot respond to the routing messages that are sent periodially. If a normal node fails, then it does nota�et the protool, sine supernodes are the ones responsible for maintaining the routing information.If a supernode fails, then all the other nodes wait for a time out before eleting another node as asupernode. Nodes have the option of not aepting to be supernodes. In ase, after a time interval asupernode has not been hosen, then these nodes try and onnet to other supernodes so as to stay aspart of the network.Maliious nodes an insert false query messages into the network, but sine the amount of messagespassed in this ase if not very muh, this does not adversely a�et the protool. A maliious node antake on the responsibilities of a supernode and then fail, thus ausing a disruption to the network. Thisis not muh of a onern as the node would not have been funtioning as a supernode for too long. Thereason for this is that the resoures of a supernode are used quite extensively, so to ause real havo inthe network, the supernode must have been established for a while, whih a maliious node would notdo for fear of having its resoures utilized.3.3.4 SearhingWhen a node searhes for a partiular �le, this query is forwarded to the supernode to whih it isonneted. The supernode maintains a list of the �les that are ontained on all the nodes that areonneted to it (while joining the network, nodes are required to upload the list of �les in their database).The query is also forwarded to other supernodes, whih in turn forward it. This stops one the TTLbeomes zero. One the results are reeived, the node hooses the lient to onnet to so as to retrievethe �le.3.3.5 Salient FeaturesUsing supernodes greatly redues the network traÆ, whih was a problem with Gnutella. FastTrakalso addresses the problem of inomplete �le downloads and slow downloads. The tehnology alledSmartStream addresses the issue of inomplete �le downloads, it attempts to loate another peer sharingthe same �le and tries to resume the download from where it had stopped. FastStream addresses theissue of slow downloads. When a user requests a �le, there may be several peers that ontain that �le,when the user initiates a download of the �le, this tehnology attempts to try downloading the �le fromdi�erent soures so as to relive one peer from serving the download ompletely.3.4 SETI�home3.4.1 OverviewSETI�home [28℄ is part of the Searh of Extraterrestrial Intelligene projet at the University of Cal-ifornia, Berkeley. This is based on the traditional lient-server arhiteture. One the lient interfaefor SETI�home is installed (the lient is in the form of a sreen saver), the lients ontats the serverand the server responds by sending the data that needs to be omputed upon. The data at the serveris olleted from the Areibo radio telesope in Peuto Rio.8



One the lient �nishes the omputation on the data, it sends it bak to the server, the server thenveri�es that the data returned by the lient is not fake. This takes are of any maliious lients in thenetwork.3.4.2 Salient FeaturesThis implementation gives us an insight into the power of distributed peer-to-peer omputing. Thereare so many omputing systems in the world that lie idle wasting CPU and memory yles. If we ouldharness this resoure, then that would help in spreading the load. Also, this would redue the ostimmensely in terms of building speialized high speed mahines, for example SETI�home ost around$500,000 and its omputing power is lose to 15 teraops [28℄, while ANSI white, one of the mostpowerful superomputers in the world produes 12 teraops and it's ost is lose to $110 Million [1℄.3.5 Freenet3.5.1 OverviewFreenet [6℄ is a P2P system based on early work by Ian Clark at the University of Edinburgh. The maingoal of Freenet is to provide for anonymity for users in P2P networks. This implies that when a �le isstored or modi�ed or requested, it must not be possible to determine the user who issued the request forthat ation to be taken. Freenet uses the ompletely deentralized framework. The anonymity of usersis only provided for Freenet transations, this anonymity is not provided for general network usage.The arhiteture of Freenet is a peer-to-peer network of nodes. The basi operations are to store andretrieve data �les that are named by loation independent keys. Eah node in the network ontains itsown data and also inludes a routing table that has the information about the other nodes and the keysthat they hold. This ooperation between nodes enables nodes to utilize unused disk spae on othernodes.3.5.2 BootstrappingTo use the resoures provided by Freenet, users must �rst onnet to the network. This is a simpleproess of disovering the address of one or more nodes that are already part of the network and thenstart sending messages to them. The new node announes its presene by sending an announementmessage that onsists of the message and a hash of a random seed generated by the node. The key for thenew node must be generated so as to retain anonymity. The node that reeived the message to join fromthe new node generates a random seed and XOR's the random seed with the hash that it just reeivedand then hashes the result to reate a ommitment. This new hash is then forwarded to another node(hosen randomly). This proess ontinues until the hops-to-live ount of the announement beomeszero. The node that holds the announement now generates a seed and all the other nodes (the pathalong with the announement has traversed) reveal their seeds. The key is then reated by XORing allthe seeds.3.5.3 Node BehaviorAs mentioned earlier in setion 3.5.2, new nodes are added to the network when they disover an existingnode that is already part of the network. Node failure is deteted when a node does not reply to itsrouting update messages. Freenet routes around suh problems, as nodes ontain as part of their routingtables, more than one node key, so if a node fails, then the next node is tried and so on till all nodeshave been tried. If all nodes fail, then we have a routing failure.Freenet protets the identity of user from maliious nodes as user identity is hidden. The biggestause of onern from maliious lients is the DoS attak. This an be performed by the node introduingjunk �les into the network so as to �ll up the network storage spae. This an be avoided by shemessuh as Hash Cash [5℄. In this sheme, nodes have to perform a lengthy hash funtion as a sort of apayment to introdue �les into the network. This helps in slowing down an attak.9



3.5.4 SearhingEvery �le in the Freenet network is reognized by a key assoiated with it, this key is obtained byapplying a hash funtion. The urrent hash funtion used in Freenet is 160-bit SHA-1 [2℄. Three typesof keys are used (for a more detailed explanation refer to [6℄): keyword-signed key (KSK) - derivedfrom a short desriptive string desribing the �le, signed-subspae key (SSK), derived from the personalnamespae and ontent-hash key (CHK), derived by diretly hashing the ontents of the �le. The weakestform of enryption is KSK whih is vulnerable to ditionary attaks. Using a ombination of SSK andCHK, nodes an perform insertion and updation of �les in the network.When a user requests a �le, he/she must alulate the binary key assoiated with the �le. Thisrequest is then sent to a Freenet node along with a hop-to-live value. The node on reeipt of this heksits data store to asertain as to whether it has the �le or not, if the �le is not available, it then forwardsthis query to its neighboring nodes (the node that is hosen has its key losest to the key requested).One the data is found, it is passed bak to the originating node (but along the return path, the �le isahed at eah node). This helps in loalizing the request and also alleviates hot spots.3.5.5 Salient FeaturesFreenet is a ompletely distributed peer-to-peer networking system that provides user anonymity andstrong seurity against maliious lients. This projet is being developed as an OpenSoure implemen-tation [10℄. This system is very salable. The support for ahing �les greatly enhanes the e�etivenessof the protool in reduing the lateny and also network traÆ.3.6 Chord3.6.1 OverviewThe Chord [29℄ projet was developed at MIT. It provides an eÆient, salable, distributed lookupservie. There is just one operation in Chord: given a key, it maps that key to a node in the network.The main thrust of this protool is to map keys to nodes eÆiently so that key lookup is easy. Keysare assigned to nodes using onsistent hashing (this has a very important property that with a highprobability, all nodes reeive the same number of keys).Chord assigns eah node a key whih is a m-bit identi�er using a base hash funtion suh as SHA-1.All arithmeti in the identi�er spae are done modulo 2m. Keys are assigned to nodes using onsistenthashing by the following way: Key k is assigned to the �rst node whose identi�er is equal to or followsk in the identi�er spae. This node is alled the suessor of k and is denoted by suessor(k).Eah node maintains the information about its suessor and another table known as the �nger table.The �nger table is a routing table of m entries, where m is the number of bits in the node identi�er.The ith entry of node n is the suessor of n + 2i, where 1 � i � m. A �nger table entry ontainsinformation about the node identi�er as well as the IP address of that node (this is used for routingpurposes).3.6.2 BootstrappingThere is no speial bootstrapping mehanism in the Chord protool, a new node joins the network by�nding out the address of another Chord node and by onneting to it.3.6.3 Node BehaviorConsistent hashing makes sure that when a node enters or leaves a system, there is only a minimaldisruption. When a node joins the system, ertain keys that were previously assigned to n's suessornow get assigned to n, for example: if node 10 is the suessor of node 5 and ontains the keys 6, 7and 9 and node 7 joins the group, in this ase node 7 will take key 7 from node 10, node 5 will remainunhanged. 10



When a node joins the system, it sends out a join message to any known Chord node. One the keysettings are stabilized between these two nodes, the stabilize() funtion is invoked. This funtion runson all the nodes periodially and is responsible for updating eah node's suessor pointer and its �ngertable.Node failure is handled by introduing robustness into the protool. The problem with just main-taining the suessor nodes and the �nger table is that if all the nodes in the �nger table fail, then thealgorithm leads to inorret results. Hene, instead of just one suessor node, eah node maintains alist of r suessor nodes. In ase the immediate suessor does not reply, the node queries the next nodein the list. For the protool to ompletely fail now, all r suessor nodes must fail simultaneously, whihis a rare ourane. This robustness sheme is tied losely to the value of r, the larger the value of r,the more robust the system. Also, we must take are not to inrease r too large, otherwise the size ofthe list beome unweildingly large.Maliious nodes ould send in bogus information about the Chord ring into the network and henepresent the nodes with an inonsistent view of the network. To hek for global onsisteny, a node iould ask another node j to do a lookup on itself. If node i is not returned as the answer, then thisindiates an inonsistent state in the network. There is atually no remedy as yet for maliious nodes,other than deteting the fat that the network is in-onsistent.3.6.4 SearhingThe eÆieny of loating keys in Chord is tied losely with the eÆieny of the protool for plaingkeys on the network. When a node issues a lookup(key), this query is sent to the suessor node andit perolates through the network (using the suessor pointers of the other nodes) until it reahes theright node. This is learly not an eÆient method, sine the number of messages is linear in the numberof nodes.The user of �nger tables avoids this problem. The node looks through its �nger table to �nd thatnode whose id immediately preedes the key. The query is then sent to this node and using the samealgorithm, it perolates through the network until it reahes the node that has the key. The number ofhops on an average with this sheme is O(log N).3.6.5 Salient FeaturesChord uses onsistent hashing to assign keys to nodes, previous work on onsistent hashing took theassumption that eah node knew about every other node in the network making suh an arhiteturenon-salable. Chord improves upon this by only requiring a node to remember O(log N) other nodes.Chord has been used in quite a few other researh projets like the Chord File System (CFS), whihuses Chord to loate storage bloks [8℄. Also, a DNS system has been built on Chord [7℄.3.7 Pastry3.7.1 OverviewPastry [25℄ was developed as a projet at Mirosoft Researh. The emphasis of this protool is to beable to support a variety of peer-to-peer appliations. The main operation in Pastry is: given a key anda message, the algorithm routes the message e�etively to the node whose nodeId is numerially losestto the value of the key. The nodeIds are assigned on a irular spae ranging from 0� (2128 � 1).Routing is ahieved by pre�x mathing. At eah routing step, a node forwards the message to thenext node that shares at least 1 more digit in its pre�x with the key; if no suh node is found, then thenode forwards the message to the node that is numerially loser to the key (provided that the othernode also shares the same number of digits in its pre�x with the key as the urrent node) than theurrent node. This routing needs the help of a routing table. Eah Pastry node has a routing tableassoiated with itself. The routing table is split into dlog2bNe rows with 2b � 1 entries eah. Eah rowontains a list of IP addresses of nodes that share a partiular pre�x with the urrent node, for e.g: row11



n of the routing table ontains all those nodes whose �rst n digits share the same pre�x as the urrentnode, but the (n+ 1)th digit is di�erent.Apart from the routing table, two other important data strutures are also maintained. The neigh-borhood set M, whih ontains the nodeIds and IP addresses of the jM j nodes that are losest to theurrent node. Closeness between nodes is de�ned by the proximity metri. The hoie of the whihproximity metri to use depends on the appliation. The idea is that the appliation an provide thefuntionality to allow the Pastry node to judge the distane to another node (sine a node with a smallerdistane is better). The other data struture is the leaf set L, whih is the set of nodes with half thenodes being numerially losest smaller nodeIds, while the other half of the nodes are numerially losestlarger nodeIds. The neighborhood set is used in maintaining loality properties in the system, while theleaf set is used in routing.3.7.2 BootstrappingA node must onnet to an existing Pastry node to join the network. One a new node needs to jointhe network, it initializes its state tables and sends a join request with the key set to the nodeId of thenode that is about to join the network, for e.g: if nodeId of the new node is N, then the speial joinmessage will have its key as N. Pastry will route this message to the node whih is numerially losestto N, let us say this node is M and the route traversed is through nodes X, Y and Z. One these nodesreeive the join message, they send their state tables to N, whih reeives the tables and initializes itsstate tables.3.7.3 Node BehaviorWhen a new node arrives in the network, the sequene of events that take plae is given in setion3.7.2. Any node that does not respond to messages sent by its neighbors is onsidered dead. The pastryrouting sheme is deterministi and is hene vulnerable to failed or maliious nodes along the routethat aept messages but do not orretly forward them [25℄. Repeating the same query again wouldbe futile, as the route taken would be the same.Sine nodes in a Pastry network are self-organizing, routing failures an ause the network to bepartitioned into smaller, multiple Pastry networks. Even upon the resumption of the links, this maystill be the ase, sine a Pastry network is ompletely dependent upon the messages that are passed inits network. Using IP multiast, the Pastry network an perform an expanding ring multiast, therebydisovering the other isolated Pastry networks and integrating them bak again.3.7.4 SearhingAs mentioned earlier in setion 3.7.1, routing is done based on pre�x mathing. When a node has amessage and a key to send, it �rst searhes its leaf set to �nd out whether the node to send the key tois in that set or not. If the node is part of the leaf set, then the message is sent to that node diretly.If the node is not in the leaf set, the routing table is onsidered and the message is sent to the nodethat shares at least 1 more digit in its pre�x with the key. If this is not true, then the node sends themessage to the node with the same pre�x as the urrent node, but one that is numerially loser to thekey.3.7.5 Salient FeaturesPastry is a self-organizing network of peer-to-peer nodes that use a distributed hash table framework aspart of its operation. Using the proximity metri, we an map routing in the overlay network to loselymirror atual IP networking in terms of distanes (maybe use the RTT to measure the distane). Thisan be very bene�ial, onsider the following example: A node in Pittsburgh wants to send a messageto a node in Chiago, if we are not areful about routing in the overlay network and have a node inBerlin as part of our leaf set, then the node in Chiago reeives our message after its gets routed through12



the node in Berlin. PAST, a large sale storage utility [9, 26℄ is an implementation based on Pastry.Another implementation based on Pastry is SCRIBE [27℄, whih is a salable publish/subsribe system.3.8 Tapestry3.8.1 OverviewTapestry [31℄ was developed at the University of California, Berkeley. It uses a variant of the Plaxtonalgorithm [20℄ to route. The Plaxton algorithm uses a data struture alled the Plaxton Mesh to be ableto route between nodes. This arhiteture makes the assumption that all nodes are stationary. This islearly not the ase with P2P networks, where nodes join and leave most of the time. Tapestry uses thesalient features of the Plaxton algorithm, but takes into aount the dynami nature of P2P networks.Eah node in the network is responsible for maintaining its routing table, whih is alled a neighbormap. The neighbor map is a data struture that is split into di�erent routing levels. Eah level ontainsentries that point to urrent nodes that have the same suÆx as that level. Also, these nodes are losestin network distane to the urrent node. In addition to the neighbor map, eah node also ontainsbakpointers to those nodes whih ontain this node in their neighbor map.3.8.2 BootstrappingA new node wishing to join the Tapestry network must �rst onnet to a node that is already a part ofthe network. The neighbor map of the new node is then populated by routing to the new node. Thishelps in populating the neighbor map at eah level as neighbor maps along eah hop an be opied andoptimized [31℄. One this is ompleted, a message is sent into the network about the new node that hasjust joined it and the nodes update their neighbor maps aordingly. This sheme is very similar to thesheme used by Pastry [25℄.3.8.3 Node BehaviorA new node an be inserted into the network as shown in setion 3.8.2. Node deletions are quite easy,a node an inform its neighbors and they an in turn update their neighbor maps. Node failures an bedeteted using TCP timeouts. Sine, routing is deterministi (as in the ase of Pastry), maliious nodesan ause problems in this network.Tapestry an route around faulty or nodes that have rashed by using bakpointers and having twobakup neighbors in addition to the losest/primary neighbor. In ase routing through the primaryneighbor fails, Tapestry an then use one of the seondary neighbors and try routing through them.This inreases the robustness of the system.3.8.4 SearhingTapestry uses Plaxton's algorithm to aomplish its routing. It is important to note that every destina-tion node is the root node of its own tree, whih is a unique spanning tree aross all nodes. To publish anobjet O, a node N (whih has the objet O) sends a routing message to the root node of the embeddedtree for objet O. At eah hop along the way, information about the objet (O) and the node (N) arestored in the form of a tuple: <Objet-ID(O), Node-ID(N)>. This tuple indiates that Objet-ID (O)is stored at Node-ID (N).While searhing for an objet in the Tapestry framework, messages are routed towards the root ofthat objet (this an be found out from the tuple). At eah step of the way, it is heked to see if there isanother node that ontains this objet. If there is another node, then the message is re-direted to thatnode, else it is forwarded one more step loser to the root node. This is inherently helpful for ahing.
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3.8.5 Salient FeaturesTapestry is a robust, self-organizing, fault-tolerant network that follows the priniple of distributedhash tables. The network is inherently salable. Like Pastry, Tapestry also uses routing in the Overlaynetwork that losely mirrors routing in the IP network, thus ensuring no expensive routing betweennodes. By plaing replias of nodes along the path from the node to the server with the objet, we anhope to take advantage of ahing tehniques. Also, the node that retrieves the data has the disretionas to whih version of data it wants to retrieve, hene we an build an in built versioning system into thenetwork. OeanStore [14℄ is a wide-area distributed storage system that uses Tapestry as its underlyingpeer-to-peer mehanism. Also, paket level simulators for Tapestry have been developed in C and a Javaimplementation for large-sale deployment is on the way. Another implementation on top of Tapestryis Bayeux [32℄, whih is an appliation-level multiast protool.3.9 Content Addressable Networks (CAN)3.9.1 OverviewThe Content Addressable Networks (CAN) work is urrently being done at AT&T Center for InternetResearh at ICSI (ACIRI). It also uses the distributed hash table framework. CAN provides a salableindexing mehanism for peer-to-peer networks. The operations performed on CAN (given a key) are:insert, delete and lookup. The key spae in CAN is divided into a d-dimensional Cartesian oordinatespae. Eah node has a part of the hash table, termed as a zone. Eah node also holds informationabout adjaent nodes (this information is important for objet loation). In ase of a request for apartiular key, this request is routed to the node whose zone ontains that key.The d-dimensional oordinate spae is used to store (key,value) pairs. The distribution of (key,value)pairs is done as follows: The key is mapped onto a point (P) in the Cartesian spae using a hash funtionand the (key,value) pair is stored at the node that owns that zone whih ontains the point P. To retrievethe (key,value) pair, the node performs the same hash funtion to loate the point P. If P lies in thesame zone as the node, then it retrieves the information from itself, otherwise, this message must berouted to the zone whih ontains the point P. This implies that the eÆieny of the protool is loselytied to the eÆieny of the routing algorithm.3.9.2 BootstrappingThe bootstrap node to whih the new node onnets to must have some idea about the nodes thatbelong in the CAN network. The new node must be alloated its own spae in the oordinate system.This proess takes the following three steps:� The new node must �nd a node that is already a part of the network.� Using the routing algorithm the new node must �nd a node whose zone is to be split.� The zone is split in half (half is retained by the original node and the other half is given to thenew node). This information must be updated in the routing table of the neighboring nodes.3.9.3 Node BehaviorThe senario of a new node joining has been overed in setion 3.9.2. One a new node has joined thenetwork, it uses the information ontained in the previous node to update itself about the neighboringnodes. The node that previously oupied this zone must also update its routing tables. One this isompleted, this information must be passed onto the neighboring nodes.In the event of nodes disonneting, the spae that was oupied is taken over by other nodes inthe system. If this zone an be merged with an existing zone, then this is aomplished. If suh a zoneannot be formed, then the node in the neighborhood with the smallest zone handles both zones. The(key,value) pairs that the old node ontained are transferred to the new node that is going to take are of14



this zone. Nodes keep updating eah other through periodi timers, if there is an indiation that a nodeis dead (the node does not send periodi update messages), then a take over mehanism is initiated.3.9.4 SearhingWhen a node needs a partiular objet from the CAN, it omputes the key assoiated with the objet.This key is then mapped to a point P in the Cartesian spae. If this point lies within the same zoneas the node it self, then the query is servied immediately. If not, then the query is routed throughthe CAN to the zone whih ontains the point P. The node whih is in harge of that zone returnsthe request value. Routing in a CAN follows a straight line path through the Cartesian oordinatespae. The message is sent out through the neighboring nodes in the CAN (eah node has a list of itsneighboring nodes). A node is a neighbor of another node in the CAN if their oordinate spans overlapalong d� 1 dimensions and abut along one dimension.3.9.5 Salient FeaturesCAN provides a salable, eÆient distributed hash table. While Chord and Pastry have at key spaes,CAN has a d-dimensional key spae, whih inreases the number of keys that an be stored using thissystem. There are a number of improvements suggested to CAN whih an really enhane this protool.Some of the suggestions are: multi-dimensioned oordinate spaes - this would redue the path routinglength, multiple oordinate spaes - also alled realities, this would help in repliating the hash table,whih would help in fault-tolerane, better routing metri - to better reet the underlying IP routing,multiple hash funtions - here a (key,value) is hashed using k di�erent hash funtions, and hene thereare k points in spae where this (key,value) pair ould exist. This would help in reduing routing lateny,beause we an simultaneously route to all k nodes in parallel.4 Conlusion and Future WorkIn this paper we journeyed through the world of P2P networking. We took a look at the di�erent kindsof P2P networks that an be deployed. We also looked at real-life P2P systems that have been deployedand studied their harateristis.Peer-to-Peer networking has ertainly bloomed in the last few years and this interest is only going toontinue in the years to ome. There is a lot of business potential in this tehnology (learly asertainedby the popularity of �le sharing programs like Napster, KaZaa and LimeWire). P2P is being used bymany businesses today for some eÆient solutions, for e.g: Cloudmark In. [12℄ uses P2P tehnologyin its software SpamNetTM . This software �ghts spam, when a spam message is submitted to Cloud-mark SpamNet, the system generates a seure �ngerprint or a digital signature of eah message. This�ngerprint is then shared with other SpamNet users to identify the same spam message in their email.SpamNet is atually an extension (using P2P) of an original software alled Vipul's Razor [22℄, whihwas developed by Vipul Ved Prakash, a software arhitet.With inreasing deployment, there will be a lot of issues to be overome before this tehnologyreally beomes more mature. Better algorithms would be needed to handle the problems of salability,anonymity and data loation. The ever inreasing interest in this subjet would only help improve andpush this tehnology in years to ome.Referenes[1℄ Aelerated Strategi Computing Initiative (ASCI). http://www.llnl.gov/asi/.[2℄ Amerian National Standards Institute. Amerian National Standard X9.30.2-1997: Publi Key Cryptog-raphy for the Finanial Servies Industry - Part 2: The Seure Hash Algorithm (SHA-1), 1997.[3℄ Software & Information Industry Assoiation. Strething the fabri of the Net: Examining the present andpotential of peer-to-peer tehnologies. Whitepaper, 2001.15
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