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Abstract—

Ad-hoc networks are an ememing technology with enormous potential.
However, the lack of support for large-scaledeployment of applicationshas
hindered the adoption of thesenetworks for commercial use. This paper
addresseshis shortcoming and details an architecturethat supportslarge-
scaledeployment of sewvicesin ad-hocnetworks.

I. INTRODUCTION

A new classof wirelessnetworks calledwirelessad-hocnetworks
(or ad-ha networks ') areemeging asa viable alternatve to cellular
wirelessnetworks. Ad-hoc networks area collectionof collaboratve
nodeghatcancommunicateamongthemseleswithoutthehelpof any
existing infrastructure. Due to the lack of an existing infrastructure,
ad-hocnetworks are easily deployed and can be configuredto suit a
specificpurpose.

However, despitethe adwantags provided by ad-hoc networks,
thesenetworks do not find much use outsideof military and crisis
managemat. Deploymentof thesenetworkson alarge-scaléhasbeen
hamperedy thethelack of suppat for providing services Solvingthe
problemof the lack of a servicearchitecturewill have a majorimpact
by allowing for the deployment of large scaleapplicationsin ad-hoc
networks. This will take ad-hocnetworks from primarily a military
type of network into awide-spreaccommerciallyacceptedhetwork.

To deploy servicesand enableservicediscovery in an ad-hocnet-
work, an infrastructureis needel. We needto develop a framework
alongwith a setof protocolsandapplicationghatcanhelpin service
deploymentin ad-hocnetworks. The following researchchallenges
mustbe addresseevhile designingthis framework:

Questionl: How dowe discover aserviceprovider ?

The primary questionto be addressedvhile designingary service
discovery protocolis the locationof servicesthatare availablein the
network. Servicediscovery in traditionalinfrastructurechetwork oc-
cursby queryinga centralsener that containsinformationaboutthe
servicesavailablein the network or by queryinga setof nodesin the
network thatactasa distributed sener containingthe requiredinfor-
mation[2], [10].

This problemis especiallychallengingin ad-hocnetworks dueto
thefactthatthe mobility of the nodes in anad-hocnetwork cancause
achangan thetopologyof thenetwork. Its imperatie for any service
location protocol designedfor ad-hocnetworks to take into account
the effect of mobility on the network. Due to the lack of an infras-
tructure, thereis a necessityfor the protocolto be a sener-portfolio
driven protocd, wherebya sener adwertisesnot only the serviceghat
it offers, but alsothe interfacefor the servicesthatit providesalong
with aninterfacefor its mobility profile theway it seesit (this is the
portfolio of thesener). This mobility profile will bevery usefulto the
clientwhile it triesto contactthe sener to requesta servicefrom the
sener.

Question2: Onceaserviceis located,how do we routetraffic to a
mobilesener ?

In this document Wirelessad-hocnetworks and ad-ha networks will be
usedinterchangeably

Routingin anad-hocnetwork is quite differentin natureto routing
in infrastructurechetworks, asthereareno basestationsandroutersin
ad-hocnetworks [4], [7], [8], [3], [1]. The nodesin the network col-
ludeto helpeachotherroutetraffic throughthenetwork. As mentionel
earlier mobility of the nodeschangeghetopology of the network ne-
cessitatinga routechang eachtime a nodemovesto a differentloca-
tion in the network. Oncea serviceprovider is located theclient must
beableto contactthe serviceprovider to avail of the service.

Therouting protocolmostsuitablefor sucha framewvork would be
a geograpically-basedrouting protocol [5], sincethe knowledge of
thelocationof the sener is availableto the client throughthe sener
portfolio thatis availableto the client whenthe client queriesfor in-
formationabou thesener. Dueto themobility of thesener, theclient
mustbe ableto usethe sener-portfolio to predictthe currentlocation
of thesener andusethisinformationto routeto thesener. Thisis the
reasonwhy the protocolis called a predictive geographically-base
routing protocd.

Question3: How dowe make theframevork robustandscalable?

Scalabilityandrobustnessaretwo very importantcharacteristicef
ary protocoldesignedo provide a servicestructurefor serviceloca-
tion anddiscovery. Scalabilityis neeaedto make surethatthe network
grows gracefullyasnodes join the network and the network sizein-
creases.The network mustbe robust to male surethat a consistent
view of the network is maintainedeven afterafailure by makingsure
thatthe aftereffectsof thefailure aremitigatedassoonaspossible.

Achieving scalabilityin ad-hocnetworksis a challengingproblem,
asthe nodesin the network generallydo not have the whole view of
the network, dueto the changeshatcanoccurin the network by the
mobility of the nodes. The protocolmustmake surethatthe new in-
formationgeneratedby a nodejoining the network is percolatedo the
othernodesin the network in an expeditiousmanner Rolustnessan
be achievedin the network by usingredundingy, sothatif someparts
of thenetwork fail, theinformationis notlostandcanberecoveredby
usingothernodesin the network.

Theobjectie of thisresearclis to provide a securerobustandeffi-
cientframeawvork alongwith the protocolsandalgorithmsto allow for
large scaleservicedeploymentin ad-hocnetworks. Theresearchakes
apeerto-peer6] baseduniqueapproactto enablearge scaledeploy-
mentof network servicesover ad-hocnetworks.

This vision of having a servicearchitecturefor ad-hocnetworks is
further enhancd by the emeging trendsin wirelessnetworks: bet-
ter power handlingcapabilitiesin the mobile nodes newer versionof
802.11thatallows nodeso communicat@verlongerdistancesindad-
vancesn embediedsystemsvith MEMS (Micro-Electro-Mechaical
Systems),ASIC (Application Specific Integrated Circuit) and nan-
otechnolog.

The restof the document is organizedasfollows: Sectionll con-
cludesthedocumenmby providing anoverview of thedifferentcompo-
nentsof the protocolandthealgorithmsused.



Il. GENERAL OVERVIEW OF OSAM OPERATION
A. Virtual Home

Theentirenetwork is partitionedinto differentvirtual zones(cells)
asshawvn in figure 1 (similar to a cellular phonenetwork). Eachone
of thesecellsis associatedvith a virtual home. A virtual homeis a
physicallocationthatconsistsof nodes in the network (avirtual home
may sometimescontainno nodes depemling on the node densityin
the network). Every nodein the network is associatedvith a virtual
home(VH), whichis the mostlikely homewhereit residesThevirtual
homecanbe consideredo be ananctor for the node. A nodeleaves
behindits travel signatue (which consistsof the expecteddirection
of travel andthe expectedspeedof the node)uponleaving its virtual
home. The noderecruitsothermembersin its virtual hometo hold
this information on its behalf. The size of the virtual cells is very
importantto the correctfunctioning of the protocols. The important
researchgyuestionghatneedto beaddressedre:

Questiord: Whatarethetradeofs in decidingthesizeof thevirtual
cell

The size of the virtual cell is a very importantissuewhile divid-
ing the network into virtual cells. A large virtual cell resultsin lesser
numberof virtual cellsexisting in the network andhencemanagenent
of thesevirtual cellsis easier Thedisadwantag to having largevirtual
cellsisthattrackingdown anodeinsideacell is harder A smallvirtual
cell helpsin trackingdown a nodeinsidea cell, but the disadwantage
of this schemas thatthis resultsin alargenumter of virtual cellsand
maintaininginformationabou all thesevirtual cellswould resultin a

A

Fig. 1. Partitioning the network into zones

Questions: How doesthe sizeof a virtual cell reflecton the man-
agemenbf thecell

Virtual cell managmentis responsibldor maintaininginformation
aboutthe virtual cell andalsoaboutthe neighboringvirtual cells. A
large virtual cell would resultin a larger numker of nodes being part
of the virtual cell and would thus resultin a very high overheadin
maintainingthe informationabou the nodesin the virtual cell. How-
ever, with largevirtual cells,thenumbe of virtual cellsin the network
would be small and this helpsin reducingthe overheal in maintain-
ing the informationabou thevirtual cell’s neighbas. A smallvirtual
cellresultsin lessemumberof nodesbeingpartof thatvirtual cell and
hencemaintaininginformation aboutthesenodesdoesnot requirea
very high overhead.The flip-side to having smallvirtual cellsis that
this resultsin a lot of virtual cellsin the network, andthis leadsto a
large overhea while maintaininginformation aboutthe neighbaing
virtual cells.

Theabove discussiorprovidesuswith a broadoverview of theim-
portanceof the sizeof avirtual cell. Severalmethodshave beensug-
gestedto determinethe size: determinethe size basedon the terrain,
useinformation aboutthe numker of nodesin thatarea. A goodde-
terminationof the size of a virtual cell could be using the zip code
information.

B. ServicelLocation

Whenanoderequiresaservice it contadsanameservice thename
servicereturnsthe list of nodesthat offer this servicealongwith the
virtual homewherethesenodesreside. The nodecanthendecideon
the bestnodethatis offering the service(this decisioncanbe made
basedon pasthistory, distanceto the node and the stability of the
node).Algorithm 1 andfigure 2 detailthe proceduie by which aclient
nodeC obtainsa servicefrom a sener nodeSthatis mobile.

Fig.2. A mobilesener

Algorithm 1: Handlingsener mobility

Input: Void

Output: Result

SERVER-MOBILITY()

Q) C calculates/H(S) basedonthenodeid
of S

(2) Usingdirectionalrouting, C sendames-

sageto VH(S) intendedfor S (msg1 in

thefigure)

The nodesin the VH(S) reply with the

travel signature of S, which is a

metric [to, V (t0), D(t0), Pv (t), Pp(t)]

(msg2 in thefigure)

C usesthe metric to calculatethe new

position of S and sendsa messagédo S

(msg3in thefigure)

(5) S uponreceving the messagey C ac-
knowledgesit (msg4 in thefigure)

(6) break

®)

(4)

Thecompamentsof themetricare:

o to: startingtime

o V(to): expectedaveragestartingspeed.

« D(to): expectedaveragenitial direction.

« P,(t): Predictorfor speedaftert unitsof time sincedeparture.

« P4(t): Predictorfor directionaftert unitsof timesincedeparture.

In orderto be ableto suppat the operationsdetailedin the figure
andthe algorithm, the following capabilitiesmustbe available: Vir-
tual homeregistrationand discovery, virtual homeand currentloca-
tion managemet and tunnelingandtraffic routing. Sectionsl|-C -
II-E talk abou thesecapaliliti esin greaterdetail.

C. Virtual homeregistration anddiscovery

Every nodein the network is associatedvith a virtual home, as
shavn in figure 2. Thevirtual homeis alocationin spacewherethe
noderesides. The nodesin the network needto be registeredwith a
servicesimilarto anameservicein orderfor themto be discovered.



Thenamesenersarenodesin the network with the extra function-
ality of actingasdatabaseholdinginformationaboutthe nodesin the
network. Theinformationthatis storedat the namesenersconsistof
the nodeid, serviceshatthis nodeoffers andthe virtual homeof the
node(for routing purposs). Theinformationis storedin a distributed
mannerwhere eachnamesener is responsible€for somepart of the
namespace.

Whenanodeneedsdo registeraservicejt calculatesahashfrom the
valueof its nodeid (basedn a hashfunctionthatis known to all nodes
in thenetwork); baseduponthe hashvalue,the noderegisterswith the
appropriatenamesener. The novelty of this schemds thatthe name
sener couldalsobe mobile,hencethe nodethatneeddo registerfinds
outthevirtual homeof thenamesener (again by hashirg theid of the
namesener) andusesthis informationto registeritself with thename
sener.

Whena node A requiresto discover the servicesavailablein the
network, it queriesoneof thenamesenersto retrieve thisinformation.
Again, the nodesfinds out the virtual homeof the namesener (since
the namesener could be mobile) and routesthe information to this
namesener. The namesener uponreceiptof this queryreplieswith
thelist of nodeghatoffer theservicethatnode A wasrequestingNode
A cannow chocsefrom this list and canavail of the servicedirectly
from thenode.

D. \Mrtual homeand currert location manaement

Location managenentis a very importantpart of this framework.
Since, the nodesin the network have the ability to be mobile, this
framevork mustbe able to handlemobile nodes. As mentionedear
lier, whennodes registerthemseleswith the namesenersin the net-
work, they alsoregistertheir virtual homes(the mostlikely home of
thenode). The virtual homeof the nodeis very importantfor routing
purposesasmessageareintendedfor anode areroutedto thenodes
virtual home.

WhenanodeA becomemobile or leavesits virtual home,therehas
to be someway for othernodesto know the new locationof node A.
The earliestmethodsto handlemobility was using mobile IP, which
usedtheconcept of ahomezoneandaforeignzone.Eachtime anode
changsits location,it hasto inform its homezone.Thisleadsto alot
of overheadandthe numbe of messagegin the network also grows.
This framewvork doesnot requirea nodeto keepupdating its position
to its virtual home,insteadthe nodecanleave behindits travel signa-
ture, which consistsof someinformationwith regardsto the expected
directionandspeedf travel of node A. Usingthisinformation,nodes
which wish to contactnode A, canre-calculatethe positionbasedon
thetime elapsedsincenode A left its virtual home.

Whena node A mavesoutsideits virtual home,it needsto recruit
othernodesin its virtual homeascare-of nodeswhich areresponsible
for maintainingthetravelsignatue of A. In theeventthatthereexists
no nodein its virtual home, node A queriesits neightoring virtual
homesin aneffort to recruitnodesto maintainits travelsignatue.

WhenanodeA movesto anew location L, outsideits virtual home
L,and decidesto move again,it againleaves behindits new travel
sighatue with somenodesin L,. Thisis in caseanothemode B was
trying to locate A andsendsa messagéo L., andcannd locateA, it
canusethenew travel signatureof A to locatenode A.

E. Tunnelingandtraffic routing

The nodesin an ad-hocnetwork can be mobile and this mobility
needsto be incorpaatedinto the protocd. Whena node D leaves
its virtual home, it leavesbehindits travel signatue, which consists
of themetric[to, V (t0), D(to), Pv(t), Pp(t)] (asshovn in algorithm
1). Thistravelsignatue is storedwith someof thenodesin thevirtual
homethatarerecruitedby nodeD. If thereareno nodesin thevirtual

home,thennode D, triesto recruit somenodesfrom its neighborirg
virtual homesto hold its travelsignatue.

Whenanotter node S triesto contat¢ node D, andnode D is not
presenin its virtual home,this travelsignatue is returnedto nodeS.
At the sametime, thisrequesis tunneleddirectly to nodeD, sincethe
nodesin the virtual homealreadyknow the travel signatue of node
D, sincethey areresponsibldor maintainingthis information.

OncenodeS recevesthetravelsignatue of nodeD, it triesto route
thetraffic to node D. To reducefloodingin the network, the traffic is
sentin a cone-shapd fashionas shawvn in figure 3, (similar to [9],
but hereall the nodesneednot know aboutthe positionof every other
nodein the network), ary nodein region 1 hasthe highestpriority
to forward the traffic, while a nodein zone2 haslower priority. If a
nodein zonel failsto forwardthetraffic or thereis nonodein zonel,
nodesin zone2 forwardthetraffic towardsD. Eachnode thatreceves
thisroutinginformationre-calculateshe positionof D usingits travel
sighatue and thus re-calculateshe cone basedon this information
beforesendingthe messages

Fig. 3. Directional Routing
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