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Abstract

This paper presents the first work to explore automatic end-to-end deep learn-
ing prediction of future patient disability progression (one year from baseline)
based on multi-modal brain Magnetic Resonance Images (MRI) of patients with
Multiple Sclerosis (MS), a neurological disease characterized by inflammation
and degeneration of the central nervous system. The model is trained on two
large proprietary, multi-scanner, multi-center, clinical trial datasets of patients with
Relapsing-Remitting Multiple Sclerosis (RRMS). Results illustrate that the network
can accurately predict future disease progression, measured by the change in the
extended disability status scale (EDSS) score over time, based on multi-modal MRI
and associated lesion labels. Using data from 465 patients, we achieve an AUC of
0.66 £ 0.055 when training on patients’ MRI modalities and 0.701 & 0.027 when
supplementing the model with lesion label data.

1 Introduction

The recent successes of deep convolutional neural networks (CNN) in image classification challenges
such as ImageNet [[1] have sparked a lot of interest from the computer vision community. Although
deep learning techniques have shown promising results in lesion segmentation in Multiple Sclerosis
(MS) [2 13} 4], automatic prediction of disease worsening, or progression, in MS remains a complex
open problem. Challenges presented to deep learning methods applied to medical image analysis
include the loss of fine-grain features as the information propagates through the encoding and pooling
layers. In this work, we present the first end-to-end 3D CNN trained on patients’ baseline MRI
predicting progression for MS patients within the year following baseline. Our method proposes
to avoid fine grain feature loss through the use of parallel convolutional pathways with varying
resolution levels. In addition, we investigate the effect of training the network with supplementary
information provided by T2-weighted and gadolinium-enhanced lesions, well-known biomarkers of
disease activity [} 16} [7]. Finally, we explore how Monte Carlo (MC) dropout [8]] can be used as an
uncertainty estimate to improve our choice of operating point.

2 Methodology

Our model consists of three consecutive 3D convolutional blocks followed by 2 fully connected
layers. Each convolutional block is composed of parallel convolutional layers of varying kernel size
to extract features at different levels of resolution. The last layer is then flattened and fed to two
successive fully connected layers with dropout. Figure[I|shows a visual summary of the model. For
all layers, we use rectifier linear units as activation function. We use a sigmoid activation function on
the final layer to generate our prediction for the classification of progression. To mitigate the effects
of the highly unbalanced dataset, we oversample the minority class during training.
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Figure 1: Proposed 3D CNN: Inputs are fed to three repeated 3D convolution blocks, batch normal-
ization and 3D maxpooling. The last layer is flattened and fed to two fully connected layers. We use
RELUEs as the activation function and dropout with a drop probability of 50 %.

3 Experiments and Results

The ability of the network to prediction clinical progression based on baseline MRI modalities is
examined through a series of experiments. We train our model using baseline MRI volumes in the
attempt to extract meaningful features leading to progression prediction. Additionally, we combine
our CNN with lesion segmentation masks in order to leverage the disease burden information it
contains and potentially maximize our model’s accuracy. As a comparative baseline, we train a
standard 3D CNN consisting of 4 sequential blocks of convolutional, batch normalization, and
dropout layers, using both the MRI modalities and the lesion masks as inputs.

3.1 Datasets

Data used for our experiments is drawn from two large proprietary, multi-scanner, multi-center,
clinical trial datasets of patients with Relapsing-Remitting MS (RRMS) that was registered in the
MNI/ICBM space. Only patients from the placebo arms of both trials were used in the experiments
in order to eliminate the drug effects on our analysis of the natural disease course. In addition, only
patients who completed the trial were used. One trial consisted of 1330 RRMS patients, out of
which 312 patients were on placebo and completed the trial. Two clinical visits at one year apart
were available for analysis, resulting in 624 input points with a non-progression/progression split
of 582/42. The second dataset consisted of 543 RRMS patients, 153 patients were in the placebo
arm and also finished the trial. Three clinical visits, 24 weeks apart, were used in the experiments,
resulting in 459 input points with a non-progression/progression split of 398/61. T1-weighted pre- and
post- contrast (T1p, T1c), T2-weighted (T2w), Proton Density-weighted (Pdw) and Fluid-attenuated
inversion (FLAIR) were used as input modalities for the network. In addition, two lesion masks
(T2-weighted and Gadolinium enhanced) were provided as inputs to the network. These masks were
provided with the dataset and were obtained previously through a semi-manual process where an
automated segmentation algorithm was then corrected by a trained expert reader. Progression labels
were assigned to each patient’s visit according to the clinical definition progression, measured by the
change in the extended disability status scale (EDSS) score over time define by [9] (see Table/[T).

Table 1: Requirement for progression given a baseline EDSS score

Definition of Progression

Baseline EDSS Criteria

0 An increase of 1.5 or more in EDSS score sustained for
12 weeks or more

0.5t05.5 An increase of 1 or more in EDSS score sustained for 12
weeks or more

6.0 and up An increase of 0.5 or more in EDSS score sustained for

12 weeks or more

3.2 Experiments and Results

The model was first trained using only the five MRI modalities as input. We use the True Positive
Rate (TPR = TPZ%) and False Positive Rate (FFPR = TPTJF%) receiver operation characteristic
(ROC) curve as a performance metric instead of accuracy due to the large class imbalance. The same
model is then trained on the MRI inputs with the addition of both T2 lesion and Gad-enhancing
lesion masks provided at baseline in order to assess their contribution to the network’s performance.

We split the dataset into training (75%), validation (15%) and test sets (10%) and perform k-cross
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Figure 2: Without lesion labels Figure 3: With lesion labels

validation with k=4. As recall and precision are both important for progression prediction, we use the
F-score for early stopping.

When using the MRI as input, the network attained an average area under the curve (AUC) of
0.66 £ 0.055. With the addition of T2 lesion and Gad-enhancing lesion masks as inputs, the
progression prediction AUC is improved substantially and the variability across folds is reduced.
The AUC results for this case was 0.701 £ 0.027. Figure [2and 3] show the ROC curves for both
experiments. Table [2] summarizes our results for all three experiments.

Table 2: Comparison of models’ performance

Networks Number of Parameteres AUC(std)
Standard 3D CNN 13.5M 0.615 4+ 0.053
Proposed 3D CNN 14M 0.66 £ 0.055
Proposed 3D CNN w/ lesion masks  14M 0.701 £ 0.027

Monte Carlo samples of prediction results at test time are acquired, and the model’s uncertainty
associated with each prediction is estimated based on the MC sample variance estimates. We plot the
ROC curves when excluding predictions above certain uncertainty threshold. Figure @] shows how
excluding even a few of the most uncertain predictions can improve the model’s overall performance
on the remaining predictions.
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Figure 4: ROC curves at different uncertainty thresholds

4 Discussion and Conclusion

In this paper, we use an end-to-end 3D CNN with parallel convolutional layers for prediction future
disability progression in MS patients. We show how by including lesion labels, in addition to multi-
modal MRI, the model’s performance can be improved. Furthermore, using uncertainty metrics to
filter uncertain prediction result in improved operating points on the remaining predictions.
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