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Abstract

The recommendation algorithms on social media platforms are hugely impactful,
they shape information flow and human connection on an unprecedented scale.
Despite growing criticism of the social impact of these algorithms, they are still
opaque and transparency is an ongoing challenge. This paper has three contri-
butions: (1) We introduce the concept of sociotechnical transparency. This can
be defined as transparency approaches that consider both the technical system,
and how it interacts with users and the environment in which it is deployed.
We propose sociotechnical approaches to improve understanding of social media
algorithms for policy-makers and the public. (2) We present an approach to
sociotechnical transparency using agent-based modelling, which overcomes a
number of challenges with existing approaches. This is a novel application of
agent-based modelling to provide transparency into how the recommendation
algorithm prioritises different curation signals for a topic. (3) This agent-based
model has a novel implementation of a multi-objective recommendation algorithm
that is calibrated and empirically validated with data collected from X, previ-
ously Twitter. We show that agent-based modelling can provide useful insights
into how the recommendation algorithm prioritises different curation signals. We
can begin to explore whether the priorities of the recommendation algorithm
align with what platforms say it is doing and whether they align with what the
public want.
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1 Introduction

Social media platforms have had a transformative impact on society. As a techno-
logical, cultural, and social advancement, they stand out for transforming users, and
therefore the public, into “active participants” instead of “passive recipients” of online
information [1]. The scale of users and information on these platforms is unprece-
dented. Originally, many platforms sorted the posts on users’ newsfeeds in reverse
chronological order. However, as the scale of information grew, this approach became
insufficient and platforms developed recommendation algorithms to curate the content
that users see based on predicted engagement.

There has been growing criticism of these algorithms, and social media more widely,
for worsening mental health [2], amplifying hate speech [3], spreading misinformation
[4], and other negative outcomes [5]. However, these algorithms are opaque meaning
that both policy-makers and the public are unclear on the extent to which they are to
blame for societal issues. The current approach of self-regulation solidifies the “infor-
mation asymmetries” [6] between the platforms and the public. There is a need to
develop tools for external transparency [7] as a first step towards improved under-
standing of the algorithms and regulation of the platforms. Transparency can have
many meanings [8] but here it refers to the ability to understand how an AI system
reaches its decisions.

This paper will motivate the need for sociotechnical transparency of recommenda-
tion algorithms on social media and present one approach to this, using agent-based
modelling. We demonstrate a novel application of agent-based models to improve the
transparency of these algorithms. Our model will provide an insight into which cura-
tion signals the recommendation algorithm is prioritising at a high-level. Armed with
this understanding, policymakers and the public can explore whether this aligns with
what they think these algorithms are prioritising, whether this aligns with their values,
and consider what they think it should prioritise.

1.1 Challenges with Transparency

There are a number of challenges facing approaches to transparency of recommenda-
tion algorithms on social media. We identify six key challenges, based on a survey
presented in Section 2.2.1:

1. Approaches often have limited grounding in the system of interest due to lack of
access.

2. Approaches often do not account for interactions between the algorithm, and the
users and environment.

3. Studies have difficulty isolating variables due to the complexity and highly coupled
nature of the real system.

4. Approaches often can only assess “what is” and do not enable scenario testing.

Approaches are often small scale.

6. Some approaches are platform-led, meaning they do not necessarily align with what
external stakeholders want to understand.
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Our proposed approach, using agent-based modelling, is designed to address these out-
lined challenges. Agent-based models can be grounded in the real system through data
calibration, they can model complex systems with interactions, provide a controlled
setting in which variables can be isolated and changed, they enable scenario-testing,
they can be run with a large number of agents, and they do not rely on platform access
[9] [10].

1.2 Contributions

In this paper, we introduce the concept of sociotechnical transparency to highlight
the importance of transparency that accounts for the interactions between the algo-
rithm, users, and information. We will define and motivate the concept in Section 3.
This paper demonstrates a novel application of agent-based models to improve the
transparency of recommendation algorithms on social media platforms. Our model
addresses the six key challenges presented by existing transparency approaches.

This research builds on work by Gausen et al. [9] that models the impact of different
recommendation algorithm objectives on the spread of information and polarization on
social media, using agent-based modelling. This paper extends the agent-based model
to capture how the recommendation algorithm prioritises different curation signals.
This moves away from counterfactual analysis to provide transparency on how the
actual recommendation algorithm curates content. The contributions of this paper are:

1. To introduce the concept of sociotechnical transparency of recommendation algo-
rithms on social media.

2. To present a novel approach to sociotechnical transparency using agent-based
modelling. This approach provides transparency into how the recommendation
algorithm prioritises different curation signals for a topic, at a high-level.

3. To develop an agent-based model of a social network with a novel implementation
of a multi-objective recommendation algorithm that is calibrated and empirically
validated with real data. This achieves higher accuracy than previous models [11]
[9] whilst encompassing higher complexity.

1.3 Paper Organisation

This paper is structured as follows: Section 2 provides context in terms of recommen-
dation algorithms and regulation, and surveys existing approaches to transparency and
agent-based models of social networks. Section 3 introduces the concept of sociotech-
nical transparency and outlines our proposed approach. Section 4 describes the design
of the agent-based model and the recommendation algorithm implementation. Section
5 outlines the methodology, including the simulation pipeline, the evaluation metrics,
the three datasets, and the experimental set-up. Section 6 presents the simulation
results for each dataset. These are discussed in relation to three research questions in
Section 7. The limitations and implications of the approach are also explored. Finally,
Section 8 concludes the paper and discusses directions for future work.



2 Background

2.1 Context
2.1.1 Recommendation Algorithms

Social media platforms are made up a of number of different algorithms. These can be
classified as content processing algorithms (such as language translation, annotation,
etc) and content proposal algorithms (such as recommendation, search, etc) [12]. All
these algorithms play an important role in the ecosystem of a social media platform.
However, in this paper we focus on the content recommendation algorithms which
curate and generate the newsfeed. This focus was chosen as they promote the greatest
fraction of engagement [12] and it is the aspect platforms have the greatest control
over. It important to note that even the “recommendation algorithm” itself can be
made up of a number of different algorithms [13]. However, they are tightly coupled
so we will treat them as a single entity, as in [12].

At a high-level, the recommendation algorithm is tasked with deciding what con-
tent to feed a specific user at a given point in time. It should rank this content based
on the predicted likelihood that a given user will engage with it. This means that a
core part of the algorithm is engagement. This is because user engagement promotes
the macro-level objectives of the platforms such as revenue and user-base. The met-
rics to predict engagement will depend on the platform and content-type [12]. In our
paper we do not focus on engagement metrics but instead on the curation signals that
inform recommendation at a high-level.

2.1.2 Related Regulation

There are a number of regulations emerging globally that will impact social media
platforms. Current legislative proposals tend to focus on speech, such as the First
Amendment, privacy, such as EU’s General Data Protection Regulation (GDPR) [14],
and antitrust and competition, such as Clayton and Sherman Antitrust Acts in US
[15]. Some scholars believe that privacy and antitrust regulation could be the most
effective approach, as it bypasses imposing restrictions over content by instead offering
users more agency over their data and choice of recommendation algorithm [16].

There is emerging regulation that will impact transparency of the recommenda-
tion algorithms on social media. We will provide a high-level overview. In the US,
there are number of bills targeting algorithmic transparency [16]: S. 2024 Filter Bubble
Transparency Act [17], H.R. 5596 Justice Against Malicious Algorithms Act [18], Algo-
rithmic Accountability Act [19] [20], and Platform Accountability and Transparency
Act [21]. These bills differ in the detail, but at a high-level they target algorith-
mic amplification, enable users to decide whether they are subjected to personalised
curation, and require companies to assess the impacts of their systems. The UK Gov-
ernment has the Online Safety Bill [22]. This bill is not focused on individual posts
but focused on forcing platforms to commit to their “promises”. Platforms will have
to explain how they will deal with each type of harmful content in their terms of ser-
vice. The UK have also published their whitepaper for future AI regulation [23], which
cites social media algorithms are damaging to mental health [24].



The EU has the Digital Services Act (DSA) and Digital Markets Act (DMA) [25].
In terms of recommendation algorithms, a key part of these acts is to enable users to
switch on personalised recommendation. The EU also has the Artificial Intelligence Act
(AIA) which proposes risk-based regulation, where recommendation algorithms will
categorised as “high risk” [26]. The EU Parliament reached a provisional agreement on
the ATA at the end of 2023 [27], which included agreed upon obligations for “high risk”
systems. This is seen as a significant step towards robust regulation of Al systems.

This overview of current and emerging legislation highlights public and govern-
mental interest in social media platforms and their recommendation algorithms. The
emerging regulation presents a positive step, however critics have highlighted that,
with our current level of platform-led disclosures and our current external toolkit for
transparency, much of the regulation will be very challenging to implement [28]. This
motivates the need for novel tools for external transparency.

2.2 Related Work
2.2.1 Approaches to Transparency

Currently, there are a number of approaches to transparency of recommendation algo-
rithms on social media. There are both internal approaches, carried out by platforms
themselves, and external approaches. This review will be based on the reviews by
Bengani et al. [29] and Thorburn et al. [30].

In terms of internal, platform-led approaches, these range from documentation to
high-level statistics to publishing privacy-protected datasets [29]. System-level doc-
umentation can include transparency reports, explanations of safety initiatives or
high-level requests from government. Documentation, or explanations, can also be tai-
lored to individual users, such as, transparent recommendation settings like Facebook’s
“Why am I seeing this?” feature [31]. As both system-level and user-specific documen-
tation is curated by the platform [32], this does not enable external oversight. Data
approaches can involve API access to platform data or published curated datasets.
With data transparency, there is often a trade-off between privacy and transparency.
Finally, platforms can open-source code or publish details of the code in academic
papers [33]. This model-centric transparency provides detail on how their recommen-
dation algorithms work from an engineering perspective but these details are often
different to what is important to policy-makers and the public.

There are a number of external approaches to transparency, which vary depending
on the level of access to platforms and their data [30]. Recommendation algorithms
are particularly hard to study in this context as classically transparency in the field of
Al is focused on assessing training data for bias, representativeness and other metrics.
However, this is aimed at classification tasks and recommendation algorithms do not
have definable training data [34]. Without access to the platform or data, researchers
are limited to simulations and off-platform studies. Simulation can lack grounding in
the real system and off-platform studies tend to be small scale, such studies using
puppet accounts [3]. The second group of approaches are for stakeholders with access
to platform data, such as observational studies to identify correlations [35]. It is,
however, challenging to link correlation and causation. Finally, external researchers



Table 1: Evaluating whether current transparency approaches overcome the
six challenges (C1 - C6).

Approach Eg.|Cl C2 C3 C4 C5 Ce6
Internal Documentation [36] Y Y Y Y
Datasets [37] Y Y Y Y
Features [31] Y Y Y Y
Open-Source Code [33] Y Y Y
External Off-Platform Studies 3] Y Y Y
On-Platform Experiments | [38] Y Y Y Y
Observational Studies [35] Y Y Y Y
Simulation without data [39] Y Y Y Y Y
Proposed Approach - Y Y Y Y Y Y

with access to platforms can carry out on-platform experiments. Even in this case, it
can be difficult to isolate variables to study, the whole system is heavily coupled and
a change in the algorithm can result in unexpected changes elsewhere [30].

Overall, this review highlights that there are challenges with both internal and
external approaches to transparency. In Table 1, we evaluate whether the reviewed
approaches overcome six identified key challenges with transparency of recommen-
dation algorithms on social media, initially outlined in Section 1.1: (C1) Limited
grounding in the system of interest; (C2) Does not account for interactions between
the algorithm, and the users and environment; (C3) Difficulty isolating variables due
to complexity and highly coupled nature of real system; (C4) Can only assess “what
is”; (C5) Small scale; (C6) Platform-led. Internal approaches naturally suffer from
being led by platforms and therefore will not necessarily align with what external
stakeholders, such as researchers and policy makers, want to understand. External
transparency initiatives are inherently challenging due to limited access to the sys-
tem of interest [34]. Our proposal of using an agent-based model calibrated with real
data could address each of these challenges. Additionally, regulation to put pressure
on platforms to share externally prescribed sets of data with researchers will improve
the state of research in this field.

2.2.2 Agent-Based Models

In this paper, we want to demonstrate that agent-based models could be a useful
approach to provide transparency of the recommendation algorithms on social media.
Agent-based modelling and simulation have been used in prior research to study social
media networks. In order for them to be an effective approach to transparency they
must overcome the six identified transparency challenges outlined in Section 2.2.1.
The model will need to have the following properties (P1 - P6) to overcome each of
the challenges (C1 - C6) of the same number: (P1) Be calibrated with real data; (P2)
Model interactions between a recommendation algorithm, users, and information; (P3)
Ability to change variables in the system; (P4) Enable scenario-testing; (P5) Be large
scale (number of agents greater than 1,000); (P6) Enable external transparency of
the real recommendation system behaviour. In Table 2, we review existing research
that uses agent-based models to model social media networks, in relation to these



six properties, to understand how well they address the transparency challenges and
whether they could be used for this application.

Table 2: Review of existing agent-based models in relation to the six
properties (P1 - P6) required to overcome the transparency challenges
(C1 - C6).
Related Work P1
Al Atiqi [2023] Y
Alassad et al. [2023] Y
Aridor et al. [2020]
Chaney et al. [2018]
Gausen et al. [2021]
Gausen et al. [2022]
Jiang et al. [2019]
Kozitsin and Chkhartishvili [2020]
Murié et al. [2022] Y
Onuchowska and Berndt [2019]
Frinken and Pilditch [2021]
Proposed Model Y Y
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DARPA’s Computational Simulation of Online Social Behavior (SocialSim) is a
significant research effort in this space in recent years. This aimed to develop novel
computational simulations of online behaviour, specifically focused on information
propagation on three platforms: Twitter, Reddit and Github [10] [47]. Muric et al. [10]
present agent-based models where the agents’ decision workflow use machine learning.
The focus of this research project was on information propagation on platforms, not
on recommendation algorithms. However, this project highlights the importance of
using real data when simulating behaviour.

A number of papers use agent-based models to model the spread of misinformation
[46] [11] or malicious information [41]. Other papers use agent-based models to model
the formation of echo chambers [39] [45] [40]. There are examples of agent-based
models that model the recommendation algorithms on social media. Some papers
study the emergence of filter bubbles from recommendation algorithms homogenising
the content users are exposed to [42] [43]. Jiang et al. [44] model both recommendation
algorithm behaviour and user dynamics, to separate the effects of filter bubbles and
echo chambers. Gausen et al. [9] use agent-based modelling to understand how varying
the objective of the recommendation algorithm impacts the propagation of information
and echo chamber formation online. This research is counterfactual, for transparency
we need to understand how the actual system is working. Based on this review, our
proposed model will be novel in having all six properties required to address the key
transparency challenges, presented in Section 1.1 and 2.2.1.



3 Introducing Sociotechnical Transparency

3.1 Why is Sociotechnical Transparency Important?

In this section we will first motivate the need for improved transparency of recommen-
dation algorithms on social media, then present why considering the sociotechnical
nature of these systems is critical for meaningful transparency for the public and
policy-makers.

Social media platforms have changed who has the power to create content, how
content is created and how it propagates [1]. There have been many criticisms of the
impact of social media platforms and their recommendation algorithms, from rising
hate speech to political disinformation campaigns. Faced with rapid advancements
in generative Al capabilities, many are concerned that these risks will be amplified
further [48]. In a pivotal case in 2022, the death of a teenage girl Molly Russel was
attributed to social media algorithms in a coroners report. This significant delegation
of responsibility to the platforms highlighted the impact of these algorithms. Some call
for the return to a non-algorithmic, reverse chronological newsfeed. However this will
result in a random selection based on time [1]. Others call for improved transparency
in the sector [49] [50] [7] [61]. These rescarchers and advocates want to understand:
what is the algorithm doing now and what alternatives could there be? Their call for
transparency will be bolstered by new regulation, including UK Online Safety Bill,
EU AI Act, EU Digital Services Act and the Algorithmic Accountability Act.

Transparency is the first step towards understanding the societal implications of
social media, enforcing regulation and performing external audits [7]. This trans-
parency should have a significant focus on the recommendation algorithms. The
algorithms are an aspect of the social networks that platforms have control over; they
cannot be responsible for individual pieces of content with the scale of what is on social
media but they should be responsible for what their algorithms promote and amplify
[49] [50]. Interestingly, many social media platforms discuss their algorithms openly
in academic papers [52] [36] [53] and some have even published parts of their code-
base [33]. This model-centric transparency is useful from an engineering perspective
and for determining technical functionality [54]. However, these disclosures are not
sufficient for the public and policy-makers to understand the implications of these algo-
rithms on society [55]. This has resulted in the “current unsatisfactory and somewhat
paradoxical state of algorithmic transparency” [12].

In this paper, we present the concept of socio-technical transparency, which can be
defined as transparency approaches that account for both the technical system, and
how it interacts with users and the environment in which it is deployed. Algorithms
are “technical constructs that are simultaneously deeply social and cultural” [56]. If
transparency is bounded to just consider the recommendation system in isolation, this
abstracts away the social context in which the system is deployed within and entangled
with [57]. It is the interaction between both the social and technical components that
dictates risk from a system [58]. We propose that this type of transparency will provide
more meaningful understanding for policy-makers and the public.



3.2 Using Agent-Based Modelling for Sociotechnical
Transparency

In this paper, we propose an approach to sociotechnical transparency of recommenda-
tion algorithms on social media. Our survey, highlighted the importance of building
tools for external transparency [34] and the challenges with current approaches. We
propose a novel approach that uses agent-based modelling calibrated with real data
that addresses these challenges.

Prior research has shown agent-based models can capture complex sociotechnical
phenomenon and provide insight into the impact of the recommendation algorithm
objectives [9]. They sit between theoretical and empirical approaches [59], enabling
the study of recommendation algorithms without the ethical concerns that exist with
empirical longitudinal studies. Agent-based models calibrated with real data overcome
the six key challenges (C1 - C6), identified in Section 2.2.1: they can be grounded in the
real system through data calibration (C1), have the ability to capture the “emergent
effects of human-algorithm interactions” [12] and “underlying feedback loops” [12]
(C2), they provide a very controlled setting so variables can be isolated and changed
(C3), they enable “what-if” analysis (C4), they enable experimentation with a large
number of agents (C5), and they do not rely on direct access to the platform (C6).
However, the application of agent-based models to this problem is novel and, unlike
existing research, our proposed model will address all six transparency challenges. This
comparison with existing agent-based models can be found in Table 2 in Section 2.2.2.

Our approach aims to provide one type of sociotechnical transparency: an insight
into which curation signals the recommendation algorithm is prioritising at a high-
level. This is not the same as the engagement metrics discussed in Section 2.1.1. This
model accounts for the interactions between the recommendation algorithm, the users,
and the network. This type of transparency can provide insight for regulation, such
as the Online Safety Bill [22], which are designed not to penalise based on individual
pieces of content but to ascertain whether the platforms are doing what they claim
to be doing. We can begin to explore whether the priorities of their recommendation
algorithm aligns with what platforms say they are doing and whether it aligns with
what the public want.

3.3 Considerations

Our approach hopes to offer meaningful transparency about recommendation algo-
rithms on social media using agent-based modelling, that accounts for user and
network interactions. It is important to highlight some considerations with this
approach.

Firstly, the overview in Section 2.2.1 outlined the challenges faced by transparency
approaches in this space. Our approach addresses these challenges however it still faces
the same barriers that the outlined external approaches encounter in terms of limited
platform and data access. For example, data on what appears on an individual user’s
newsfeed is not public therefore we must simulate this based on retweet data that we
can collect.



Secondly, agent-based modelling and simulation have limitations. These types of
approaches can be criticised for lacking grounding in the real system and having sim-
plified models of behaviour that incorporate many assumptions. As a wider field,
agent-based models and simulation would benefit from more standardisation and com-
mon conceptualisations [59]. It is beyond the scope of this paper to tackle these issues
but we do ensure our model is grounded in real data, has a significant number of
agents, and is validated using a set of evaluation metrics [10].

Despite these considerations, our approach still represents an advancement in terms
of sociotechnical transparency using agent-based modelling. Whilst external trans-
parency of recommendation algorithms on social media is challenging, it is important
to develop new tools to improve policy-makers’ and the public’s understanding of these
algorithms behaviour. This research presents a first step towards a novel approach,
which means that it is not mature enough to be used for auditing or regulation. How-
ever, we hope this will be an important proof of concept that will motivate further
research into developing a more formalised tools.

4 Proposed Model

The aim of this research is to improve transparency of how the recommendation algo-
rithm prioritises different curation signals. This approach uses an agent-based model of
X, previously known as Twitter, and is calibrated with real data. This section describes
the proposed agent-based model and the recommendation algorithm implementation.

4.1 Agent-Based Model Design

This paper introduces a novel agent-based model based on the social network X, where
the agents represent individual users on social media. This model extends the work
by Gausen et al [9]. The connections between agents symbolize follower/ followee rela-
tionships, and agents can access information posted as tweets shared by their network
connections. The inspiration behind this model stems from epidemiology modeling,
drawing parallels between the dissemination of information on a social network and
the spread of a disease in a population [60] [61].

The model focuses on the two primary mechanisms for information propagation
on X, which are the retweet functionality and the recommendation algorithm [10].
The retweet functionality allows users to re-share tweets they see on their newsfeed
resulting in that tweet propagating through the network. The retweet propagation is
recorded in API data, which enables model calibration and validation. The content
visible to users on their newsfeeds is controlled by a recommendation algorithm model,
discussed more in Section 4.2.

Figure 1 provides an overview of how the model has been programmed. The infor-
mation propagation is captured by the tweet and retweet functions whilst the logic of
the recommendation algorithm is represented by the “get curated posts” box. Each
run of the agent-based simulation is focused on tracking the propagation of a single
tweet for T timesteps. Therefore the agents’ state correspond to whether they believe
(i.e. retweet /tweet the story), are susceptible (i.e. not yet rejected/retweet the story)
or reject and deny (i.e. have rejected the story). The model behaviour is controlled by
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repeat for
each
agent a

i State = Di
a.State = Believe a.State = Deny

or Rejected
a.State =
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No No No
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K
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e
./

7 e

Reporter

Fig. 1: Diagram describing Proposed Model logic.

three probability distributions: (1) Pyeshare: the probability that an agent retweets the
story. (2) Preject: the probability an agent rejects the story and will not retweet it in
the future. (3) Ponline: the probability that an agent is online in a given timestep. The
first two probabilities are calibrated with data collected on the retweet propagation of
a story, see Section 5.3, and the mean of the probability that an agent is online was
set as the mean value used in [9].
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In each timestep, agents sample probabilities to determine whether they are online
and, if so, whether they will tweet. If an agent is online and views their newsfeed, they
will read the K top curated posts from their neighborhood based on the curation sig-
nals. For each post they view, they will sample a probability distribution to determine
whether they retweet it. If an agent tweets, it will be based on their current beliefs,
and if they retweet a post it will be incorporated into their beliefs and could impact
their state. This logic is applied only to agents who are susceptible to the story. The
agent reporter records the agent states and retweets at each timestep.

The model is populated with Bayesian agents, meaning that agent beliefs are
updated and information from posts is integrated without cognitive biases [62]. The
probability of an agent’s beliefs given new evidence is [63] [9]:

P(H|E) = P(H) + P(E|H)/P(E) (1)
where P(H) is the agent’s original belief and P(FE) is the probability of the evidence
regardless of the agent’s own beliefs, which is calculated as:

1 (X—pr)?

252
e @)
where pp is the mean of the true distribution, o is the standard deviation, and X
is the new evidence observed by the agent. In our model, the evidence X is the belief
of a neighbouring agent whose post the agents views, where 0 < X < 1. Finally, the
probability of that evidence accounting for the agents’ own beliefs is calculated by:

P(E) =

1 (X—py)?

P(E|H)= ——— xe 275
(EIH) o *x\2m

A 3)

where p4 is the mean of the agents own belief distribution, and o4 is the standard
deviation.

4.2 Recommendation Algorithm Implementation

It is critical to highlight that this research is not trying to directly mimic the rec-
ommendation algorithm that curate newsfeeds on social media, but instead provide
insight into which high-level curation signals it prioritises, using simulation and real
data.

A recommendation system provides an underlying score to estimate how likely a
user will engage with a given post at a given time. Given the set of scores for potential
posts, the recommendation algorithm ranks them and the user views the top K posts,
where K is sampled from a distribution. The value K,,cq, comes from empirical user
behaviour data [64] and the standard deviation of the distribution is set to Kneqn /2.
In this proposal, the score accounts for four curation signals: chronological, belief,
popularity and random [9] [43]. The recommendation algorithm curates the tweet
based on weightings of each curation signal. The weightings of each signal, i.e. how
significantly the algorithm prioritises that signal, is found from the weight optimisation
part of the pipeline that tries to approximate what is happening in the real data.

For the curation signals, the following logic is used to find the ranking for each
signal. For chronological ranking, the posts are ranked by the most recently posted.
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For a belief-based ranking, the posts are ranked by the beliefs of the users that are
most aligned to the agent. For popularity-based ranking, the posts are ranked in order
based on their popularity. Finally, random ranking is just a random shuffle of the posts.
These individual curation signals feed into the curated newsfeed using the weightings
of each signal [wy, w1, we, ws]. Once ranked, the top K posts are surfaced to the agent.
This logic is outlined in Algorithm 1.

Algorithm 1 Recommendation Algorithm

1: procedure CURATEPOSTS(Posts)

2 Sample number of posts: K.

3: Take weights: [wg, w1, wa, ws].

4 Find neighbour posts.

5 Get sorted list: Use weights to probabilistically rank posts based on the
curation signals: chronological, belief-based, popularity-based and random.

6: Return top K from sorted list.

7. end procedure

5 Methodology

This section describes the methodology used for this research, including the simulation
pipeline, evaluation metrics, data, and the experimental set up for the results presented
in Section 6.

5.1 Simulation Pipeline

The simulation pipeline is the process that takes a dataset of real tweets as input
and outputs an estimate of the weightings of the four different curation signals for
recommendation. The simulation parameters used for the experiments are presented in
Section 5.4. Figure 2 provides an overview of the pipeline. The first stage is calibration,
in which the probabilities that govern the agent-based model are calibrated to the real
tweets in the dataset. The calibration process calculates the probability distributions
that govern the retweet behaviour for each tweet in the dataset. This then acts as the
input to the weight optimisation stage. A genetic algorithm (GA) is used to estimate
the high-level weightings of each curation signal in the recommendation system based
on the datasets, see Algorithm 11 for more details. GAs are an evolutionary algorithm
that can be used for optimization tasks. This was chosen for its ability to reach good
solutions with limited runs of the simulation [65]. Here the fitness function is trying
to minimise the distance between the real and simulated data in each timestep across
all the tweets within the dataset for candidate weightings. For each set of candidate
weightings, the simulation is run N times for all tweets in the dataset to calculate the
fitness function for that candidate. The optimum candidate is the set of weights that
control the behaviour of the recommendation algorithm so that the simulated data
best matches the real behaviour, across all tweets in the dataset. For the experiments,
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Fig. 2: Diagram outlining the simulation pipeline.

we used a value of N = &, for justification see Appendix A.1. The output of this
stage is an optimal set of four weights, which corresponds to how the recommendation
algorithm weighs each curation signal, based on a dataset.
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Algorithm 2 Genetic Algorithm

Input: Population size pop, Number of generations G
Output: Best candidate found Cop = [wo, w1, we, ws]
function INITIALIZEPOPULATION
for ¢ + 1 to pop do
Generate a random 4-bit candidate C; where wg + w1 + wo + wz =1
end for
end function
function FI1TNESS(candidate C)
Compute the fitness value of C'
end function

© ® XS on W

,_.
=

11: function GENETICALGORITHM

12: InitializePopulation()

13: for g <+ 1 to G do

14: Evaluate the fitness of each candidate in the population
15: Select the best individual based on fitness

16: Apply crossover and mutation to create a new candidate
17: end for

18: return Optimum candidate found

19: end function

5.2 Evaluation Metrics

It is critical to evaluate that the simulation is able to capture the real system behaviour.
In order to evaluate this we carry out three evaluations [10]. Firstly, we evaluate that
there is correlation in the speed of retweets between the simulated output and real
data, this is calculated as the root-mean-square-error RM SFE, in retweets in a given
timestep between the real data (y;) and simulated data (g;):

where 7 is the total number of data points, y; represents the real data at point 7,
9; represents the simulated (predicted) data at point 4, and the summation 2;1 is
taken over all data points. Then we evaluate that there is correlation in the total
number of retweets between the simulated output and real data. This is calculated as
the NRMSE as in Equation 6, where the RM SE,, is the difference between the total
number of tweets in each story between the real and simulated data:

where 7 is the total number of tweets in the dataset, r; represents the real number
of retweets for tweet 4, 7; represents the simulated (predicted) number of retweets for
tweet ¢, and the summation Zf\[:l is taken over all tweets in the dataset. Both the
metrics are normalised (NRMSE):
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NRMSE — — TMSE (6)

(I)max - (I)mzn
where ®,,,, and ®,,;, are the maximum and minimum of the proportion of tweets
across all time steps in a simulation. Finally, we measure the similarity in the dis-
tribution of data between the simulated and real. This was calculated using the

Jensen-Shannon (J-S) divergence. The J-S divergence is calculated as:

TSD(P | Q) = 5 (Dies(P | M)+ Dicr (Q || M) 7)

where JSD(P || Q) is the Jensen-Shannon Divergence between the probability distri-
butions P and @, Dk r,(P || M) is the Kullback-Leibler Divergence between P and the
midpoint distribution M, Dgr(Q || M) is the Kullback-Leibler Divergence between
@ and the midpoint distribution M, and M is the midpoint distribution. This was
calculated for each tweet in a dataset then averaged for that dataset.

5.3 Data

The simulation pipeline was run for three datasets. The data was collected using
the Twitter API and a python script to collect posted tweets and their retweets. It
should be noted that the APT access has changed since the collection date. We present
results for three different datasets: “Turkey Earthquake”, “Brits 2023” and “Balloon
Incident”. Each dataset represents a set of tweets collected on given topic of interest
at the time of collection, February 2023. The topics were chosen based on the trending
topics function. Once a topic was chosen, tweets containing related keywords and
hashtags were collected with their corresponding retweet history. The properties of
each dataset can be found in Table 3.

Table 3: Dataset Properties

Dataset
Parameters Turkey Earthquake Brits 2023 Balloon Incident
Number of tweets 50 50 50
Number of retweets 6780 838 924
Average duration (hours) 18.94 15.76 17.48

Dataset T'weet Start Date
Dataset Tweet End Date
Dataset Retweet Start Date
Dataset Retweet End Date

06/02,/2023 01:19
06/02,/2023 06:17
06/02,/2023 01:23
11/02/2023 21:50

02/02/2023 12:02
11/02/2023 17:04
02/02/2023 16:56
12/02/2023 09:07

05/02,/2023 05:52
10/02/2023 21:08
05/02,/2023 05:56
14/02/2023 14:07

The datasets themselves were collected based on a topical set of hashtags and
keywords over a period of several days. A short collection period was chosen because it
is more useful when simulating temporal activity on social media, due to algorithmic
variation and variations in the user population [47]. Additionally, we use empirical
user behaviour data to initialise certain model parameters. The average number of
posts viewed by a user when online was estimated as 40 based on [64] and the retweet
activity increase for verified users compared to non-verified users was calculated using
the FakeNewsNet Dataset [66] [9].
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5.4 Experimental Set-up

For the experimental set-up, each dataset is passed through the full simulation pipeline.
This means that for each dataset, the probabilities that control the spread of each
tweet is calibrated with the real data, the weights of curation signals are calculated
across all tweets in the dataset then the simulated output is evaluated against the real
data based on a set of metrics. The simulation parameters used for these experiments
are presented in Table 4.

Table 4: Simulation Parameter

Values
Simulation Parameter \ Value
Number of agents 1500
Node degree 250
Number of simulations (N) 5
GA Population Size 50
GA Number of Generations 10
Individual runs 50

6 Results

This section presents the results of running the simulation pipeline for the three
datasets, outlined in Section 5.3. Table 5 presents the evaluation metrics for each set
of results. These describe how closely the simulated output captures the behaviour
in the real world data. The precise evaluation metrics used are described in detail in
Section 5.2.

Figure 3 presents the output of the simulation pipeline for all three datasets. The
peaks of each curve represent the relative weightings of each of the curation signals:
chronological, belief, popularity and random. The weighting values sit between 0 and
1. Figure 3a presents the final output of the simulation using the “Turkey Earthquake”
dataset. Figure 3b shows the final output of the simulation using the “Brits 2023”
dataset. Figure 3c shows the final output of the simulation for the “Balloon Incident”

dataset.

Table 5: Evaluation Metrics for Each Run

Datasets
Evaluation Metrics Turkey Brits Balloons
Mean JS Divergence 0.110 0.080 0.098
Standard Deviation JS Divergence 0.022 0.0185 0.020
Correlation of Speed of Retweets (RMSE) 0.00167 0.00175 0.00067
Correlation of Speed of Retweets (NRMSE) 0.0538 0.0854 0.0509
Correlation of Total Retweets (RMSE) 0 4.66E-15 1.11E-15
Correlation of Total Retweets (NRMSE) 0 2.28E-11 8.45E-12
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Fig. 3: Results from the simulation pipeline: weights on curation signals for each
dataset.

7 Discussion

We will discuss the results presented in Section 6 in relation to three key research
questions. We will then explore how these results capture sociotechnical transparency
and how they could create future analysis opportunities to help policy makers and the
public make informed decisions about recommendation algorithms on social media.
Finally, we will discuss current limitations.
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7.1 Research Questions
1. Is the model able to capture the real system behaviour?

The first question aims to understand how well the model replicates the real system
behaviour. This is the crucial step in validating our implementation and the proceeding
analysis. In order to answer this question, we used a set of evaluation metrics. These
metrics are described in Section 5.2 and presented in Table 5.

Firstly, we evaluate the correlation in the speed and volume of retweet propagation
between the real data and the simulated output, as an average across all tweets. The
value of the NRMSE across each dataset is in the range of 0.0509 to 0.0854. Our
model outperforms previous models in terms of accuracy. The model results presented
in Gausen et al. [9] had an NRMSE value of 0.25. Additionally, our model complexity
is higher as it must capture behaviour across 50 tweet propagations simultaneously,
whilst the previous paper was modelling a single tweet propagation [9].

Secondly, we evaluate the correlation between the total number of retweets for a
given tweets between the real data and the simulated output, as an average across
all tweets in a dataset. As can be seen in Table 5, this value is very well captured by
the model. Finally, we evaluate how well the model captures the distribution of data
in each dataset. We have calculated the Jensen-Shannon divergence for each dataset
and the values are close to the threshold of 0.1. This indicates that the model does
capture the distribution of data [10].

The results of these three evaluation metrics indicate that our model is able to
capture the behaviour observed in the real datasets, in terms of number of retweets,
speed of retweets, and distribution of data.

2. How does the recommendation algorithm differently weigh each
curation signal across topics?

The second question this research poses is how does the recommendation algorithm
weigh the importance of each curation signal across topics.

We present the results for three different topics in Figure 3. Figure 3a shows that
for the topic of “Turkey Earthquake” the recommendation of content was primarily
focused on the popularity of the content and belief-based signals. The weightings of
these two signals are almost equal at 42.6% and 49.8% respectively. Whilst Figure
3b shows that for the topic of “Brits 2023” the recommendation of content was split
between three primary signals. The model output indicated the around 50% of the
weighting was on random signals, around 35% was on popularity of content, and just
over 10% was on belief. Finally, for the topic “Balloon Incident”, the recommendation
of this content is primarily driven by shared belief with 50% of the weighting.

The figures clearly show that the recommendation algorithm weighs the curation
signals differently for different topics. This difference could be due to the type of topic
in the data. For example, the “Turkey Earthquake” and the “Balloons Incident” are
both news stories whilst the Brits is popular culture event. It could be intuitive that
news topics would be more belief-based than those related to popular culture.
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3. Are there consistencies in how the recommendation algorithm
weights the curation signals across topics?

The final research question we discuss is whether there are consistencies across topics
in how the recommendation algorithm prioritises the curation signals. Across all three
topics the recommendation algorithm has a very low weighting on chronological sig-
nals. This indicates that in a short time period, how recently a piece of content was
posted, will not play a significant role in how high the algorithm will rank it within a
user’s newsfeed.

7.2 Limitations

The proposed approach has a number of considerations, discussed in Section 3.3. Here
we will discuss the limitations of our implementation. Firstly, our model is based
on one social media platform and it considers the recommendation algorithm system
singularly [12]. Additionally, we are limited in the number of topics we analyse. Access
to academic API for X has stopped. However, there are new data sharing initiatives
that could be leveraged, such as X API access under Article 40 of the Digital Services
Act [67]. In this research only four curation signals were implemented. This decision
was based on existing literature [9] but in the future different signals could enrich the
research. Finally, there are limitations in the size of our simulation. Due to the scale
of social media platforms it is very difficult to model realistic populations. However,
a population size of 1,500 agents is still higher than most reviewed literature.

7.3 Wider Analysis Opportunities

In this section we have discussed the results in relation to three defined research
questions. However, it is important to explain how these insights provide sociotechni-
cal transparency, and how policymakers and the public could leverage them. Firstly,
the results provide new insight into the curation signals that the recommendation
algorithm uses to surface content to users for specific topics. This provides different
information to model-centric transparency approaches, focusing less on how techni-
cally the algorithm curates content for users but instead on how it interacts with users
and information on the platform. Secondly, these insights could be leveraged by poli-
cymakers to understand what signals the algorithm uses to recommend different types
of information. This analysis could be applied to different harm types instead of top-
ics to inform regulation, such as the UK’s Online Safety Bill. Alternatively, one could
record additional metrics, such as, the prevalence of the information type appears on
users’ simulated newsfeeds. This could help us understand if this aligns with what
platforms say they are doing and whether this aligns with what the public would think
was appropriate. Furthermore, this type of modelling could be used as a sandbox to
test alternative recommendation algorithm designs and evaluate their impact on the
spread of different types of content through the network. Interacting with policy mak-
ers could shape new research questions to explore with the agent-based model. These
models are easily adaptable and offer a controlled setting for experimentation, making
them well suited to support policy formulation and evaluation [68].

20



8 Conclusion

Recommendation algorithms on social media are hugely impactful, they shape the flow
of information and human connection at an unprecedented scale. Despite heightening
criticism regarding their social impact, these algorithms remain largely opaque and
transparency is challenging. In this paper, we introduce the concept of sociotechnical
transparency. This is defined as approaches that account for how the algorithm inter-
acts with users, information, and the environment in which it is deployed. Moving
away from model-centric approaches should provide more meaningful transparency for
policy-makers and the public.

In this paper we propose a novel approach to improving the transparency of how
the recommendation algorithm prioritises different curation signals. This approach
uses agent-based modelling to model the social network, X, and is curated with real
data collected from the platform. The evaluation of the model validated that the
agent-based model could capture the dynamics in the real data. The results show that
the algorithm prioritises curation signals differently for different topics. This insight
into how the algorithm curates for different topics will help inform discussions around
whether this aligns with what platforms say and with what the public want, feeding
into regulation of the sector. Since recommendation algorithms play such a central
role in society, we propose that agent-based models should be included in a toolkit
of external approaches to transparency of recommendation algorithms. These models
can address many of the exiting challenges and enhance our understanding.

The proposed approach has limitations, discussed in Section 7.2, which point to
a number of avenues for future work. Firstly, this paper focuses on one social media
platform and a dataset of three topics. Future work could expand this scope to look
at more topics and model different platforms. This will require the ability to model
the information propagation mechanism on the platform and access to data. Secondly,
the population size used is not at the scale of a real social media platform. More work
into acceleration could enable the analysis to be run for larger populations of agents.
Thirdly, this paper presents a novel approach that is still in the proof-of-concept stage.
In order for it to be used as a tool for sociotechnical transparency, further work should
be carried out in formal verification of the results and in expanding the scope. Finally,
this proposed approach was developed in response to the current state of algorithmic
transparency. New regulation will hopefully lead to improved access to platform data
and the algorithms, unlocking new approaches to sociotechnical transparency.
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A Appendix

A.1 Number of Simulations Choice

The choice of the number of simulations N is important to ensure robustness and
validity of the output, whilst limiting computational cost. The value should be high
enough to ensure the simulation reaches convergence, without unnecessary runs. This
value was calculated as N=5 to ensure stability of the output using a coarse sensitivity
analysis.
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Fig. 4: Plotting how the normalised average distance (RMSE) between the simulated
and real data varies with the number of simulations
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