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...However, humans commonly disregard the wellbeing of others, which leads to the possibility
of human-aligned AI disregarding others. Scoping review results show human-centric AI ethics
is especially threatening to the wellbeing of nonhuman animals and the environment...

...To avoid anthropocentric exclusions of nonhumans, I instead argue for 'ecological' machine
ethics. The remainder of this PhD is devoted to developing reinforcement learning methods
for ecological machine ethics.

Ecological Ethics is defined as extending moral concern to all ecological members
and the ecosystem as a whole.

Reinforcement learning machine ethics uses value aligned reward functions to
reward the agent for acting in accordance with a given ethic and penalise the agent
for acting otherwise.

Future work: Developing reinforcement learning algorithms to solve ethical
dilemmas in accordance with ecological ethics

Machine ethicists aim to equip machines with ethical decision making capabilities. Some argue
these 'ethical' machines ought to be aligned with human values...
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Scoping Review of AI Ethics Frameworks Methodology

1. Identifying the research question: to what extent does the AI ethics
landscape conform and comply with anthropocentrism (human-centredness)
and environmental wellbeing?

2. Defining and identifying relevant frameworks: non-technical tools for
ensuring compliance and conformance e.g., regulation, codes of conduct,
and governance (European Commission 2018: 22-23).

3. Sourcing frameworks: Jobin et al. (2019) and the AI Ethics Global
Inventory were used as primary sources. 145 frameworks were sourced in
total.

4. Analysis: frameworks analysed by various metrics, including 'humans/
nonhumans in core principles' (humans/nonhumans included within a finite set
of fundamental values or principles) and 'inclusion of humans/nonhumans'
(humans/nonhumans included anywhere within the framework).

Key findings

1. 26% of AI ethics frameworks support anthropocentrism.

2. Anthropocentric frameworks tend to include nonhumans less than
non-anthropocentric frameworks.

3. Anthropocentric frameworks with core principles tend to include
humans and exclude nonhumans from those principles more often than
non-anthropocentric frameworks.

4. Over time, anthropocentrism diverges away from both
inclusion of nonhumans and nonhumans in core principles.

5. Overall, anthropocentrism in AI ethics prioritises humans at the cost
of concern for nonhumans.
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