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Abstract. In this paper we put forward Epistemic Strategy Logic (ESL),
a logic of knowledge and strategies in contexts of imperfect information.
ESL extends Strategy Logic by adding modal operators for individual
and collective knowledge. This enhanced framework allows us to repre-
sent explicitly and to reason about the knowledge agents have of their
own and other agents’ strategies. We provide a semantics to ESL in
terms of epistemic concurrent game models, then illustrate the expres-
sive power of ESL as a specification language for games, both of perfect
and imperfect information. Notably, we show that some fixed-point char-
acterisations of operators for strategic abilities, which normally fail in
contexts of imperfect information, can be recovered in a controlled way
through the interplay of epistemic and strategy modalities.

1 Introduction

In recent years logic-based formalisms for representing and reasoning about
strategic abilities, both individual and coalitional, have been a thriving area
of research in Artificial Intelligence and Multi-agent System [4, 5, 12]. A di-
verse family of multi-modal logics has been introduced to provide a formal
account of complex strategic reasoning and behaviours for individual agents
and groups, including Alternating-time Temporal Logic (ATL), Strategy Logic,
Coalition Logic to name just a few [2, 7, 27]. In parallel with these developments,
a well-established tradition in knowledge representation focuses on extending
formalisms for reactive systems with epistemic operators, so as to reason about
the systems’ evolution, as well as the knowledge agents have thereof [9]. Seminal
contributions on extensions of linear- and branching-time temporal logics with
agent-indexed epistemic modalities date back to the ’80s [13, 14]. Since then,
these investigations have matured into a solid body of works, which is nowadays
rightly regarded as a key contribution of formal methods to computer science
[23], particularly when combined with verification techniques [10, 20, 22].

By bringing together these two lines of research, [15] introduced Alternating-
time Temporal Epistemic Logic (ATEL), an extension of ATL with epistemic
operators; thus paving the way for a wealth of contributions on sophisticated in-
teractions between strategies and knowledge. More directly related to the present
work, [3] and [16] put forward two variants of Epistemic Strategy Logic (ESL)
with perfect knowledge, by building on the (non-epistemic) Strategy Logics in



[7, 24]. These investigations are relevant from both a purely theoretical perspec-
tive and an applied viewpoint. Indeed, logics of time and knowledge have been
successfully deployed in the verification by model checking of distributed and
Multi-agent Systems as diverse as security protocols, UAVs, web services, and
e-commerce [6, 10, 22, 20].

In this paper we advance the state-of-the-art in Epistemic Strategy Logic
by exploring the theoretical properties of ESL in contexts of imperfect infor-
mation. Specifically, we analyse and compare the expressive power of ESL as a
specification language for games, both of perfect and imperfect information. It
is well-known that in logics of strategies the latter assumption easily leads to
higher complexity and even undecidability of the satisfiability and model check-
ing problems [4, 5, 28]. This is due in part to the weaker semantical properties
of strategies under imperfect information. In this paper we describe these fea-
tures both syntactically and semantically, and show how some fixed-point char-
acterisations of operators for strategic abilities, which normally fail in contexts
of imperfect information, can be partially recovered through the interaction of
epistemic and strategy modalities. These results might point to the development
of decision procedures for the cases in hand [11].

Related Work. The present contribution draws inspiration from the ex-
tensive literature on logics of strategic abilities, especially Strategy Logic (SL).
This formalism has been introduced in [7] for concurrent game structures (CGS)
with two-players. In [24] CGS have been extended to a multi-player setting and
bind operators for strategies have been introduced in the syntax. More recently,
various notions of strategy (e.g., behavioural [25, 26]) have been analysed within
SL. Hereafter we adopt multi-agent CGS in line with [24]. However, by drawing
on the Interpreted Systems semantics for temporal epistemic logic [9], we provide
an agent-based semantics to ESL, in which agents have possibly different actions
and protocols, in contrast with [24–26].

To the best of our knowledge, epistemic extensions of SL have been recently
considered in [3, 6, 16]; however always in contexts of perfect information. In
particular, [6] describes MCMAS-SLK, a tool to model check CGS against spec-
ifications in an epistemic extension of SL, containing also binding operators. We
extend the state-of-the-art w.r.t. [3, 6, 16] by analysing ESL with imperfect in-
formation, which has not yet been attempted. We will see that this endeavour
requires several syntactical and semantical innovations, and it provides interest-
ing new insight on the epistemic dimension of strategies.

Besides Strategy Logic, the interaction between knowledge and strategies
has already been thoroughly studied within ATL. The wealth of contributions
on the subject is testament to the interest and relevance of the area, of which
it is impossible to give an exhaustive overview. Hereafter we briefly consider
the works most directly related to the present contribution. The alternating-
time temporal logic ATEL was introduced in [15], and immediately imperfect
information variants were considered in [18], which put forward alternating-time
temporal observational logic (ATOL) and ATEL-R*, as well as the key notion
of uniform strategy. Interestingly, [18] discusses the distinction between de re



and de dicto knowledge of strategies, but a formal account is not developed
explicitly. The same distinction will be considered later on in the context of ESL
with imperfect information. Further, in [17] ATL is enriched with a constructive
notion of knowledge. As regards (non-epistemic) ATL, more elaborate notions
of strategy have also appeared: [1] introduces commitment in strategies; while
[19] defines a notion of “feasible” strategy. In future work it might be worth
exploring to what extent, if any, the theoretical results available for the various
flavours of ATEL transfer to ESL.

Scheme of the paper. In Section 2 we introduce the epistemic concurrent
game models (ECGM), which are used in Section 3 to provide a semantics to
Epistemic Strategy Logic (ESL). We show that ECGM are suitable to model
games in normal form, while properties such as the existence of Nash equilibria,
and knowledge thereof, can be specified in ESL. In Section 4 we analyse ESL
in contexts of imperfect information. In particular, we show how some charac-
terisations of SL operators can be recast by combining epistemic and strategy
modalities. Finally, in Section 5 we discuss the results obtained and point to
future research. For reasons of space, only sketches of proofs are provided.

2 Epistemic Concurrent Game Models

This section is devoted to introducing epistemic concurrent game models (ECGM)
and related notions [3], starting from the definition of agent.

Definition 1 (Agent). An agent is a tuple a = 〈La, Acta, P ra〉 such that

– La is the set of local states la, l
′
a, . . .;

– Acta is a finite set of actions σa, σ
′
a, . . .;

– Pra : La 7→ 2Acta is the protocol function.

An agent a can be thought of as situated in some local state la ∈ La, that
represents the information she has access to, and as performing the actions in
Acta according to the protocol Pra [9]. Differently from [24], hereafter agents
might have different actions and protocols. Given a set Ag = {a0, . . . , an} of
agents, we define the set G of global states s, s′, . . . (resp. the set Act of joint
actions σ, σ′, . . .) as the cartesian product

∏
a∈Ag La (resp.

∏
a∈Ag Acta). We now

introduce ECGM as the systems generated by the agents’ interactions. In what
follows we fix a set AP of atomic propositions and denote the jth component of
a tuple t as tj or, equivalently, t(j).

Definition 2 (ECGM). Given a set Ag = {a0, . . . , an} of agents a = 〈La, Acta,
P ra〉, an epistemic concurrent game model is a tuple P = 〈Ag, I, τ, π〉 such that

– I ⊆ G is the set of initial global states s0;
– τ : G ×Act 7→ G is the global transition function, where τ(s, σ) is defined iff
σa ∈ Pra(la) for every a ∈ Ag;

– π : AP → 2G is the interpretation function.



Intuitively, ECGM can be seen as an agent-based variant of concurrent game
structures [2, 15]. An ECGM describes the evolution of a system from an initial
state s0 ∈ I, according to the transition function τ .

We now introduce some notation to be used in the following. The transition
relation s → s′ on states holds iff τ(s, σ) = s′ for some σ ∈ Act. A run λ from
a state s, or s-run, is an infinite sequence s0 → s1 → . . ., where s0 = s. For
n,m ∈ N, with n ≤ m, we define λ(n) = sn and λ[n,m] = sn, sn+1, . . . , sm. A
state s′ is reachable from s iff λ(i) = s′ for some s-run λ and i ≥ 0. We define
S as the set of reachable states. Further, let ] be a placeholder for arbitrary
individual actions. Given a subset A ⊆ Ag of agents, an A-action σA is an |Ag|-
tuple s.t. (i) σA(a) ∈ Acta for a ∈ A, and (ii) σA(b) = ] for b /∈ A. Then, ActA is
the set of all A-actions and dA(s) = {σA ∈ ActA | for every a ∈ A, σa ∈ Pra(la)}
is the set of all A-actions enabled at s = 〈l0, . . . , ln〉. A joint action σ extends an
A-action σA, or σA v σ, iff σ(a) = σA(a) for all a ∈ A. The outcome out(s, σA)
of action σA at state s is the set of all states s′ s.t. τ(s, σ) = s′ for some joint
action σ w σA. Finally, two global states s = 〈l0, . . . , ln〉 and s′ = 〈l′0, . . . , l′n〉 are
indistinguishable for agent a, or s ∼a s′, iff la = l′a [9]. Similarly, for a set A of
agents, s ∼A s′ iff la = l′a for every a ∈ A, i.e., (s, s′) ∈

⋂
a∈A ∼a.

To illustrate the modelling power of ECGM, we show how a relevant class of
games can be modelled within this framework. We start with a game of perfect
information to compare and contrast with imperfect information later on.

Example 1. Epistemic concurrent game models are expressive enough to model
games in normal form. As an example, we consider the classic version of the
prisoner’s dilemma [8], with players 1 and 2, who can either cooperate (C) or
defect (D), and payoff ordering α > β > γ > δ. This can be represented in
normal form as:

2
Cooperate Defect

1
Cooperate β, β δ, α

Defect α, δ γ, γ

The prisoner’s dilemma can be modelled as an ECGM by considering agents
1 = 〈L1, Act1, P r1〉 and 2 = 〈L2, Act2, P r2〉 s.t. for a ∈ {1, 2}, (i) La =
{εa, α, β, γ, δ}; (ii) Acta = {C,D, ∗}; (iii) Pra(εa) = {C,D} and Pra(α) =
Pra(β) = Pra(γ) = Pra(δ) = {∗}, where ∗ represents the skip action. Also, for
each payoff p we consider an atomic propositions pa, which intuitively expresses
that the local state of agent a is equal to the corresponding payoff. We then
introduce the ECGM Ppd = 〈{1, 2}, {s0}, τ, π〉 for the prisoner’s dilemma, where
(i) s0 = (ε1, ε2) is the initial state; (ii) the transition function τ is given as

– τ(s0, (C,C)) = (β, β)

– τ(s0, (C,D)) = (δ, α)

– τ(s0, (D,C)) = (α, δ)

– τ(s0, (D,D)) = (γ, γ)

– τ(s, (∗, ∗)) = s, for every s different from s0



and (iii) π(pa) = {s = (l1, l2) | la = p}. The ECGM Ppd is depicted in Fig. 1.
Notice that, for technical purposes, we assume that at the end of the game the
agents loop on their final state.

ε1, ε2

s0

β, β δ, α α, δ γ, γ

(C,C)

(C,D) (D,C)

(D,D)

(∗, ∗) (∗, ∗) (∗, ∗) (∗, ∗)

Fig. 1. The ECGM Ppd for the prisoner’s dilemma.

3 Epistemic Strategy Logic

We now present an epistemic version of Strategy Logic, as a specification lan-
guage for ECGM. First, for every set A ⊆ Ag of agents, we introduce a set VarA
of strategy variables xA, x

′
A, . . ..

Definition 3 (ESL). For p ∈ AP and A ⊆ Ag, the ESL formulas φ are defined
in BNF as follows:

φ ::= p | ¬φ | φ→ φ | Xφ | φUφ | DAφ | ∃xAφ

The language ESL extends the Strategy Logic in [7] by adding the epistemic
operator DA for distributed knowledge in the set A of agents. Equivalently,
ESL can be thought of as an epistemic extension of the Strategy Logic in [24],
modulo the binding operator. The ESL formula ∃xAφ is read as “the agents in
A have a strategy to achieve φ”. The interpretation of LTL operators X and
U is standard. Observe that epistemic formulas Kaφ for “agent a knows φ”,
can be defined as D{a}φ. Similarly, we write ∃xaφ for ∃x{a}φ, i.e., “agent a has
a strategy to achieve φ”. The other propositional connectives, LTL operators
G and F , and the universal strategy quantifier ∀ can be defined as standard.
Also, notice that the nested-goal fragment ESL[NG], the boolean-goal fragment
ESL[BG], and the one-goal fragment ESL[1G] can be introduced in analogy to
Strategy Logic [24]. Finally, the free variables fr(φ) ⊆ Ag of an ESL formula φ
are inductively defined as follows:

fr(p) = ∅
fr(¬φ) = fr(DAφ) = fr(φ)
fr(φ→ φ′) = fr(φ) ∪ fr(φ′)
fr(Xφ) = fr(φUφ′) = Ag
fr(∃xAφ) = fr(φ) \A

A sentence is an ESL formula φ with fr(φ) = ∅.
We make use of ECGM to provide a semantics to ESL formulas, starting

with the notion of strategy. We first consider the case of perfect information, as



it provides us with a term of comparison with contexts of imperfect information.
We will elaborate on their differences.

Definition 4 (Perfect Information Strategy). Let γ be an ordinal s.t. 1 ≤
γ ≤ ω and A ⊆ Ag a set of agents. A γ-recall (perfect information) A-strategy
is a function fA[γ] :

⋃
1≤n≤γ Sn 7→ ActA s.t. fA[γ](κ) ∈ dA(last(κ)) for every

κ ∈
⋃

1≤n≤γ Sn, where last(κ) is the last element of κ.

Thus, a γ-recall A-strategy returns an enabled A-action for every sequence
of states of length at most γ (possibly infinite). For A = {a}, fA[γ] can be
seen as a function from

⋃
1≤n≤γ Sn to Acta s.t. fA[γ](κ) ∈ Pra(last(κ)(a)) for

κ ∈
⋃

1≤n≤γ Sn. One key feature of perfect information contexts – which fails
for the imperfect information semantics provided below – is that, for every set
A = {a0, . . . , am} of agents, fA[γ] is tantamount to fa0 [γ]× . . .× fam [γ], where
for every κ ∈

⋃
1≤n≤γ Sn, (fa0 [γ]× . . .×fam [γ])(κ) is defined as the set of actions

σ ∈ ActA s.t. σa = fa[γ](κ) if a ∈ A, and σa = ] otherwise. Therefore, whenever
we assume perfect information, a group’s strategy is really the composition of its
members’ strategies; we will observe that this is not always the case for imperfect
information. Also, the outcome of strategy fA[γ] at state s, or out(s, fA[γ]), is
the set of all s-runs λ s.t. λ(i + 1) ∈ out(λ(i), fA[γ](λ[j, i])) for all i ≥ 0 and
j = max(i− γ + 1, 0). With an abuse of notation we write s′ ∈ out(s, fA[γ]) to
indicate that s′ ∈ λ(i) for some λ ∈ out(s, fA[γ]) and i ≥ 0. By varying γ we
can define positional strategies (γ = 1), strategies with perfect recall (γ = ω),
etc. [12]. However, these different choices do not affect the following definitions
and results, so we assume that γ is fixed and omit it, unless specified otherwise.
Finally, given an Ag-strategy f and an A-strategy g, let fAg denote the Ag-

strategy s.t. for every κ ∈
⋃

1≤n≤γ Sn, fAg (κ) = σ ∈ Act, where σA = g(κ)
and σĀ = f(κ). Since |out(s, f)| = 1 for any Ag-strategy f , in the following we
simply write λ = out(s, f).

Definition 5 (Semantics of ESL). We define whether an ECGM P satisfies
a formula ϕ at state s according to context V0, . . . , Vn ⊆ S and Ag-strategy f , or
(P, s, ~V , f) |= ϕ, as follows (clauses for propositional connectives are straight-
forward and thus omitted):

(P, s, ~V , f) |= p iff s ∈ π(p)

(P, s, ~V , f) |= Xψ iff for λ = out(s, f), (P, λ(1), ~V , f) |= ψ

(P, s, ~V , f) |= ψUψ′ iff for λ = out(s, f) and some k ≥ 0, (P, λ(k), ~V , f) |= ψ′,

and for every j, 0 ≤ j < k implies (P, λ(j), ~V , f) |= ψ

(P, s, ~V , f) |= DAψ iff for all s′ ∈ VA, s′ ∼A s implies (P, s′, ~V , f) |= ψ

(P, s, ~V , f) |= ∃xAψ iff for some A-strategy g, (P, s, ~V , fAg ) |= ψ

where VA =
⋂
a∈A Va.

An ESL formula ϕ is true at state s according to f , or (P, s, f) |= ϕ, if
(P, s, out(s, f0), . . . , out(s, fn), f) |= ϕ; it is true at state s, or (P, s) |= ϕ, if
(P, s, f) |= ϕ for all Ag-strategies f ; it is true in P, or P |= ϕ, if (P, s0) |= ϕ
for all s0 ∈ I; and it is valid, or |= ϕ, if ϕ is true in every ECGM. We remark



that the satisfaction of formulas is independent from bound variables, that is, if
for every κ ∈

⋃
1≤n≤γ Sn, strategies f and f ′ return the same fr(φ)-actions, i.e.,

(f(κ))fr(φ) = (f ′(κ))fr(φ), then (P, s, f) |= φ iff (P, s, f ′) |= φ. In particular, the
satisfaction of sentences is independent from strategies.

Hereafter we analyse the expressiveness of ESL. First of all, notice that the
satisfaction of epistemic formulas depends on each set Va ⊆ S of alternative
states. Typically, in the literature each Va is taken as the set S of accessible
states [9, 22], as only these are considered as actual epistemic alternatives. An
agent won’t think possible to be situated in an unaccessible state s ∈ G\S. How-
ever, by coherently developing this line of reasoning, in each state s only the ac-
cessible states in out(s, fa) may represent actual epistemic alternatives for agent
a. Hence, by Def. 5 (P, s, f) |= DAψ iff for all accessible s′ ∈

⋂
a∈A out(s, fa),

s′ ∼A s implies (P, s′, out(s, f0), . . . , out(s, fn), f) |= ψ. That is, the notion of
knowledge defined on ECGM can be sum up as indistinguishability given the
current state of the system and strategies. We also remark that according to
Def. 5, the operator DA is indeed an S5 modality, and it satisfies all standard
properties of distributed knowledge [9, 23]. Moreover, it shows some nice features
when interacting with strategy modalities.

By the discussion above and definition of fa0 × . . . × fam , we can derive
that variables for group strategies are actually redundant in ESL with perfect
information. Intuitively, there is a strategy for a group A = {a0, . . . , am} of
agents iff there are strategies for each agent a ∈ A. As a result, each formula
∃xAφ (resp. ∀xAφ) quantifying on strategy variable xA, can be rewritten as
∃xa0 . . . ∃xamφ (resp. ∀xa0 . . . ∀xamφ). We state this fact formally.

Remark 1. For every ESL formula φ and A = {a0, . . . , am},

|= ∃xAφ↔ ∃xa0 . . . ∃xamφ (1)

We will see that this represents a major difference w.r.t. contexts of imperfect
information, where (1) does not normally hold.

Example 2. It is well-known that ATL modalities are expressible in (non-epistemic)
Strategy Logic. Intuitively, an ATL formula 〈〈A〉〉φ can be translated into ESL as
∃xA∀xĀφ, where, as discussed above, ∃xA is actually a shorthand for ∃xa0 . . . ∃xam
whenever A = {a0, . . . , am}, and Ā = Ag \A.

As an example of the expressive power of ESL, we consider the follow-
ing equivalences, which provide fixed-point characterisations of formulas θ1 ::=
∃xA∀xĀGφ, θ2 ::= ∃xA∀xĀFφ, and θ3 ::= ∃xA∀xĀ(φUφ′), where φ and φ′ are
sentences:

|= θ1 ↔ φ ∧ ∃xA∀xĀXθ1 (2)

|= θ2 ↔ φ ∨ ∃xA∀xĀXθ2 (3)

|= θ3 ↔ φ′ ∨ (φ ∧ ∃xA∀xĀXθ3) (4)

Formulas (2)-(4) are validities in the perfect information semantics. However,
we will see that this is no longer the case in contexts of imperfect information.



Example 3. Strategy Logic is known to be expressive enough to specify Nash
equilibria [7, 24]. Specifically, given the payoff ordering α > β > γ > δ of the
prisoner’s dilemma in Example 1, we define the formula ψNE as follows:

ψNE ::=
∧2
a=1 ((∃yaXαa → Xαa)∧

(¬∃yaXαa ∧ ∃yaXβa → Xβa)∧
(¬∃yaXαa ∧ ¬∃yaXβa ∧ ∃yaXγa → Xγa)∧
(¬∃yaXαa ∧ ¬∃yaXβa ∧ ¬∃yaXγa ∧ ∃yaXδa → Xδa))

where by the definition of ECGM Ppd, each atom pa ∈ {αa, βa, γa, δa} is true at
state s iff the local state of agent a is equal to payoff p. Also, fr(ψNE) = {1, 2}.

Then, we can check that for the prisoner’s dilemma ECGM Ppd, (Ppd, s0, f) |=
ψNE iff the strategy profile f(s0) is a Nash equilibrium. In general, given a game
in normal form with n players and payoff ordering α1 > . . . > αk, we define the
SL formula ψNE characterizing Nash equilibria as follows:

ψNE ::=

n∧
a=1

k∧
i=1

i−1∧
j=1

¬∃yaXαja

 ∧ ∃yaXαia → Xαia


Furthermore, the SL formula ∃xAgψNE expresses the existence of Nash equi-

libria. In particular, we can check that for a ∈ {1, 2}, Ppd |= Ka∃x1∃x2ψNE , that
is, each player knows that the prisoner’s dilemma admits Nash equilibria. More
specifically, for a ∈ {1, 2}, Ppd |= ∃x1∃x2KaψNE , i.e., every agent knows what
the Nash equilibrium actually is for the game. By a closer comparison of ESL
formulas Ka∃xAgψNE and ∃xAgKaψNE we can see that the former expresses
de dicto knowledge of strategies, while the latter asserts knowledge de re: the
players not only know that there is some strategy that is a Nash equilibrium, but
they are actually capable of pointing it out. This is indeed the case as we assume
that our players are perfect rational reasoners, and the prisoner’s dilemma is a
game of perfect information. In the following section we will see that in contexts
of imperfect information it is not always possible to infer knowledge de re from
de dicto knowledge.

4 ESL with Imperfect Information

In Section 3 we observed that the notion of satisfaction provided in Def. 5 as-
sumes that agents have perfect information about the state they are situated in.
Specifically, their strategies are determined by the system’s global state. How-
ever, in many use cases of interest agents might have access to only a partial
view of the system, as represented in their local state. Along this line, we in-
troduce an imperfect information semantics for ESL, starting with some formal
definitions. First, two histories κ, κ′ ∈ Sn are indistinguishable for a set A of
agents, or κ ∼A κ′, iff for every m ≤ n, κ(m) ∼A κ′(m).

We adapt ideas in [18] to define a notion of strategy suitable for contexts of
imperfect information.



Definition 6 (Uniform Strategies). Let A ⊆ Ag be a set of agents. A γ-recall
uniform A-strategy is a γ-recall A-strategy fuA[γ] :

⋃
1≤n≤γ Sn 7→ ActA s.t. for

all histories κ and κ′ in Sn, if κ ∼A κ′ then fuA[γ](κ) = fuA[γ](κ′).

In the case of a single agent a, a γ-recall uniform a-strategy can be seen
as a mapping fua [γ] :

⋃
1≤n≤γ L

n
a 7→ Acta s.t. fua [γ](κ) ∈ Pra(last(κ)) for every

κ ∈
⋃

1≤n≤γ L
n
a . That is, uniform strategies are functions from sequences of local

states, rather than global states. This accounts for the “locality” of strategies.
We can now introduce a corresponding notion of satisfaction. In the liter-

ature on logics of strategic abilities we can identify two main variants of the
satisfaction relation, depending on whether a strategy has to be successful for
all undistinguishable states. As regards ATL, [28] assumes this to be the case,
while [2] relaxes this constraint. Both alternatives are analysed in [18]. Hereafter
we follow [2] and define a satisfaction relation |=i for imperfect information.
Then we show how the relation |=i

S , formalising the account put forward in [28],
can be represented in terms of |=i. Formally, for an ECGM P, an ESL formula
ϕ, a state s, a context ~V ⊆ S, and a uniform Ag-strategy f , all clauses for
the relation |=i (resp. |=i

S) are the same as in Def. 5, but the interpretation of
∃-formulas is restricted to uniform strategies as follows:

(P, s, ~V , f) |=i ∃xAφ iff for some uniform A-strategy g, (P, s, ~V , fAg ) |=i φ

(P, s, ~V , f) |=i
S ∃xAφ iff for some uniform A-strategy g, for all s′ ∈ ~V ,

s′ ∼A s implies (P, s′, ~V , fAg ) |=i
S φ

It is apparent that the definition of |=i
S has an epistemic flavour. Indeed, it has

been shown that knowledge operators are definable in terms of ATL modalities
when the satisfaction relation |=i

S is considered [5].
Next, we state a result on the relationship between these two notions of

satisfaction. First, consider the translation function ρ : ESL 7→ ESL defined as:

ρ(p) = p
ρ(φ ? φ′) = ρ(φ) ? ρ(φ′)
ρ([φ) = [ρ(φ)
ρ(∃xAφ) = ∃xADAρ(φ)

where ? is any binary operator, while [ is any unary operator different from ∃.
Then, we can check that the two notions of satisfaction for imperfect information
are related as described by the following lemma.

Lemma 1. For every ESL formula φ,

(P, s, f) |=i
S φ iff (P, s, f) |=i ρ(φ)

Sketch of Proof. The proof is by induction on the structure of φ. The
case of interest is for existential formulas. For φ ≡ ∃xAψ, (P, s, ~V , f) |=i

S

φ iff for some uniform A-strategy g, for all s′ ∈
⋂
a∈A Va, s′ ∼A s implies

(P, s′, ~V , fAg ) |=i
S ψ. By induction hypothesis, (P, s′, ~V , fAg ) |=i ρ(ψ). Further,

for all s′ ∈
⋂
a∈A Va, s′ ∼A s implies (P, s′, ~V , fAg ) |=i ρ(ψ) iff (P, s, ~V , fAg ) |=i



DAρ(ψ), iff (P, s, ~V , f) |=i ∃xADAρ(ψ), i.e., (P, s, ~V , f) |=i ρ(φ). In particular,

the above holds for ~V = out(s, f0), . . . , out(s, fn).

As a result, the strategy operator ∃ interpreted according to |=i
S can be

simulated in |=i by using epistemic modalities in a de re manner. Lemma 1
provides one more example of the expressiveness of Epistemic Strategy Logic.

Another noteworthy result is that formulas (2)-(4) are no longer valid in the
semantics of imperfect information.

Lemma 2. For every ESL formula φ,

6|=i φ ∧ ∃xA∀xĀXθ1 → θ1 (5)

6|=i φ ∨ ∃xA∀xĀXθ2 → θ2 (6)

6|=i φ′ ∨ (φ ∧ ∃xA∀xĀXθ3)→ θ3 (7)

Sketch of Proof. We illustrate the case for (6) by considering the ECGM
Q depicted in Fig. 2.

εa, εb

s0

λ, 0sλ0 λ, 1 sλ1

0, 0s00 1, 0 s10 0, 1s01 1, 1 s11

(∗,0) (∗,1)

(0, ∗)
(1, ∗) (0, ∗)

(1, ∗)

a

(∗, ∗) (∗, ∗) (∗, ∗) (∗, ∗)

Fig. 2. The ECGM Q.

In this game player b chooses secretly between values 0 and 1. Then, at the
successive stage, a also chooses between 0 and 1. The game is won by a if the
values provided by the two players coincide, otherwise b wins. To model this game
as an ECGM we introduce agents a = 〈La, Acta, P ra〉 and b = 〈Lb, Actb, P rb〉
defined as

– La = {εa, λ, 0, 1} and Lb = {εb, 0, 1};
– Acta = Actb = {0,1, ∗};
– Pra(εa) = Pra(0) = Pra(1) = {∗} and Pra(λ) = {0,1}; while Prb(εb) =
{0,1}, Prb(0) = Prb(1) = {∗}.

Also, we consider the atomic proposition eq, which intuitively expresses that
the two bits in the global state are defined and equal. We then introduce the
ECGM Q = 〈{a, b}, {s0}, τ, π〉 as

– s0 = (εa, εb) is the only initial state;
– the transition function τ is given as follows for i, j ∈ {0, 1}:



• τ((εa, εb), (∗, i)) = (λ, i)
• τ((λ, i), (j, ∗)) = (j, i)
• τ((i, j), (∗, ∗)) = (i, j)

– π(eq) = {s00, s11}.

In Fig. 2 a dashed line stands for epistemic indistinguishability.
Now we check thatQ 6|= (3). Indeed, it is the case that (Q, sλ0, out(s0, ~f), f) |=i

∃xa∀xbFeq whenever agent a does 0 at local state λ, or ga(λ) = 0. Also,

(Q, sλ1, out(s0, ~f), f) |=i ∃xa∀xbFeq whenever a does 1 at λ. Hence, (Q, s0, f) |=i

∃xa∀xbX(∃xa∀xbFeq). However, it is not the case that (Q, s0, f) |=i ∃xa∀xbFeq
if we only consider uniform strategies, as agent a should perform different actions
in states sλ0 and sλ1 that she is not able to distinguish.

Furthermore, we remark that in each state s ∈ {sλ0, sλ1} agent a has de dicto

knowledge of a uniform strategy to achieve Feq, that is, (Q, s, out(s0, ~f), f) |=i

Ka∃xa∀xbFeq. However, she has no de re knowledge of such strategy, as it is the
case that (Q, s, out(s0, ~f), f) 6|=i ∃xaKa∀xbFeq. Hence, in marked contrast with
perfect information, in contexts of imperfect information de dicto knowledge of
strategies does not imply knowledge de re in general.

Now observe that for the satisfaction relation |=i
S the converse of (2)-(4) fail.

Lemma 3. For every ESL formula φ,

6|=i
S θ1 → φ ∧ ∃xA∀xĀXθ1 (8)

6|=i
S θ2 → φ ∨ ∃xA∀xĀXθ2 (9)

6|=i
S θ3 → φ′ ∨ (φ ∧ ∃xA∀xĀXθ3) (10)

Sketch of Proof. We provide a witness for (9) by means of the ECGM
Q′ in Fig. 3. Formally, we introduce agents a′ = 〈La′ , Acta′ , P ra′〉 and b′ =

εa, εb

s′0

λ, 0s′λ0 λ, 1 s′λ1

0, 0s′00 0, 1 s′01

(0, ∗) (1, ∗)

(∗, ∗) (∗, ∗)

a′

(∗, ∗) (∗, ∗)

Fig. 3. The ECGM Q′.

〈Lb′ , Actb′ , P rb′〉 s.t. (i) La′ = La and Lb′ = Lb; (ii) Acta′ = Acta and Actb′ =
{∗}; and (iii) Pra′(εa) = {0,1}, and Pra′(λ) = Pra′(0) = Pra′(1) = {∗}; while
Prb′(εb) = Prb′(0) = Prb′(1) = {∗}. Then, the ECGMQ′ = 〈{a′, b′}, {s′0}, τ ′, π′〉
is specified as (i) s′0 = s0 = (εa, εb); (ii) the transition function τ ′ is defined as



in Fig. 3; and (iii) π′(eq) = {s′00}. Also in Fig. 3 a dashed line denotes epistemic
indistinguishability.

We show thatQ′ 6|= (3). First, notice that (Q′, s′0, out(s0, ~f), f) |=i
S ∃xa′∀xb′Feq

by using the uniform strategy ga′ s.t. ga′(s
′
0) = 0 and ga′(s

′
λ0) = ∗. However,

(Q′, s′λ0, out(s0, ~f), f) 6|=i
S ∃xa′∀xb′Feq, as there is no uniform a′-strategy g′

s.t. (Q′, s′λ1, out(s0, ~f), fa
′

g′ ) |=i
S ∀xb′Feq. Hence, (Q′, s′0, f) 6|=i

S ∃xa′∀xb′Xθ2.

We now show that, differently from perfect information and Remark 1, in
contexts of imperfect information an ESL formula ∃xAφ, for A = {a0, . . . , am},
is not equivalent to ∃a0 . . . ∃amφ. In particular, while ∃a0 . . . ∃amφ → ∃xAφ
is valid, as the existence of a uniform strategy for each agent a ∈ A implies
the existence of a uniform strategy for group A, the converse does not hold.
To see this, consider the modification Q′′ of the ECGM Q above, depicted in
Fig. 4, which includes also an agent c, who has no strategic power but complete
information on the current state1.

εa, εb, εc

s′′0

λ, 0, 0s′′λ0 λ, 1, 1 s′′λ1

0, 0, (0, 0)s′′00 1, 0, (1, 0) s′′10 0, 1, (0, 1)s′′01 1, 1, (1, 1) s′′11

(∗,0, ∗) (∗,1, ∗)

(0, ∗, ∗)
(1, ∗, ∗) (0, ∗, ∗)

(1, ∗, ∗)

a

(∗, ∗, ∗) (∗, ∗, ∗) (∗, ∗, ∗) (∗, ∗, ∗)

Fig. 4. The ECGM Q′′.

Clearly, in s′′0 the group A = {a, c} of agents has a uniform A-strategy g
to achieve Feq, that is, (Q, s0, f) |=i ∃xA∀xbFeq for g(s0) = (∗, ], ∗), g(sλ0) =
(0, ], ∗), and g(sλ1) = (1, ], ∗). However, agent a alone has no uniform strategy
to achieve ∃xc∀xbFeq in s′′0 , as states s′′λ0 and s′′λ1 are still undistinguishable to
a. Hence, (Q, s0, f) 6|=i ∃xa∃xc∀xbFeq). As a consequence, variables for group
strategies cannot be dispensed with in contexts of imperfect information.

Finally, we show the main result of this paper, namely the fixed-point char-
acterisations (2)-(4) of strategy operators can be partially recovered in ESL.
Specifically, this result is achieved by combining epistemic and strategy modali-
ties as stated in the following theorem.

Theorem 1. Recall that θ1 ::= ∃xA∀xĀGφ, θ2 ::= ∃xA∀xĀFφ, and θ3 ::=
∃xA∀xĀ(φUφ′). If we consider positional strategies (γ = 1), then

|=i θ1 ↔ φ ∧ ∃xA∀xĀX(∃xA∀xĀ(Gφ ∧DA(θ1 → Gφ))) (11)

|=i θ2 ↔ φ ∨ ∃xA∀xĀX(∃xA∀xĀ(Fφ ∧DA(θ2 → Fφ))) (12)

|=i θ3 ↔ φ′ ∨ (φ ∧ ∃xA∀xĀX(∃xA∀xĀ(φUφ′ ∧DA(θ3 → φUφ′))) (13)

1 We thank an anonymous reviewer at ECAI14 for pointing out this model.



Sketch of Proof. We briefly show (12), the proof for the other cases is
similar.
⇒We can prove that (P, s, f) |= θ2 → (¬φ→ ∃xA∀xĀXθ2) as in Example 2.

Further, (P, s, f) |= ∃xA∀xĀDA(θ2 → Fφ) as we are using uniform strategies. In
particular, we can choose the same strategies to witness the existential quantifiers
in the two formulas.
⇐ Suppose that (P, s, f) |= ∃xA∀xĀX(∃xA∀xĀ(Fφ ∧DA(θ2 → Fφ))), that

is, for some uniformA-strategy g, for all uniform Ā-strategy h and λ = out(s, fA,Āg,h )),

(P, λ(1), out(s, ~f), fA,Āg,h ) |= ∃xA∀xĀ(Fφ ∧ DA(θ2 → Fφ)), i.e., for some uni-

form A-strategy g′, for all uniform Ā-strategy h′ and λ′ = out(λ(1), fA,Āg′,h′)),

(P, λ′(1), out(s, ~f), fA,Āg′,h′) |= Fφ ∧DA(θ2 → Fφ). Now we have to show that A-
strategies g and g′ can be composed so as to obtain a uniform A-strategy g′′ wit-
nessing (P, s, f) |= ∃xA∀xĀFφ. To this end, we notice that (P, λ′(1), out(s, ~f),

fA,Āg′,h′) |= DA(θ2 → Fφ), that is, for all s′ ∈
⋂
a∈A out(s, fa), s′ ∼A λ′(1) implies

(P, s′, out(s, ~f), fA,Āg′,h′) |= ∃xA∀xĀFφ → Fφ, i.e., the strategy fA,Āg′,h′ to achieve
Fφ does not depend on the particular s′ ∈

⋂
a∈A out(s, fa) s.t. s′ ∼A λ′(1)

(since fA,Āg′,h′ is positional). As a consequence, strategies g and g′ can actually be
composed into g′′ similarly as in Example 2, thus obtaining the desired result.

We remark that the conjunct DA(θa → 2(φ, φ′)) in the RHS of (11)-(13), for
2 ∈ {G,F,U}, guarantees that we can derive de re knowledge of strategies from
de dicto knowledge, which in turn ensures the existence of uniform strategies;
hence ruling out counterexemples such as the ECGM Q in Fig. 2. Observe that
(11)-(13) are not really fixed-points as θ-formulas appear negatively on the RHS.
Nonetheless, the interest of validities such as (11)-(13) lies in the fact that similar
characterisations feature prominently in decision procedures for the satisfiabil-
ity and model checking problems of temporal logics [11, 21]. We envisage that
(11)-(13) may play a similar role w.r.t ESL with imperfect information. From
a more philosophical perspective, such equivalences shed light on the meaning
of strategies operators. For instance, according to (12), a group A of agents has
a (uniform) strategy to eventually achieve φ (irrespectively of the other agents’
behaviour) iff either φ holds or at the next step they have a strategy g to even-
tually achieve φ, and know that if they can eventually achieve φ, then they can
do so by playing g.

As a special case, for a single agent a we have the following equivalences,
where θ4 ::= ∃xa∀xāGφ, θ5 ::= ∃xa∀xāFφ, and θ6 ::= ∃xa∀xā(φUφ′) for ā =
Ag \ {a}, and distributed knowledge is replaced with individual knowledge.

|=i θ4 ↔ φ ∧ ∃xa∀xāX(∃xa∀xā(Gφ ∧Ka(θ4 → Gφ)))

|=i θ5 ↔ φ ∨ ∃xa∀xāX(∃xa∀xā(Fφ ∧Ka(θ5 → Fφ)))

|=i θ6 ↔ φ′ ∨ (φ ∧ ∃xa∀xāX(∃xa∀xā(φUφ′ ∧Ka(θ6 → φUφ′)))

We conclude by briefly discussing the modifications necessary to extend The-
orem 1 to strategies defined on arbitrary γ. Without going into details, we just



remark that by defining the relation of indistinguishability on histories, it is
possible to introduce a perfect recall semantics for ESL, where the relation of
satisfaction is defined on histories, rather than single states. Given this per-
fect recall version of the imperfect information semantics for ESL, we can prove
Theorem 1 for arbitrary γ.

5 Conclusions

In this paper we analysed Epistemic Strategy Logic, an extension of Strategy
Logic [7, 24] with epistemic operators for individuals and coalitions, in contexts
of imperfect information. We considered uniform strategies within the semantics
of epistemic concurrent game models (ECGM), and investigated the modelling
and expressive power of both ECGM and ESL. Specifically, we showed that a rich
class of games can be modelled as ECGM, while the existence of Nash equilibria
and knowledge thereof can be specified in ESL. We discussed some semantical
features of Epistemic Strategy Logic. We showed that imperfect information al-
lows to distinguish between de dicto and de re knowledge of strategies, while
these are equivalent in contexts of perfect information. Notably, we proved that
characterisations of ATL operators – even though not fixed-points – can be recov-
ered in contexts of imperfect information through the interplay of epistemic and
strategy operators. These results might point to future developments w.r.t. the
satisfiability and model checking problems.

A number of extensions of the proposed framework are envisaged. Firstly,
the nested-goal, boolean-goal, and one-goal fragment of SL are known to have
better computational properties than full Strategy Logic [24]. It is likely that the
corresponding fragments of ESL enjoy similar qualities. Secondly, ESL can be
extended with further modalities for group knowledge, e.g. common knowledge,
for enhanced expressiveness. Thirdly, various assumptions can be imposed on
ECGM, for instance perfect recall, no learning, and synchronicity. These exten-
sions, while enhancing the modelling power of ECGM, are also likely to increase
their computational complexity.

Acknowledgements: we would like to thank the LAMAS reviewers for use-
ful comments on a previous version of the paper.
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