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Preface

This volume contains the preliminary proceedings of the Tenth Workshop on Quantitative Aspects
of Programming Languages (QAPL 2012), held in Tallinn, Estonia, on March 31-April 1, 2012. QAPL
2012 is a satellite event of the European Joint Conferences on Theory and Practice of Software (ETAPS
2012).

The central theme of the workshop is that of quantitative aspects of computation. These aspects
are related to the use of physical quantities (storage space, time, bandwidth, etc.) as well as mathemat-
ical quantities (e.g. probability and measures for reliability, security and trust), and play an important
(sometimes essential) role in characterising the behavior and determining the properties of systems. Such
quantities are central to the definition of both the model of systems (architecture, language design, se-
mantics) and the methodologies and tools for the analysis and verification of the systems properties.
The aim of this workshop is to discuss the explicit use of quantitative information such as time and
probabilities either directly in the model or as a tool for the analysis of systems.

In particular, the workshop focuses on:

e the design of probabilistic, real-time and quantum languages, and the definition of semantical
models for such languages;

e the discussion of methodologies for the analysis of probabilistic and timing properties (e.g. se-
curity, safety, schedulability) and of other quantifiable properties such as reliability (for hardware
components), trustworthiness (in information security) and resource usage (e.g. worst-case mem-
ory/stack/cache requirements);

e the probabilistic analysis of systems which do not explicitly incorporate quantitative aspects (e.g.
performance, reliability and risk analysis);

e applications to safety-critical systems, communication protocols, control systems, asynchronous
hardware, and to any other domain involving quantitative issues.

The history of QAPL starts in 2001, when its first edition was held in Florence, Italy, as a satellite
event of the ACM Principles, Logics, and Implementations of high-level programming languages, PLI
2001. The second edition, QAPL 2004, was held in Barcelona, Spain, as a satellite event of ETAPS
2004. Since then, QAPL has become a yearly appointment with ETAPS. In the following years, QAPL
was held in Edinburgh, Scotland (QAPL 2005), Vienna, Austria (QAPL 2006), Braga, Portugal (QAPL
2007), Budapest, Hungary (QAPL 2008), York, UK (QAPL 2009), Paphos, Cyprus (QAPL 2010) and
Saarbriicken, Germany (QAPL 2011). The proceedings of the workshops upto and including 2009 are
published as volumes in Electronic Notes in Theoretical Computer Science (ENTCS). The editions of
2010 and 2011 are published as volume 28 and volume 57, respectively, of Electronic Proceedings in
Theoretical Computer Science (EPTCS).

Three special issues of the journal of Theoretical Computer Science are dedicated to the QAPL 2004,
QAPL 2006 and QAPL 2010 events, and are published in Volume 346(1), Volume 382(1) and Volume
413(1) respectively. A special issue of the journal of Theoretical Computer Science dedicated to QAPL
2011 and QAPL 2012 is planned.

Preliminary Report. Final version to appear in:
QAPL 2012
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This paper offers a survey of RPAAL-SMC, a the major extension of the real-time verification tool
UpPPAAL. UPPAAL-sSMC allows for the efficient analysis of performance properdésetworks of
priced timed automata under a natural stochastic semartigsarticular, LPPAAL-SMC relies on

a series of extensions of the statistical model checkingcamh generalized to handle real-time
systems and estimate undecidable problem®pPAAL-SMC comes together with a friendly user
interface that allows a user to specify complex problemsnirefficient manner as well as to get
feedback in the form of probability distributions and comgprobabilities to analyze performance
aspects of systems. The focus of the survey is on the evnlafithe tool — including modeling and
specification formalisms as well as techniques applied ettay with applications of the tool to case
studies.

1 Introduction

Quantitative properties of stochastic systems are usually specified in logigltw one to compare the
measure of executions satisfying certain temporal properties with thresfdld model checking prob-
lem for stochastic systems with respect to such logics is typically solved bynanal approach [3, 13]

that iteratively computes (or approximates) the exact measure of pathgisgtiglevant sub-formulas;

the algorithms themselves depend on the class of systems being analyzdtasstive logic used for

specifying the properties.

Another approach to solve the model checking problem srtaulatethe system for finitely many
runs, and uséypothesis testingp infer whether the samples providestatisticalevidence for the sat-
isfaction or violation of the specification [39]. The crux of this approactih#é since sample runs of
a stochastic system are drawn according to the distribution defined bydtersythey can be used to
get estimates of the probability measure on executions. Those techniwesaliedStatistical Model
Checking techniqug§SMC) [25, 35, 39, 34], can be seen as a trade-off between testihfpanal verifi-
cation. In fact, SMC is very similar to Monte Carlo used in industry, but it rediea formal model of the
system. The core idea of SMC is to monitor a number of simulations of a systesevietaviors de-
pend on a stochastic semantic. Then, one uses the results of statisticeqeant&l hypothesis testing
or Monte Carlo) together with the simulations to get an overall estimate of thalpitity that the system

*The paper is supported by VKR Centre of Excellence — MT-LAB and tHeABCPS center established on a grant from
Danish National Research Foundation

o . . ©P. Bulychev, A. David, K. G. Larsen, A. Legay, M. Mikionis, D. B. Poulsen, Z. Wang
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QAPL 2012 Creative Commonis Attribution License.
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2 Statistical Model Checking for Priced Timed Automata

will behave in some manner. While the idea resembles the one of classical Blamtesimulation, it is
based on a formal semantic of systems that allows us to reason on very gdyapbvioral properties
of systems (hence the terminology). This includes classical reachabilipegiyosuch as “can | reach
such a state?”, but also non trivial properties such as “can | reacht#ies x times in less than y units
of time?”. Of course, in contrast with an exhaustive approach, suichidagion-based solution does not
guarantee a result with 100% confidence. However, it is possible tadiberprobability of making an
error. Simulation-based methods are known to be far less memory and timavietdran exhaustive
ones, and are sometimes the only option [40, 26].

Statistical model checking is now widely accepted in various research sueh as software engi-
neering, in particular for industrial applications|[5, 32, 17], or evars@dving problems originating from
systems biology [16, 28]. There are several reasons for this sudeiest, SMC is very simple to under-
stand, implement, and use. Second, it does not require extra modelingcificggion effort, but simply
an operational model of the system, that can be simulated and checkedt agaia-based properties.
Third, it allows us to verify properties [14, 15, 5] that cannot be esged in classical temporal logics.
Finally, SMC allows to approximate undecidable problems. This latter obsemvaticrucial. Indeed
most of emerging problems such as energy consumption are undecidatB¢ §d can hence only be
estimated. SMC has been applied to a wide range of problems that goesnfrioadd@ed systems[14]
and systems biology [14, 15] to more industrial applications [5].

In a series of recent works [21, 12, 20], we have investigated thH#groof Statistical Model Check-
ing for networks of Priced Timed Automata (PTA). PTAs are timed automatasevblmcks can evolve
with different rates, whil® being used with no restrictions in guards and invariants. In [20], we have
proposed a natural stochastic semantic for such automata, which allowsfaompstatistical model
checking. Our work has latter been implemented PPRIAL-SMC, that is a stochastic and statistical
model checking extension of RPAAL. UPPAAL-SMC relies on a series of extensions of the statistical
model checking approach generalized to handle real-time systems and estidetéddable problems.
UPPAAL-sSMC comes together with a friendly user interface that allows a user to spedifglea prob-
lems in an efficient manner as well as to get feedback in the form of pilapalistributions and compare
probabilities to Analise performance aspects of systems.

The objective of this paper is to offer a survey obhAL-sMC. This includes modeling and speci-
fication formalism as well as techniques applied — together with applications tddhto case studies.

Structureof thepaper In Section 2, we introduce the formalism of networks of Priced timed automata.
Section 3 overviews some existing statistical model checking algorithm, whiteB8ed and 5 introduce

the GUI and give some details on the engine afPldAL-smcC. Finally, Section 6 presents a series of
applications for the tool-set and Section 7 concludes the paper.

2 Modeing Formalism

The new engine of BPAAL-SMC [21] supports the analysis of Priced Timed Automata (PTAs) that are
timed automata whose clocks can evolve with different rates in differentidmsa In fact, the expressive
power (up to timed bisimilarity) of NPTA equals that of general linear hybritbmata (LHA) [1],
rendering most problems — including that of reachability — undecidable |80e&asume PTAs are input-
enabled, deterministic (with a probability measure defined on the sets ofssocgg and non-zeno.

Lin contrast to the usual restriction of priced timed autom@if2]
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PTAs communicate via broadcast channels and shared variables tatgeNetworks of Price Timed
Automata (NPTA).
Fig./1 provides an NPTA with three compone#sB, andT as

specified using the PPAAL GUI. One can easily see that the compos- Ao BO TO
ite system(A|B|T) has the transition sequence: PSS S
((A0,Bo,To), [x=0,y=0,C=0]) - -
((A1,Bo, T1),[x=1,y=1,C=4]) BN al b! '==2
((A1,B1,To),[x=2,y=2,C=§]), o7
demonstrating that the final locatids of T is reachable. In fact, lo- - vt T3

cationTs is reachable within cost 0 to 6 and within total time 0 and 2
in (A|B|T) depending on when (and in which ordérandB choose to
perform the output actioral andb!. Assuming that the choice of theseFigure 1: An NPTA(A|B|T).
time-delays is governed by probability distributions, a measure on sets
of runs of NPTAs is induced, according to which quantitative propertiek ss‘the probability of T3
being reached within a total cost-bound of 4188come well-defined.
In our early works [20], we provide a natural
o stochastic semantics, where PTA components associate
e probability distributions to both the time-delays spend
S/ in a given state as well as to the transition between
Fcost States. In BPAAL-SMC uniform distributions are ap-
. Hltime plied for bounded delays and exponential distributions
e for the case where a component can remain indefinitely
in a state. In a network of PTAs the components repeat-
24 36 48 6.0 edly race against each other, i.e. they independently
Time/Cost and stochastically decide on their own how much to
delay before outputting, with the “winner” being the
component that chooses the minimum delay. For in-
stance, in the NPTA of Fig./ 1A wins the initial race
overB with probability Q75.

As observed in [20], though the stochastic semantic of each individ#elriPT PPAAL-SMC s rather
simple (but quite realistic), arbitrarily complex stochastic behavior can béneltéy their composition
when mixing individual distributions through message passing. The be&otyr aonodel is that these
distributions are naturally and automatically defined by the network of PTAs.

B T

Figure 2: Cumulative probabilities fotime
andCost-bounded reachability ofs.

The Hammer Game To illustrate the stochastic semantics further consider the network of twalprice
timed automata in Fig.|3 modeling a competition between the two players Axel and éllexhbving

to hammer three nails down. As can be seen by the represéntitkglocations the time (-interval) and
rate of energy-consumption required for hammering a nail depends gayer and the nail-number.
As expected Axel is initially quite fast and uses a lot of energy but becaioestowards the last nail,
somewhat in contrast to Alex. To make it an interesting competition, there ioaptyammer illustrated
by repeated competitions between the two players irRtely-locations, where the slowest player has
to wait in theIdle-location until the faster player has finished hammering the next nail. Ititeyss
despite the somewhat different strategy applied, the best- and woest@ampletion times are identical
for Axel and Alex: 59 seconds and 150 seconds. So, there is nodtiffe between the two players and
their strategy, or is there?
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Idlel Idle3

Work1 Work2 Work3 Done
P done! done! done!
x=0_ & x>=6 x=0_ & x>=5 x=0 x>=3 x=0
a) AXeI x<=11 && D'==4 x<=13 && D'==3 x<=15 && D'==2
Work1 Work2 Work3 Done
done! ! done! done!
x=0_ " x>=4 x=0_ " x>=5 x=0 x>=7 x=0
b) Alex Xe=1S x<=13 && C'==2 x<=12 && C'==3 x<=10 && C'==4

Figure 3: 3-Nail Hammer Game between Axel and Alex.

Assume now that a third person wants to bet on who is the more likely winneelohAlex — given
a refined semantics, where the time-delay before performing an outpuisertistochastically (e.g. by
drawing from a uniform distribution) and independently by each play@nfionent).

Under such a refined semantics there is a significant difference bethvedwo players (Axel and
Alex) in the Hammer Game. In Fig. 4a) the probability distributions for either ofwloeplayers winning
before a certain time is given. Though it is clear that Axel has a highd&abitity of winning than Alex
(59% versus 41%) given unbounded time, declaring the competition a diakai not finished before
50 seconds actually makes Alex the more likely winner. Similarly, Fig. 4b) illustrte probability
of either of the two players winning given an upper bound on energy. Witlhinlimited amount of
energy, clearly Axel is the most likely winner, whereas limiting the consumpti@mefgy to maximum
52 “energy-units” gives Alex an advantage.

Time-Dependent Distribution Cost-Dependent Distribution

0.55
0.50
0.45
0.40
0.35

E= Both >

=y 20.30

£0.50 B Alex he B Alex
2 =3 fo0.25 B Asel
£0.40 = 2

I Some 50.20

0.15

0.10

0.05 /

£ L o x
32 42 52 62 72 82 92 102 112 122 30 40 50 60 70 80 90 100 110 120 130 140 150 160
Time Cost (C for Alex, D for Axel)

a) b)
Figure 4: Time- and Cost-dependent Probability of winning the Hammer Game

Extended Input Language UPPAAL-sMC takes as input NPTAs as described above. Additionally,
there is support for other features of thekAAL model checker’s input language such as integer vari-
ables, data structures and user-defined functions, which greatlynealsting. UPPAAL-sMC allows the
user to specify an arbitrary (integer) rate for the clocks on any locaticaddition, the automata support
branching edges where weights can be added to give a distribution eetdigansitions. It is important
to note that rates and weights may be general expressions that deptredstates and not just simple
constants.

To illustrate the extended input language, we consider a train-gate exarhjgexample is available
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in the distributed version of PPAAL-SMC. A number of trains are approaching a bridge on which there
is only one track. To avoid collisions, a controller stops the trains. It tssthem when possible to
make sure that trains will eventually cross the bridge. There are timing aortstfor stopping the trains
modeling the fact that it is not possible to stop trains instantly. The interesting \wa.t. SMC is to
define the arrival rates of these trains. Figure 5(a) shows the temptagetfain. The locatiorSafe

has no invariant and defines the rate of the exponential distribution fFaydeTrains delay according
to this distribution and then approach and synchronize wasithr [i]! with the gate controller. Here
we define the rationaﬁ—id whereid is the identifier of the train and the number of trains. Rates are
given by expressions that can depend on the current states. Trginsigherid arrive faster. Taking
transitions from locations with invariants is given by a uniform distribution.isThappens imppr,
Cross, andStart, e.g., it takes some time picked uniformly between 3 and 5 time units to cross the
bridge. Figure 5(b) shows the gate controller that keeps track of thes tnaih an internal queue data-
structure (not shown here). It uses functions to queue trains (wtraimas approaching while the bridge

is occupied ir0cc) or dequeue them when possible (when the bridge is free and some tragLisd).

Safe
(1 +id) : N*N
appr[id]!
x=0

Appr
x<=20

X<=

stoy

Free

%)
, ©
x>=3
leave[id]! Cross len==0
x<=5
len>0 <>
_ go[front()]!
o apprfe]?
enqueue(e)
Start )
x<= 15 - Occ
10 d]? appr[e]? stop(tail()]!
il gofid]’ pprle] pltail()!
x=0 enqueue(e)
c Stopping

Stop

(@)

(b)

e == front()
leave[e]?
dequeue()

Figure 5: Template of a Train (a) and the Gate Controller (b).

Floating Point Arithmetic For modeling certain systems, e.g., biological systems, integer arithmetic
shows its precision limits very quickly. The current engine implements simple atithoperations on
clocks as floating point variables. This allows various tricks, in particutatdabl can compute nontrivial
functions using small step integration. For example, Figure 6(a) shows a éimeshaton with floating
point arithmetic. The clocksin_t andcos_t are used to computn(t) andcogt) using simple facts

sin_t=sin_t + cos_t*dt,
cos_t=cos_t — sin_t*dt,
dt=0

_ 2-0.1
sin_t=0, =z
cos_t=1 =-0.6

- 1000
sin_t'==0 && -11
cos_t'==0
(a)

/

sin_t

Edco

//\\/

0 12

time.

(b)

.0

s t

0.9

0.4
3 -0.1
[
>-0.6

-1.1

E sin@)

-1.00

-0.01

cos(t)
(c)

0.98

Figure 6: How to use clock arithmetic to integrate complex functions.
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assin(t + dt) = sin(t) 4 sin(t)dt for small steps ofit — 0, whereassin/(t) = cogt) andsin(0) = 0,

and similarly forcogt). The interesting trick on the model is the high exponential rate (1000) that tells
the engine to take small (random) time steps and record the duration indodke other clocks are
stopped and updated on transition. The value evolution of variahles andcos_t in terms of time

are plotted in Figure 6(b). Figure 6(c) showin_t values with correspondinges_t which form almost
perfect circle. These plots are rendered using value monitoring fealeseribed in Section 4.

3 Propertiesand Queries

For specifying properties of NPTAs, we use weighted temporal propestier runs expressed in the
logic WMTL <[9], defined by the grammafr ::= ap|—¢ | p1 A ¢p2| O¢ | $1U% 492, whereapis an atomic
proposition,d is a natural number arxlis a clock. Here, the logical operators are interpreted as usual,
andO is a next state operator. An WMTl-formula ¢;U% ;¢- is satisfied by a run i is satisfied on
the run untilg, is satisfied, and this will happen before the value of the clockreases with more than
d. For an NPTAM we definePy () to be the probability that a random runMfsatisfiesy.

The problem of checkin®u () > p (p € [0,1]) is unfortunately undecidable in geneEal For
the sub-logic of cost-bounded reachability problefpg Cx<c®) > p, where@ is a state-predicate
is a clock andC is bound, we approximate the answer using simulation-based algorithms kmaien
the name of statistical model checking algorithms. We briefly recap statisticaltalgs permitting to
answer the following three types of questions:

1. Hypothesis Testings the probabilityPy (Cx<c @) for a given NPTAM greater or equal to a certain
thresholdp € [0,1] ?

2. Probability evaluationtWhat is the probability?y (Cx<c@) for a given NPTAM?
3. Probability comparisoris the probabilityPy (Cx<c¢) greater than the probabiliiiy (Cy<p @] ?

From a conceptual point of view solving the above questions using SMiG@e First, each run
of the system is encoded as a Bernoulli random variable that is true if theatisfies the property and
false otherwise. Then a statistical algorithm groups the observationsweatie three questions. For
the qualitative questions (1 and 3), we shall use sequential hypothdaig t@gile for the quantitative
guestion (2) we will use an estimation algorithm that resemble the classical K@antesimulation. The
two solutions are detailed hereafter.

Hypothesis Testing This approach reduces the qualitative question to the test the hypdthegis-
Pum(Ox<c) > 0 againsK : p < 8. To bound the probability of making errors, we use strength parame-
tersa andB and we test the hypothedity : p > po andH; : p < pp with pgp =0+ & andpy = 6 — d.

The intervalpy — p1 defines an indifference region, apglandp; are used as thresholds in the algorithm.
The parameteu is the probability of acceptinglo whenH; holds (false positives) and the parameter
B is the probability of acceptingly, whenHg holds (false negatives). The above test can be solved by
using Wald'ssequential hypothesis testif88]. This test computes a proportiommong those runs that
satisfy the property. With probability 1, the value of the proportion will evalywcross logB/(1— a)
orlog((1—B)/a) and one of the two hypothesis will be selected. IPFdAL-SMC we use the following
query:Pr [bound (@) >=po, wherebounddefines how to bound the runs. The three ways to bound them
are 1) implicitly by time by specifying=M (where M is a positive integer), 2) explicitly by cost with

2Exceptions being PTA with 0 or 1 clocks.
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x<=M wherex is a specific clock, or 3) by number of discrete steps withM. In the case of hypothesis
testingpg is the probability to test for. The formulais either<> qor [1 gwhereqis a state predicate.

Probability Estimation This algorithm [25] computes the number of runs needed in order to peoduc
an approximation intervdp — &, p+ €] for p = Pr(¢) with a confidence * a. The values ot anda

are chosen by the user and the number of runs relies on the Chemifidihg bound. In WPAAL-SMC

we use the following queryer [bound) (¢)

Probability Comparison This algorithm, which is detailed in [20], exploits an extended Wald testing.
In UPPAAL-sMC, we use the following quenkr [bound] (@) >= Pr [bound] (@) .

In addition to those three classical testspR4AL-SMC also supports the evaluation of expected
values of min or max of an expression that evaluates to a clock or an intalyes. vThe syntax is
as follows: E[bound N] (min:expn or E[bound N] (max:expn, whereboundis as explained in this
section,N gives the number of runs explicitly, amkpris the expression to evaluate. For this property,
no confidence is given (yet).

Full WMTL< Regarding implementation, the reader shall observe that both of the afadigtical
algorithms are trivially implementable. To support the full logic of WMIi& slightly more complex

as our simulation engine needs to rely on monitors for such logic. In [9],reosed an extension of
UPPAAL-sMC that can handle arbitrary formulas of WMEL Given a propertyp, our implementation
first constructs deterministic under- and over-approximation monitoringsPd@®¢$. Then it puts these
monitors in parallel with a given mod#&d, and applies SMC-based algorithms to bound the probability
that¢ is satisfied orM.

4 Graphical User Interface

Besides short 'yes’ or 'no’ answers and probability estimatespAAL-sMcC verifier also provides a
few statistical measures in terms of time (or cost), including frequency hestggaverage time (or
cost), probability density distribution, cumulative probability distribution (thé tas with confidence
intervals, e.g. using the Clopper-Pearson method [18]).

These statistical data can also be superposed onto a single plot for cmngaurposes using the
plot composer tool. Figure 7 shows the superposed probability distribudfdrains 0, 3 and 5 crossing
from our train-gate example. On the left side of the plot composer windowsttiecan select a particular
data to be added to the plot and on the right side user can see the sepgpfmisand can also change
some details such as labels, shapes and colors.

Monitoring Expressions UPPAAL-SMC now allows the user to visualize the values of expressions
(evaluating to integers or clocks) along runs. This gives insight to theausthe behavior of the system
so that more interesting properties can be asked to the model-checkembmstrate this on our previ-
ous train-gate example, we can monitor wiieain (0) andTrain(5) are crossing as well as the length
of the queue. The query isimulate 1 [<=300]{Train(0).Cross,Train(5).Cross,Gate.len}.

This gives us the plot of Figure 8. Interestinglyain (5) crosses more often (since it has a higher arrival
rate). Secondly, it seems unlikely that the gate length drops below 3 after thme (say 20), which is
not an obvious property from the model. We can confirm this by askifig=300] (<> Gate.len <

3 and t > 20) and adding a clock. The probability is in0.102 0.123.
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o Plot Cam — [l g3
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Figure 7: Snapshot of the plot composer displaying three probability distits.

Simulations

6.0

4.5
3.0 2 Train[0].Cross
2 E= Train[5].Cross
15 E Gate.len

. i i i
0 50 100 150 200 250 300
time

Figure 8: Visualizing the gate length and wherain (0) andTrain(5) cross on one random run.

As a second example to illustrate this feature, we consider the modeling of eheeactions. Fig-
ure/9(a) and 9(b) show two symmetric timed automata that model the concergrati@actanta and
b (here as integers). The exponential rate for taking the transition is Qivéime concentration of and
b. Figure 9(c) shows the evolution of the system when it is startedas®le andb=1: a is consumed to
produceb and vice-versa, and the concentrations oscillate.

The simulations are obtained by queryisinulate 1 [<=10]{a,b}. Figure 9(c) is showing one
evolution ofa andb over time. The tool can also plot clouds of trajectories, which is useful ttifgte
patterns in the behavior, as shown in figure 9(d).

It is important to notice that generating such curves is not as trivial agimse In fact, on such
models, if the exponential rates are higher, then the time steps are much swigitbergenerates a lot
of points, up to consuming several GB of memory. Drawing such plots isnagtipal. The tool would
not work due to out-of-memory problems or in the best case will take ar80sdb transfer the data and
several seconds for every redraw. To solve this the engine applies-tre-fly filtering of the points
based on the principle that if two points are too close to each other to be distiegwn the screen, then
they are considered to be the same. A resolution parameter is used to definaximal resolution of
the plot and eliminates the memory and speed problems completely (down to almostasurable).

This plot in Figure 6(b) is obtained by askisgmulate 1 [<=12]{sin_t,cos_t} to the model-
checker. Interestingly, EPAAL-SMC can generate a run bounded by any clock so we can also plot
simulate 1 [cos_t<=1]{sin_t} and obtain a circle as shown in Figure 6(c).
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Figure 9: Evolution of the concentrations of two reactanéndb.

5 Engine

The actual techniques to achieve the current performance of the toeingeer exposed before. In this
section, we present a few key optimizations to implement the algorithms presettedw features that
were not available in earlier versions oPBAAL-SMC.

Distributed SMC The problem in distributing the implementation of the sequential SMC algorithm
is that abiasmay be introduced. The reason is that sequential testing relies on colleatoaes of

the generated runs on-the-fly. If some computation cores generate soepiag runs faster, which

is possible if rejecting runs happen to be longer or simply more expensivamnpute, then the result
will be biased. The solution of this problem is to force all the cores to géména same amount of
simulations. The paper [39] proposes a method to ensure this by splitting thiatsomsi into batches

of the same size, and this method has been generalized and implementedanLtsmc [12]. The
distributed implementation gives a linear speed-up in the number of cores used

Detection of States When choosing the delays, the engine does not know if itskiib the state that
should be observed by the query or not. This problem is present vitikdngpdelays to take transitions as
well. For example, the query could k& A.critical and x >= 2 and x <= 3 wherex is a clock.
The engine should not delay 4 time units from a state wiketebecause the first possible transition is
enabled at this point. Special care is taken to make sure that the formuld &f ffae nextinteresting
points that are computed when choosing the delays. Now comes the qudstiow to detect those
interesting points in both the formula and the guards.

The technique we use follows the decorator pattern where we evaluatisdf@ detecting which
transitions will be enabled in the future) and formulas in the query to keek trfahe lower bounds.
We wrap a state inside a decorator state that keeps track of the constraths-fty, only remembering
the bounds that we need. The point of the technique here is to ayoiliolicstates that would require
zones typically implemented with different bound matrices.

Early Termination The engine checks for query on-the-fly on every generated rum difiery is
satisfied then the computation of the run is stopped before it reaches tiespbound. In addition,
in order to give the user a way to stop runs earlier, the engine suppautgtiaproperty:p U q can be
gueried instead of> q and cut the runs as soon@stops to hold.
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Dependenciesand Reuse of Choice  When a process takes an action, if may not affect other processes,
which means that from a stochastic point-of-view, picking a new delay somtch or keeping the old
choice (that was random) is equivalent. The engine exploit this indepeadi remembers the previous
delays chosen by the processes and invalidates them when depeadsitibins are taken. A process has
its delay invalidated if there is a dependency with another transition being, takéh happens in case
of synchronization or a dependency through a clock rate, invariaatdgar update. A static analysis is
made at the granularity dfow transitions affect processes

The result is that whenever a procesedgo pick a delay, it does so. Whenever a process takes a
transition, the processes that may be affected by it must pick a new ddlag aéxt step. Otherwise,
processes keep their choices from the previous step in the simdlation

Checking the queryPr[<=300] (<> Train(0).Cross and (forall (i:id_t) i!=0 imply
Train(i).Stop)) to evaluate the

probability ofTrain (0) crossing while | Trains S 10 20 40
sults in tablé 1 for different numbers of | Time™ 3.9s 17.3s| 41.1s| 98.1s
trains. The results are obtained with the Time" 3.5s 14.8s| 33.2s| 74.8s
parameteg = 0.005 and the probabil- | Gain 10.2% 14.4%] 19.2%| 23.8%

|t¥ rgsults agree W'.th or without reUSCrable 1: Probability and time results without (-) and with (+)
within €. The experiments are made on, ise

acorei7 at 2.66GHz. This optimization '

is designed to improve on systems with large number of components, whichaia slyahe increasing
improvement relative to verifications without reuse.

6 Case-Studies

In this section we evaluate the applicability of the developed techniques cticpiaase studies.

Robot Control In the paper [9] we considered a case — explored in [4] — of a robotmg@n a two-
dimensional grid. Each field of the grid is eithesrmal, on fire, cold asice or it is a wall which
cannot be passed. Also, there iga1 field that the robot must reach. The robot is moving in a random
fashion i.e. it stays in a field for some time, and then moves to a neighboring ffi@ddom (if it is not

a wall).

We are interested in the probability that the robot reaches its
goal location without staying on consecutive fire fields for moré-*
than one time unit and on consecutive ice fields for more thaft’’
two time units. This property is captured by the WMIformula 2 . e | coal
¢ = (¢1 A @2)UL pgoal, wheret is a special clock that growsg 012 %Er“;;:g
with rate 1 and is never reset, and: 5006
A
¢p1=1ice = OL,(fireVnormalV goal) 08 sl ST 98
¢2 =fire = OLj(iceVnormalV goal) Figure 10: Cumulative Probability

We applied WPAAL-SMC to compute the probability of the robot reaching the gpabktaying too
long in the fire or too long on the ice. Figure/10 shows the cumulative distribfdidhese probabilities.

SWe judge that keeping track of the dependencies down to the locationsawaytioo large overhead.
4If time elapses then of course the delays chosen are updated.
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Firewire. |IEEE 1394 High Performance Serial Bus or Firewire for short is usétsport multime-

dia signals among a network of consumer devices. The protocol hasktssively studied (see [36]
for comparison) and in particular [30] uses probabilistic timed automataiaNP[29]. In paper [21] we
adopt the model from [30] and demonstrate horPdAL-SMC can be used to evaluate fairness of a node
becoming a root (leader) with respect to the mode of operation.
UPPAAL-SMC provides two methods for comparing probabili- Probability comparison

ties: estimating the probabilities and then comparing them (slowes
method) or using indirect probability comparison from [38] (fast”®
method). Figure 11 contains a resulting plot of estimated probazo

bilities (red and blue lines) and a comparison (yellow area). TEI@Z L] comparisor
red and blue probability estimates appear very close to each o&mezf B fast

in entire range, while the yellow area shows that at the beginnirrg+
the probabilities are indistinguishable (yellow area is at 0.5 level), "5~ 300 600 900 1200 150c

then thefastnode has higher probability to becomeoat (at 1.0 ime

level), and later the probabilities become too close to be distinigure 11: Probability Comparison
guishable again (at 0.5 level).

Bluetooth [33] is a wireless telecommunication protocol using, .,
frequency-hopping to cope with interference between the deV|ces63
in the wireless network. In paper [21] we adopted the model
from [22], annotated the model to record the power utlllzatltm
and evaluated the probability distributions of likely response timg&**

and energy consumption. Figure 12 shows that after 70s the cost,,, 3130 2820 7510
of a device operation is at least 2440 energy units and the mean is energy _
about 2853 energy units. Figure 12: Energy consumption.

Lightweight Medium Access Protocol (LMAC) [37] is a communication scheduling protocol based
on time slot distribution for nodes sharing the same medium. The protocol isdddigy wireless sensor
networks in mind: it is simple enough to fit on a modest hardware and at thetsameobust against
topology reconfiguration, minimizing collisions and power consumption. H2géstudies LMAC pro-
tocol using classical BPAAL verification techniques by systematically exploring networks of up to five
nodes but the state space explosion prevents formal verification of lae@orks. In paper [20] we
adopt the model by removing verification optimizations and parameterizing wittapilistic weights,
and show how collisions can be analyzed and power consumption estimatgdstetistical model
checking techniques. The study showed that there are still perpetliisiots in a ring topology but
the probability that the network will not recover is

very low (0.35%). The likely energy consumption o.0015
of different network topologies is compared irPU - go12
PAAL plot (Figure 13), which shows that on aver';00009
age the likely energy consumption after 1000 timg
units in a ring is higher than in a chain by 10%o

Il chain
£'0.0006 B ring

possibly due to more collisions in a ring. In [12]%0'0003 r
distributed techniques are applied in exploring over 3.8154 3 A5E4 py—
10000 larger networks of up to 10 nodes, the worst energy

(star-like) and the best (chain-like) topologies in  Figure 13: Likely energy consumption.
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terms of collisions are identified and evaluated.

Computing Nash Equilibrium in Wireless Ad Hoc Networks One of the important aspects in de-
signing wireless ad-hoc networks is to make sure that a network is robtret gelfish behavior of its
participants, i.e. that its configuration satisfies Nash equilibrium (NE).

In paper [10] we proposed an SMC-based al-
gorithm for computing NE for the case when a
network nodes are modeled by SPTA and an util-
ity function of a single node is equal to a probabil-
ity that the node will reach its goal. Our algorithm
consists of two phases. First, we use@r4AL-
sMmc to find a strategy that most likely (heuristic) 1
satisfies NE. In the second phase we apply statis-

tics to test the hypothesis that this strategy actualljgure 14: Nash Equilibrium for Aloha CSMA/CD
satisfies NE.

We applied this algorithm to compute NE for Aloha CSMA/CD and IEEE 802.15.M&EA
protocols. Figure 14 depicts the utility function plot for Aloha CSMA/CD praolowith two nodes.
Here p andp’ axis correspond to the strategies of the honest and cheater nodextdgysttefines how
persistent these nodes are in sending their data). We see, that NEysisatbghtly less efficient than
the symmetric optimal strategy (Opt), but it still results in a high value of the utilitgtian.

©O0000000
OFRNWAUI~IWO
coo0000000R
FNWAUIH~I00W0

Duration Probabilistic Automata In [19] 1 = 4] [y = 2]

we compared BPAAL-SMC to Prism [29] ot Q 2 N 12 -
in the context of Duration Probabilistic Au-"" ’ _/ " i
tomata (DPA) [31]. A Duration Probabilistic,,., .z L O 2. nd
Automaton (DPA) is a composition of Sim- = Trae2) =2 1]

ple Duration Probabilistic Automata (SDPA). . )
An SDPA is a linear sequence of tasks th jgure 15: Rectangles are busy states and circles are

must be performed in a sequential orga®r waiting when resources are not available. There are

Each task is associated with a du- rL =5 andrz = 3 resources available.
ration interval which gives the possible Paf;m- o UEaimU o | o HUYIO- T&Sing y
. | n m riIsm pp Pd Pc rism pp Pd Pc
du_ratlons of the tas_k. The actual dl_‘ 4 4 3| 27 03 02 02 20 01 01 01
ration of the tasks is given by a uni-g 5 3 77 06 05 04 39 02 02 03

form choice from this interval. Tos8 8 3| 265 12 09 0.7 164 05 0.4 0.3

model races between the SDPAs w#® 40 20 >300 >300 355 262 207
introduce resources to the model suciy 28 28 iggg iggg g;-; gé-g ggg
that an SDPA might hav_e towaitforre,; 5 o =300 2300 411 312 265
sources before processing atask. Whas 30 20 =300 ~300 68.8 46.7 46.1
two SDPAs are in waiting position for40 55 40 >300 >300 2195

the same resource, a scheduler decides
which SDPA is given the resource in dable 2: Performance of SMC (sec). Tineolumn is the num-

deterministic manner. ber SDPAs, thé& column is the number of tasks per SDPA and
The comparison with Prism wadhemcolumn is the number resource types in the moded,
made by randomly generating model$ the UPPAAL model that matches Prisitd,pq the discrete en-

with a specific number of SDPAs and goding andJ p. the continuous time encoding.
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specific number of tasks per SDPA and
translate these into Prism and kAL models. The Prism model uses a discrete time semantics whereas
three models were made forPBAAL- one with continuous time semantics, one that matches the Prism
model as close as possible and one with discrete semantics that makes @ifilbuséormalism.
The queries to the models weréhat is the probability of all SDPAs ending within t time urfEstima-
tion)andls the probability that all SDPAs end within t time units greater tH&% (Hypothesis testing).
The value ot is different for each model as it was computed by simulating the system 369 dimdes
represent the value for which at least 60% of the runs finished all thekis ta

The result of the experiments are shown in Table 2 and indicates thtAl is notably faster than
Prism, even with a encoding that closely matches that of Prism.

Checking of Distributed Statistical Model Checking
As we wrote in the Sectian 5, a naive (and incorrect) dis?-9%
tributed implementation of the sequential SMC algorithmg-84
might introduce a bias towards the results that are genef-2
ated by shorter simulations. 500
The interesting question is how much this bias affec$®
the SMC results. In the paper [11] we answered this qu&s-*®
tion by modeling the naive distributed SMC algorithm in %

UpPAAL-SMcitself. The comparison was made on the ba->*?

sis of the SPTA model that ends up in Belocation after Yo 0 10 20 330 a0
100 time units with probability 8, otherwise it ends up runs

in the NOK location after 1 time unit (thus producinpk Figure 16: Probability distributions ob-

requires 100 times less time than producig. tained with 1. 5. 10. and 20 cores
We used WPAAL-SMC to compute the probability that T '

the naive distributed SMC algorithm will accept the hypoth@sis<=100] (¢ 0K)> 0.5. The results
for the different numbers of computational cores are given at the pligare 16. Thex axis denotes
the total number of runs of the SPTA model on all the cores, ang thés depicts the probability that
an SMC algorithm accepts the hypothesis not later than after this numbersofYau can see, that the
probability of accepting the hypothesis tends (incorrectly) to 0 as the nuaflmmputational cores
increases.

7 Conclusions

This paper overviews the features oPRAAL-SMC, our new efficient extension of RPAAL for Statis-

tical Model Checking. Contrary to other existing SMC-based tool-sekAdL-sMC allows to handle

systems with real-time features. The tool has been applied to a series studies that are beyond the

scope of classical model checkerseRAAL-SMC has a large potential for future work and applications.
Among others, the following extensions oPBAAL-SMC are contemplated.

Floating Point  So far the support of floating point is done via misusing and extending oloefations.
A better more general support is needed since the tool has now defrartedladitional timed automata
and model-checking.

Since the tool now supports floating point arithmetic and we can integrate cofopletions, it is
a natural extension to add differential equations as well to supporichgipstems in a more general
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way. To fit with the stochastic semantics (in particular how to pick delays),siniple equations whose
analytical solutions are known are planned.

New Applications With the extended expressivity of our hybrid modeling language, our tmolbe
applied to different domains, in particular for biological system®pPAAL-sMC now offers powerful
visualization capabilities needed by biologists and a logic to do statistical modekiok.

Another application is to analyze performance of controllers generat€PbgAL-TIGA, in partic-
ular their stability or energy consumption. SMC can also be used in the domagfirfment checking,
which is in the end just another type of game.

Rare Events Statistical model checking avoids the exponential growth of states assbwiiteprob-
abilistic model checking by estimating properties from multiple executions oftersayand by giving
results within confidence bounds. Rare properties are often very impdatia pose a particular chal-
lenge for simulation-based approaches, hence a key objective uederdincumstances is to reduce the
number and length of simulations necessary to produce a given levaifidence. Importance sampling
is a well-established technique that achieves this, however to maintain theaghks of statistical model
checking it is necessary to find good importance sampling distributions witomsidering the entire
state space. Such problem has been recently investigated for the chiserete stochastic systems. As
an example, in [27] we presented a simple algorithm that uses the notionsstendropy to find the
optimal parameters for an importance sampling distribution. Our Objective istémacur results to
PTAs by exploiting pure timed model checking to improve the search for effidistribution.
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Efficient computation of exact solutions for quantitative
model checking

Sergio Giro
Department of Computer Science, University of Oxford, Oxford, OX1 3QD, UK*

Quantitative model checkers for Markov Decision Processes typically use finite-precision arithmetic,
since exact techniques are generally too expensive or limited in scalability. In this paper we propose
a method for obtaining exact results starting from an approximated solution in finite-precision arith-
metic. The input of the method is a description of a scheduler, which can be obtained by a model
checker using finite precision. Given a scheduler, we show how to obtain a corresponding basis in a
linear-programming problem, in such a way that the basis is optimal whenever the scheduler attains
the worst-case probability. This correspondence is already known for discounted MDPs, we show
how to apply it in the undiscounted case provided that some preprocessing is done. Using the corre-
spondence, the linear-programming problem can be solved in exact arithmetic starting from the basis
obtained. As a consequence, the method finds the worst-case probability even if the scheduler pro-
vided by the model checker was not optimal. In our experiments, the calculation of exact solutions
from a candidate scheduler is significantly faster than the calculation using the simplex method under
exact arithmetic starting from a default basis.

1 Introduction

Model checking of Markov Decision Processes (MDPs) has been proven to be a useful tool to verify and
evaluate systems with both probabilistic and non-deterministic choices. Given a model of the system un-
der consideration and a qualitative property concerning probabilities, such as “the system fails to deliver
a message with probability at most 0.05”, a model checker deduces whether the property holds or not for
the model. As different resolutions of the non-deterministic choices lead to different probability values,
verification techniques for MDPs rely on the concept of schedulers (also called policies, or adversaries),
which are defined as functions choosing an option for each of the paths of an MDP. Model-checking
algorithms for MDPs proceed by reducing the model-checking problem to that of finding the maximum
(or minimum) probability to reach a set of states under all schedulers [5]].

Different techniques for calculating these extremal probabilities exist: for an up-to-date tutorial,
see [10]. Some of them (for instance, value iteration) are approximate in nature, while a technique using
linear programming (LP) can be used to obtain exact solutions. However, even the linear programming
method is often carried out using finite-precision, and so the results are always approximations. Exact
solutions are hard to get in practice, because linear programming methods for MDPs using exact arith-
metic do not scale well. (To support this claim we performed some experiments showing how costly it
is to compute exact probabilities using LP without our method.) In addition, the native operators in pro-
gramming languages like Java have finite precision: the extension to exact arithmetic involves significant
reworking of the existing code.

*The authors are part supported by DARPA/Air Force Research Laboratory contract FA8650-10-C-7077 (PRISMATIC)
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We propose a method for computing exact solutions. Given any approximative algorithm being able
to provide a description of a scheduler, our method shows how to extend the algorithm in order to get
exact solutions. The method exploits the well-known correspondence between model-checking problems
and linear programming problems [S]], which allows to compute worst-case probabilities by computing
optimal solutions for LP problems.

The simplex algorithm [6] for linear programming works by iterating over different bases, which are
submatrices of the matrix associated to the LP problem. Each basis defines a solution, that is, a valuation
on the variables of the problem. The simplex method stops when the basis yields a solution with certain
properties, more precisely, a so-called feasible and dual feasible solution. By algebraic properties, such
a solution is guaranteed to be optimal.

The core of our method is the interpretation of the scheduler as a basis for the linear programming
problem. Given a scheduler complying with certain natural conditions, a basis corresponding to the
scheduler can be used as a starting point for the simplex algorithm. We show that, if the scheduler is
optimal, then the solution associated to the corresponding basis is feasible and dual feasible, and so a
simplex solver provided with this basis needs only to check dual feasibility and compute the solution
corresponding to the basis. As our experiments show, these computations can be done in exact arith-
metic without a huge impact in the overall model-checking time. In fact, using the dual variant of the
simplex method, the time to obtain the exact solution is less than the time spent by value iteration. If the
scheduler is not optimal, the solver starts the iterations from the basis. This is useful for two reasons:
we can let the simplex solver finish in order to get the exact solution; or, once we know that we are not
getting the optimal solution, we can perform some tuning in the model checker as, for instance, reduce
the convergence threshold (we also show a case in which the optimal scheduler cannot be found with
thresholds within the 64-bit IEEE 754 floating point precision).

The correspondence between schedulers and bases is already known for discounted MDPs (see, for
instance [8]). We show the correspondence for the undiscounted case in case some states of the system are
eliminated in preprocessing steps. The preprocessing steps we consider are usual in model checking [10]:
given a set of target states, one of the preprocessing algorithms removes the states that cannot reach the
target, while the other one removes the states that can avoid reaching the target. These are qualitative
algorithms based on graphs that do not perform any arithmetical operations.

The next section introduces the preliminary concepts we need along the paper. Section [3|presents our
method and the proof of correctness. The experiments are shown in Sectiond] The last section discusses
related results concerning complexity and policy iteration.

2 Preliminaries

We introduce the definitions and known-results used throughout the paper, concerning both Markov
decision process and linear programming.

2.1 Markov decision processes

Definition 1. Let Dist(A) denote the set of discrete probability distributions over the set A. A Markov
Decision Process (MDP) M is a pair (S, T) where S is a finite set of states and T C S x Dist(S) is a set
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of transitions E Given u = (s,d) € T, the value d(r) is the probability of making a transition to ¢ from
s using p. We write 1 (z) instead of d(¢), and write state(ut) for s. We define the set en(s) as the set of
all transitions p with state(u) = s. For simplicity, we make the usual assumption that every state has at
least one enabled transition: en(s) # 0 for all s € S.

We write s = 7 to denote i € en(s) A it(¢) > 0. A path in an MDP is a (possibly infinite) sequence
p=s"uls'. - u"s", where u’ € en(s'~!) and p'(s’) > 0 for all i. If p is finite, the last state of p is
denoted by last(p), and the length is denoted by len(p) (a path having a single state has length 0). Given
a set of states U, we define reach(U) to be the set of all infinite paths p = s%.u'.s'.--- such that s’ € U
for some i.

The semantics of MDPs is given by schedulers. A scheduler 1 for an MDP M is a functionn: S — T
such that n(s) € en(s) for all s. In words, the scheduler chooses an enabled transition based on the
current state. For all schedulers 1, ¢ € S, the set Paths(¢,7) contains all the paths s%.u'.s'.---.u".s" such

that s =1, u' = n(s"') and s'~! “—l> s for all i. The reader familiar with MDPs might note that we are
restricting to Markovian non-randomized schedulers (that is, they map states to transitions, instead of
the more general schedulers mapping paths to distributions on transitions). As explained later on, these
schedulers suffice for our purposes.

The probability Pry,' (p) of the path p under 1 starting from ¢ is Hi.ill(p ) ui(s') if p € Paths(z,n). If
p & Paths(z, 1), then the probability is 0. We often omit the subindices M and/or ¢ if they are clear from
the context.

We are interested on the probability of (sets of) infinite paths. Given a finite path p, the probability
of the set pT comprising all the infinite paths that have p as a prefix is defined by Pr'(p') = Pr'(p).
In the usual way (that is, by resorting to the Carathéodory extension theorem) it can be shown that the
definition on the sets of the form p' can be extended to o-algebra generated by the sets p!.

The verification of PCTL* [5] and w-regular formulae [[7] (for example LTL) can be reduced to the
problem of calculating max, , Pr},! (reach(U)) (or min, , Pr},] (reach(U))) for MDPs M’, states s and sets
U obtained from the formula.

In consequence, in the rest of the paper we concentrate on the following problems.

Definition 2. Given an MDP M, an initial state s and set of target states U, a reachability problem
consists of computing max,  Pry;! (reach(U)) (or miny Pry; (reach(U))).

From classic results in MDP theory (for these results applied to model checking see, for instance, [2,
Chapter 3]) there exists a scheduler * such that

n* = argmaxPry; (reach(U)) (1)
n

for all s € S. That is, n* attains the maximum probability for all states.
An analogous result holds for the the case of minimum probabilities. There exists n* such that

n*= argmninPr;,’In (reach(U)) (2)

forall s € S.

Even in a more general setting allowing for non-Markovian and randomized schedulers, it can be
proven that we can assume N* to be Markovian and non-randomized. The existence of N* justifies our
restriction to Markovian and non-randomized schedulers.

!Defining transitions as pairs helps to deal with the case in which the same distribution is enabled in several states
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Markov chains A Markov chain (MC) is an MDP such that |en(s)| = 1 for all s € S. Note that a
Markov chain has exactly one scheduler, namely the one that chooses the only transition enabled in each
state. Hence, for Markov chains, we often disregard the scheduler and denote the probability of reaching
U as Prj,(reach(U)).

Definition 3. Given an MDP M = (S, T) and a scheduler 1, we define the Markov chain M | 1 = (S, T')
where u € T' iff n(state(u)) = u.

A simple application of the definitions yields

Pry; (reach(U)) = Prjy |, (reach(U)) . 3)

2.2 Linear programming

We use a particular canonical form of linear programs suitable for our needs. It is based on [6, Appendix
B], which is also a good reference for all the concepts and results given in this subsection.
A linear programming problem consists in computing

Irgn{cx|Ax:be20}, 4)

given a constraint matrix A, a constraint vector b and a cost vector c¢. In the following, we assume that
A has m rows and m + n columns, for some m > 0 and n > 0. Hence, ¢ is a row vector with m +n
components, and b is a column vector with m components.

A solution is any vector X of size m +n. The i-th component of X is denoted by x;. We say that
that a solution is feasible if Ax = b and x > 0; it is optimal if is feasible and ¢x is minimum over all
feasible x. A problem is feasible if it has a feasible solution, and bounded if it has an optimal solution.
A non-singular m x m submatrix of A is called a basis. We overload the letter B to denote both the basis
and the set of indices of the corresponding columns in A. A variable x; is basic if £ € B. Note that, given
our assumptions on the dimension of the constraint matrix, for all bases there are m basic variables and
n non-basic variables. Given a basis B, and any vector t, let t? be the subvector of t having only the
components in B. When B is clear from the context, we use N to denote the set of columns not in B, and
use t" accordingly. For a matrix A, let AV be submatrix of A having only the columns that are not in B.
The solution x induced by the basis B is defined as x; = 0 for all £ € B, while the values for k € B are
given by the vectorial equation x® = B~'b. A solution x is basic if there is a basis that induces x. Given
B and k € N, the reduced cost ¢ of a variable x; is defined as ¢y — ¢BB~1A;, where Ay, is the k-th column
of A. A solution is dual feasible if it correspond to a basis such that ¢y > 0 for all k € N.

In our proofs we make use of the following lemma, which is particular to our canonical form.

Lemma 1.
Ax=Db if X is basic .

Proof. By splitting A into basic and non-basic columns we get Ax = Bx? + ANxY = BB~'b + ANO =
Ib =b . (Note that x might not be feasible as it could be x 7 0.) O

Correctness of the simplex method relies on the following well-known facts about LP problems:

e Every solution that is both feasible and dual feasible is optimal

o If there exists an optimal solution, then there exists a basic solution that is feasible and dual feasible
(and hence optimal)
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As the problems we deal with are ensured to be bounded and feasible, we assume that there exists
an optimal solution. In this context, the simplex algorithm explores different bases until it finds a basis
whose corresponding solution is feasible and dual feasible.

In several implementations of the algorithm the starting basis can be specified (when it is not, a de-
fault one is used). The initial basis does not need to be feasible nor dual feasible. In case the starting
basis complies with both feasibilities, the simplex algorithm finishes after checking that these feasibil-
ities are met, without any further exploration. In Subsection [2.3] we show how reachability problems
correspond to LP problems. In Section[3|we show that, under a certain assumption on the model checker
(Assumption[I)), a basis can be obtained from the scheduler provided by the model checker. In particular,
optimal schedulers yield feasible bases (Theorem 3)). Under our assumption, all the bases obtained from
schedulers are dual feasible (Theorem [)).

Among the different variants of the simplex method, in our experiments (Section ) we use the dual
simplex, which first looks for a dual-feasible basis (in the so-called first phase) and next tries to find a
feasible one while keeping dual feasibility (in the second phase). This is appropriate in our case since,
under our assumptions, the first phase is not needed (as formalized in Theorem [)). In contrast to the
dual simplex, the primal simplex (or, simply, simplex) looks for a feasible basis in the first phase. As
a consequence, if iterations are required (according to our results in Section [3 this is case in which the
model checker fails to provide the optimal scheduler), then the primal simplex performs both phases.
However, both variants can be used and, as our experiments show, the starting basis obtained from the
scheduler is useful to save iterations. In the few cases in which PRISM did not provide the optimal
schedulers, the dual simplex required less iterations than the primal one; both of them perform far better
when starting from a basis corresponding to a near-optimal scheduler than when starting from the default
basis (see Section ).

2.3 Linear programming for Markov decision processes

Linear programming can be used to compute optimal probabilities for some of the states in the system.
The set of states whose maximum (minimum, resp.) probability is O is first calculated using graph-
based techniques [10, Sec. 4.1]. This qualitative calculation is often considered as a preprocessing
step before the proper quantitative model checking. Given a set of target states U, let S™*0 be the
set of states S such that max, Pry, (reach(U)) = 0. Similarly, let S™"° be the set of states such that
miny, Pr};! (reach(U)) = 0. When focusing on maximum probabilities, we write the set S\ (S™0 U U)
as S’ (called the set of maybe states), while for minimum probabilities S” is S\ (S™"OUU).

The maximum probabilities for s € S™*9 are 0 by definition of S™*°, For s € U the probabilities
are 1, since when starting from a state in U, the set U is reached in the initial state, regardless of the
scheduler. The minimum probabilities for sS™"? are 0 by definition of S™"°, and the probabilities for
s € U are again 1. Next we show how to obtain the probabilities for the states in S°, thus covering all the
states in the system.

In order to avoid order issues, we assume that the states are S” = s1, - - , s, and the transitions are:

T= st 5)

in such a way that if s; = state(i;), s; = state(i7) and i < ', then j < j/ (from Def. |1} recall that state(y;)
is the state in which y; is enabled). Roughly speaking, the transitions are ordered with respect to the states
in which they are enabled. From now on, we use this orderings consistently throughout the paper.
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In the following theorem, the matrix A| associated to a reachability problem max P}, (reach(U)) is
a m x (n+m) matrix whose last m columns form the identity matrix. We define of A; ; for the column
J<nas:A;j=u(s;) if s; # state(y;), or A; ; = W;(s;) — 1 if s; = state(y;). The vector b is defined as
bi = — Yscu Mi(s).-

Theorem 1. For all states s; € S°, the value maxy, Pry;" (reach(U)) is the value of the variable x; in an
optimal solution of the following LP problem:

n m
——

min (1,---,1,0,---,0)x 6
x>0.

Analogously, the value min,, Pry;" (reach(U)) is the value of the variable x; in an optimal solution of
the following LP problem.

n m
——
min —(1,---,1,0,---,0)x
A T — 7)
x>0.

(Note that, in the constraint, the matrix A is negated, while I is not.)

This theorem is just the well-known correspondence between reachability problems and LP prob-
lems [12],[10} Section 4.2], written in our LP setting.

The variables that multiply the columns in the identity matrix are called slack variables in the LP
literature. They are also the variables x, in the following notation.

Notation 1. From now on, we identify each column 1 < j < n of (A|I) with the state s, and each column
n < j < n+m with the transition [;. Each row i is identified with U;. In consequence, we write Ay s for
the elements of the matrix, and x; or xy, for the components of the solution X.

3 A method for exact solutions

Our method serves as a complement to a model checker being able to:

e calculate the set S’, and

e give a description of a scheduler, that the model checker considers optimal based on finite precision

calculations

We only require a weak “optimality” condition on the scheduler returned by the model checker, which we
refer to as apt: we say that a scheduler 7 is apt iff Pr},’ (reach(U)) > 0 for all s € S”. In order words, we
only require the scheduler to reach U for all states that can reach it (no matter with which probability). In
the case of minimum probabilities, every scheduler is apt, since if we have Pry; (reach(U)) = 0 for some
1, then s € S’ (by definition of S™"%). For the case of the maximum, the existence of an apt scheduler
follows from the definition of S’, the scheduler * in (1)) being a suitable witness.

Assumption 1. We assume that the model checker is able to provide an apt scheduler, in the sense that
our method is not guaranteed to return a value in case the scheduler is not apt.
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input : An MDP M and a set of states U
output: x such that x, = maxy Pry,! (reach(U))  (miny Pr}; (reach(U)), resp.) for all s € S’

1 // Use model checker to get the set S’ and a scheduler

2 (S’,n) + reach_analysis (M, U);

3 % < construct_problem (M, S?);

4 Bj < construct_basis (.Z, n);

5 start_simplex_solver (Z, By) ;

6 if the exact simplex solver finishes in one iteration then

7 return arg miny .%, obtained from the solver;

8 else if the solver performs several iterations then // N is not optimal

9 return arg ming ., obtained from the solver once it finishes;

10 // Or interrupt the solver and change the model checker parameters

11 else if the solver reports that the basis is singular then

12 // For the minimum, this case cannot happen

13 error 1) is not apt;

14 end

Algorithm 1: Method to get exact solutions

Our method is described in the Algorithm[I] The function construct_problem constructs the LP
problems @ and . Given 1, the basis By obtained by construct_basis is defined as

s € By, forallseS’ Xy € By <= n(state(u)) # 1 . (8)

Roughly speaking, the basis contains all states, and all the transitions that are not chosen by 1. Some-
times (particularly in the proof of Theorem |4)) we write Byy ; to make it clear that the basis belongs to
an MDp M'.

The rest of this section is devoted to prove the correctness of the algorithm, in the sense made precise
by the following theorem (which is proven later).

Theorem 2. If the algorithm returns a value, then the value corresponds to the output specification.
Moreover, if the scheduler 1 provided by the model checker is apt, then the matrix defined by is a
basis, and the algorithm returns optimum values from the LP solver. If the scheduler provided by the
model checker is optimum as in (1), then the basis in {8)) is both feasible and dual feasible.

Recall from Subsection that the simplex algorithm stops as soon as it finds a solution that is
feasible and dual feasible. Hence, the fact that an optimal scheduler yields a basic, feasible and dual
feasible solution causes the simplex solver to stop as soon as the feasibility checks are finished.

The rest of this section is devoted to prove Theorem [2| In our proofs we resort to the following
definitions and lemmata. The first definition uses indices as explained in Notation I}

Definition 4. Given a scheduler 1, we write the set of transitions complying with 7 (state(it)) = 1 as
Ty = {u',--- u"}, and we assume that this ordering respects the ordering in H We define C" to be
the n x n matrix whose elements are as Cg = p'(s;). Consider the matrix A in 1@ We define (A} 1) to
be the n x n submatrix of A comprising all the rows u € Ty, and the columns s for all s € S’

i

Lemma 2. The transitions ' € Ty, comply with state(u') = s; for all s; € S’. In consequence, 1 (s;) = u'.
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Proof. Note that since the order in Ty, respects the order in , we have that the sequence state(u'),---,
state((”) is a sequence of states s st s, with j; <. < j,. Since there are n states, and for each state
s we have exactly one transition u such that 1(s) = p, it must be s;, = s1,---,5j, = s,. This implies
state(u') = 5, = s; as desired. Using this equality and u’ € T, we have 1(s;) = n(state(u’)) = u'. O

Lemma 3. For all n, we have (Al n) =C" —I.

Proof. By definition of (A ] 1) and the definition of the matrix A in @ we have (A1) ;=Api,, =
1(s;) — Qi where Q; ; = 1 if state(uu) = s, or otherwise Q; ; = 0. By Lemma 2] we have state(u’) = s;
iff i = j. Hence Q; ; is the identity matrix and (Al n); ;= u'(s;) — L j = ij — I;, j, which completes the
proof. 0

The matrix (A ] 7n) happens to be very important in our proofs. We profit from the fact that it is
non-singular provided that 7 is apt.

Lemma 4. For all apt 1, the matrix (Al n) is non-singular.

Proof. Suppose, towards a contradiction, that there exists x # 0 such that (A| n)x = 0. Then, by
Lemma [3] we have (CT —I)x = 0, which implies C"x = x and hence (C)*x = x for all z > 0. We
arrive to a contradiction by showing that for all j there exists z such that

(€M) < max b . ©)

In particular, for ¢ = argmaxy |xy| this yields |((C)*x),| < |x,|, which contradicts (C")*x = x.

Now we prove @) Since 1 is apt, from every s; € S’ there exists a path p € Paths(s j,M) with
last(p) € U, such that all the states previous to last(p) are not in U. We prove that z can be taken to be
len(p). We proceed by induction on the length of p. If len(p) = 1, by Lemma 2] we have 1(s;) () =
1/ (u) > 0 for some u € U, and hence| Y52 p/(r) < 1. Taking z = 1 we obtain

(AP WOMES WHIMES W ORI e

teS? tes? teS?

which proves that we can take z = 1 = len(p). The last strict inequality holds only if maxy |xy| > 0,
which follows from x # 0.

If len(p) = [ + 1, there exists s, € S? such that u/ (s4) > 0 and ¢ reaches U in [ steps. The inductive
hypothesis holds for ¢, and hence |((C")'x),| < maxy |xy/|, from which we obtain:

(€M™ x) = lCcCx) < Y W O1CEN%)] + I (sg) [((€M)'x),]

t€S"\{sq}
= ¥ WOl Re)IE) RS Y womaxhl + a5 ()X,
1€5"\ {54} €8\ {s¢}
< Y ,uj(t)me,lx])cx/\ —|—uj(sq)mzllx\xsﬂgme/lx\xsl\
€87\ {5,} § § §

This finishes the proof of (9). Assuming that (A | 17)x = 0 for some x # 0, we derived (9), which
contradicts (C™)*x = x for all z > 0, thus finishing the proof. O

2The result for discounted MDPs does not use S as the analogous of this sum is always less than 1 due to the discounts
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Lemma 5. For all apt schedulers 1, the basis defined in ({§)) is non-singular.

Proof. We show that the equation By x = 0 holds only if x = 0. Note that the vector x has one component
for each column of the basis, that is, one component for each state in S’ (called x,), and one component
for each transition such that 1 (state(u)) # p (called x;). The matrix equation Byx = 0 corresponds to
m equations, one for each transition. If u € By, since t € By, for all 1 € S’, the equation corresponding to

U is

ZAHstxter.u :0. (10)
res’
If yu € By, the corresponding equation is
Y A =0. (11)
res’

(Note that the sum term x;, has disappeared. This corresponds to the fact that the column corresponding
to x, is not in the basis.) Since the transitions u ¢ By, are those such that n(state(i)) = u, the set of
equations is equivalent to (A ] n)s = 0, where s is the subvector of x having only the components
corresponding to states. In consequence, if B,x = 0 holds, then in particular (A 1)s = 0 and, since 7 is
apt, by Lemma@it must be s = 0, that is, x, = 0 for all € S”. Using this in we have x;, = 0 for all
U € By. We have proven x; = 0 for every component j of x, thus showing x = 0. O

Theorem 3. If a scheduler is optimal as in @) (or @), resp.) then the solution induced by the basis By
is feasible.

Proof. Let x be the solution induced by B, for some optimal 1. By Lemma (I} we need to prove x > 0.
We prove this inequality by showing that x; = Pr;" (reach(U)) > 0 for all s and x,, > 0 for all .

Since in By, the variables x,, € Ty are non basic, in the solution x" induced by B, we have x, =0
for all u € Ty. Then, using Lemma for our particular constraint matrix A|l, we obtain

5= X n6)0x + X)) (12)

teS? teU

This is equivalent to (A n)x = q for some vector q. By Lemma 4] there exists exactly one x satisfy-
ing . Let vy be Prjs‘j,n (reach(U)). A classic result for MDPs (see, for instance, [10, Section 4.2], [2|
Theorem 3.10]) states that, for an optimal scheduler 7, it holds

vl = max Y u(ev!+) p(r) (13)

/Jeen(s)[es? teU

and

n(s) € arg max Z u(t)v! + Z u(t) .

.ueen(s)tes? teU

for all states s. From the last two equations:

vl =) n(s)O)v! + Y nls)) -

teS? teU
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This is equivalent to (A | 7n)v"T = q as before. After we have seen that this equation has a unique
solution, and so x; = vi forall s € S”. By we have

x> Y u)x + Y p) (14)

1eS? telU

forall s € S”, u € en(s). Applying Lemmato our particular constraint matrix A|l, we have

Xy =Xy — Z w(t)x, — Z/.L(t) .

teS? teU

Hence, x;, > 0 for all u by . In conclusion, x; = v_? >0 forall s €S’ and xy > 0 forall u. Then, the
solution x induced by By, is feasible.
For the case of the minimum, the analogue of (13) is:

vl = min Y u(e)v+ Y u() (15)

”Een(s>[€5? teU

The fact that the equation (A | n)v"1 = q has a unique solution again yields x; = v'. For x, using the
constraint matrix —A|/ for the minimum and (15) we obtain

xu= %+ Y u0n+ Y p) = ¥ u) + ¥ ue)—x > 0.

1eS? telU telU reS?

O]

Theorem 4. Given an apt scheduler 1, the solution induced by the basis By is dual feasible. (For the
definition of dual feasible see Subsection[2.2])

Proof. First we find a matrix expression for B, ! Suppose we reorder the rows of By, so that the rows
corresponding to transitions in the basis occur first. The resulting matrix is

. Al ‘I(m—n)x(m—n) >
(Gt o

where A’ is a submatrix of By. We can write

B, = PBy (16)

where P is a permutation matrix. In order to find the inverse of B;1 we pose the following matrix equation:

< A ‘I(mfn)x(mfn) > < Al ‘A12 >

(Aln) | 0 Ay [ Ay
_ ( A'A + Ay ‘A/A12+A22 > - < mxn ‘ 0 >
= (A\LT])AU ‘ (Ain)AIZ =1= 0 ‘I(m—n)x(m—n)

These equations, suggest that we can take Aj; = 0, and hence Ay; = I. Moreover, it mustbe Aj; = (A
n)~! (which exists by Lemma [5) and hence Ay = —A’(A ] n)~!. The equation below can be easily
checked by verifying that B’n_lB;7 =1

N R N Y
Bn = < Jim=n)x(m=n) ‘ —A’(Ain)*l 17)
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Next, we use to show that the reduced costs depend only on the constraint coefficients of the
transitions chosen by the scheduler.

We consider first the case of the maximum. Recall that our constraint matrix is A|/ and the costs ¢y,
associated to the transitions variables are 0 for all i (see (6)). According to the definition of reduced cost
(see Subsection , to prove dual feasibility we need to show —¢5n Ballll > 0 for all u & By, where I,
is the column of the identity matrix corresponding to . From , we have B, 1— B’n*IP, and hence
our inequality is —¢8 B’n_lPIu > 0. Since P is a permutation matrix, we know that Pl is a column of

the identity matrix, say f;,). Given our costs in @ and given the definition of By, we have that cBn

n m—n

. ——
is the vector (1,---,1,0,---,0), and hence from
conclusion, we have proven

) we get BBt = (07" 117(A | n)~"). In

—cB1B Ty = — (07 1AL n) ) Ly (18)

and we must prove that this number is greater than or equal to O for all u & By,.

Whenever k(1) < m — n, the result holds since is 0.

In case k(1) > m — n, we prove the result using the fact that these values depend only on the transi-
tions chosen by 7. In fact, given the MDP M and the scheduler 1, if we write for the Markov chain
M | 1 (see Def.[3)), we obtain
—cBorna B(—A;mn I, = —1""Aln) ', (19)
for all 4 & B(yyyn)n- Note that for M | 1 there is no need to reorder (as there are no transitions in the
basis) and so t = k(). Given that all the transitions M | 1 are chosen by 1, the basis B(y1yn),n contains
all the states and no transitions. In this equation, I, can be any column of /"*" (again, due to the fact that
there are no transitions in the basis).

Suppose, towards a contradiction, that is less than O for some k(i) > m — n. This is equivalent
to —1P"(A | n)~! L)~ (m—n) < 0. By we have —17"(A | n)~! Iy < 0 for some y' in M | 7.
Then, the solution induced by the basis is not dual feasible for the problem associated to M | 1. As
there is at least one optimal basic and dual feasible solution (the one found by simplex method), there
exists an optimal solution x¢ such that the corresponding basis B¢ is not Byyn)y- Asin M | 1 there
exists only one basis containing all states (namely By 5 ), there exists s & B€. In consequence, we
have x§ = 0. Since x€ is optimal, by Theorem we obtain Pr;ﬂn (reach(U)) = 0, from which (3)) yields
Pr),! (reach(U)) = 0. This contradicts the fact that 7 is apt.

The proof for the case of the minimum is completely analogous: despite the differences in the con-
straints and the cost vector, the reduced costs in (18] are the same as before:

—PnBy = — (=0 1 (—(A L)) By = =0 (AL )Y g -
These values again coincide with the ones in a system having only the transitions chosen by 7. O

Proof (of Theorem[2)). If the algorithm returns a value, then it is argminy ., where . is the problem (6]
(or (7) for the minimum). Hence, by Theorem [I} the returned value coincides with the output speci-
fication. We have that if 7 is apt, then By, is a basis by Lemma E} As a consequence, the algorithm
never enters the branch in line (10} and so the result is returned. The termination in a single iteration
is a consequence of the fact that the solution corresponding to an optimal scheduler 1 is both feasible
(Theorem [3) and dual feasible (Theorem [4)). O
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4 Experimental results

Implementation. We implemented our method by extending the model checker PRISM [11]], using the
Lp library glpk [3]. We compiled glpk using the library for arbitrary precision gmp. We needed to
modify the code of glpk: although there is a solver function that uses exact arithmetic internally, this
function does not allow us to retrieve the exact value. Aside from these changes to glpk and some
additional code scattered around the PRISM code (in order to gather information about the scheduler),
the specific code for implementing our method is less than 300 lines long. With these modifications,
PRISM is able to print the numerator and the denominator of the probabilities calculated.

Our implementation works as follows: in the first step, we use the value iteration already imple-
mented in PRISM to calculate a candidate scheduler. In the next step, the LP problem is constructed by
iterating over each state: for each transition enabled, the corresponding probabilities are inserted in the
matrix. The basis is constructed along this process: when a transition is considered, the description of
the scheduler (implemented as an array) is queried about whether this transition is the one chosen by the
scheduler. Next we solve the LP problem. For the reasons explained in Subsection[2.2] in Algorithm I]
we use the dual simplex method, except when we compare it to the primal one. The reader familiar with
glpk might notice that the dual variant is not implemented under exact arithmetic on glpk: to overcome
this, instead of providing glpk with the original problem, we provided the dual problem and retrieved
the values of the dual variables (the dual problem is obtained by providing the transpose of the constraint
matrix and by negating the cost coefficients, and so it does not affect the running time).

The experiments were carried out on an Intel i7 @3.40Ghz with 8Gb RAM, running Windows 7.

Case studies. We studied three known models available from the PRISM benchmark suite [1]], where
the reader can look for matters not explained here (for instance, details about the parameters of each
model). For the parameters whose values are not specified here, we use the default values. In the IEEE
802.11 Wireless LAN model, two stations use a randomised exponential backoff rule to minimise the
likelihood of transmission collision. The parameter N is the number of maximum backoffs. We compute
the maximum probability that the backoff counters of both stations reach their maximum value. The
second model concerns the consensus algorithm for N processes of Aspnes & Herlihy [4], which uses
shared coins. We calculate the maximum probability that the protocol finishes without an agreement.
The parameter K is used to bound a shared counter. Our third case study is the IEEE 1394 FireWire
Root Contention Protocol (using the PRISM model which is based on [13]]). We calculate the minimum
probability that a leader is elected before a deadline of D time units.

Linear programming versus Algorithm [I} Table [T] allows us to compare (primal and dual) simplex
starting from a default basis, against Algorithm (1} which provides a starting basis from a candidate
scheduler. Aside from the construction of the MDP from the PRISM language description (which is
the same either using LP or Algorithm[I] and is thus disregarded in our comparisons), the steps in our
implementation are: (1) perform value iteration to obtain a candidate scheduler; (2) construct the LP
problem; (3) solve the problem in exact arithmetic in zero or more iterations (the latter is the case in
which the scheduler is not optimal). All these times are shown in Table[T] as well as its sum, expressed
in seconds. The experiments for LP were run with a time-out of one hour (represented with a dash).

Our method always outperforms the naive application of LP. The case with the lowest advantage is
Consensus (3,5), and still our method takes less than 1/6 of the time required by dual simplex.

With respect to the time devoted to exact arithmetic in Algorithm [I] in all cases the simplex under
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Time (seconds)
Lp without Alg.[1f Algorithm|1]
Model Para- 1 157 m Primal | Dua || aue [ LP Pual” 1 pogal
meters 1ter. constr. slmplex

Wlan 3 2529 96302 19.53 11.76 0.36 0.05 0.03 0.44
N) 4 5781 345000 110.32 61.83 2.30 0.21 0.06 2.57
5 12309 | 1295218 535.76 326.64 14.93 1.32 0.15 16.40
Consensus 33 3607 3968 251.74 35.32 2.93 0.04 0.15 3.12
(N, K) 34 4783 5216 488.84 64.00 6.47 0.06 0.58 7.11
35 5959 6464 1085.70 105.36 12.74 0.06 1.87 14.67
4,1 11450 12416 - 432.98 2.88 0.11 0.19 3.18
4,2 21690 22656 - 1951.91 20.41 0.23 0.37 21.01
43 31930 32896 - - 59.73 0.49 0.58 60.80
44 42170 43136 - - 134.62 0.64 0.78 136.04
4,5 52410 53376 - - 246.90 0.91 0.96 248.77
Firewire 200 1071 80980 4.50 2.65 0.28 0.04 0.01 0.33
(D) 300 23782 213805 - 1314.32 2.89 1.04 0.24 4.17
400 81943 434364 - - 11.05 8.74 0.88 20.67

Table 1: Comparison of primal and dual simplex starting from a default basis against Algorithm|T]

exact arithmetic takes a fraction of the time spent by the other operations of the algorithm (namely, to
perform value iteration and to construct the LP problem). In Consensus (3,5), the simplex algorithm
takes less than 1/6 of the time devoted to the other operations. In all other cases the ratio is even lower.

The greatest number found was 28821938103543398400, the denominator in the solution of Firewire
400. It needs 65 bits to be stored. The computations were performed using 32 bit libraries, and so the
exact arithmetic computations used around 3 words in the worst case (which is not really a challenge for
an arbitrary precision library). We can conclude that, even for systems with more than 10000 states (up
to 80000, in our experiments), the overhead introduced by exact arithmetic is manageable.

Suboptimal schedulers as suboptimal bases. Other than measuring whether the calculation is reason-
ably quick in case the scheduler from PRISM is optimal, a secondary measuring concerns how close is
the basis to an optimal one in case the scheduler provided by PRISM is not optimal.

Except in cases Consensus (3,-), simplex stopped after O iterations, thus indicating that PRISM was
able to find the optimal scheduler. For optimal schedulers there is no difference between using primal
or dual simplex in Algorithm (1| (we ran the experiments and the running time of the simplex variants
differed by at most 0.05 seconds).

The probabilities obtained in each step of the value iteration converge to those of an optimal sched-
uler. Given a threshold &, value iteration stops only after |x; — x| < € for all s, where x and X’ are the
vectors obtained in the last two iterations.

In Table [2] we compare the amount of iterations and the time spent by primal and dual simplex for
schedulers obtained using different thresholds. We considered only the cases Consensus (3,-), as in other
cases the scheduler returned by PRISM was optimum except for gross thresholds above 0.05, which are
rarely used in practice (the default &€ in PRISM is 10~°). In addition to the default value, we considered
representatives the value 107 (since 1078 already yields the exact solution for (3,3) in the dual case:
a value smaller than 10~7 would have yielded uninteresting numbers for this case) and the value 1076,
since in (3,5) the scheduler does not improve beyond such threshold. In fact, for 107!¢ the result is
the same as for 107323, and 1073%* is not a valid double. In Java, the type double corresponds to a
IEEE 754 64-bit floating point.

In consequence, we have one case (namely, Consensus (3,5)), where PRISM cannot find the worst-
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Primal Dual
Tterations Time (seconds) Iterations Time (seconds)
€(10™") 6 7 16 6 7 16 6 71 16 6 7 16
Consensus (3,3) 187 134 0 343 243 0.10 | 10 6 0] 0.19 | 0.15 | 0.10
Consensus (3,4) || 2497 | 6278 0 74.42 | 202.58 0.14 | 37 | 28 0] 063|051 |0.13
Consensus (3,5) || 4990 | 4340 | 1239 | 190.53 | 160.44 | 49.487 | 94 | 61 6 | 193 | 1.24 | 0.25

Table 2: Time spent when the starting basis is not optimal

case scheduler for any double threshold (and thus should be recoded to use another arithmetic primitives
to get exact results), while our method is able to calculate exact results using less than two seconds after
value iteration, as shown in Table

For Consensus (3,-) we see that dual simplex performs betters than primal simplex. Consensus (3,4)
shows that the primal simplex can behave worse when starting from By, than the dual simplex starting
from the default basis (compare with the corresponding row in Table[I]). Moreover, it can be the case that
it takes more time as the threshold decreases (note that, in contrast, in Consensus (3,5) the time decreases
with the threshold, as expected). This suggests that the dual variant should be preferred over the primal.

Comparing against Table |1} we see that, for each variant of the simplex method, starting from the
basis By, results in a quicker calculation than starting from the default basis.

5 Discussion and further work

Linear programming versus policy iteration. It is known that the dual simplex method applied for dis-
counted MDPs is just the same as policy iteration (for an introduction to this method see [[10]) seen from
a different perspective. Indeed, this has been used to obtain complexity bounds (see [14]). Theorems 3]
and 4] establish for undiscounted MDPs the same correspondence between basis and schedulers as known
for the discounted case, and as a consequence the dual simplex is policy iteration disguised, also in the
undiscounted case.

Even without considering the results in this paper at all, exact solutions can also be calculated by
implementing policy iteration with exact arithmetic as, in each iteration, the method calculates the prob-
abilities corresponding to a scheduler and checks whether they can be improved by another scheduler.
Roughly speaking, if the calculation and the check are performed using exact arithmetic, then the result
is also exact.

Despite this existing alternative, the correspondence between bases and schedulers we presented in
this paper allows to obtain an exact solution by using LP solvers, thus profiting from all the knowledge
concerning LP problems (and from existing implementations such as glpk).

Complexity. To the best of our knowledge, the precise complexity of the simplex method in our case is
unknown. There are recent results for the simplex applied to similar problems. For instance, in [14] it is
proven that simplex is strongly polynomial for discounted MDPs. Nevertheless, [9] shows an exponential
lower bound to calculate rewards in the undiscounted case. Unfortunately (or not, as there is still hope
that we can prove the time to be polynomial in our case), the construction used in [9]] cannot be carried
out easily to our setting, as some of the rewards in the construction are negative (and the equivalent to
the rewards in our setting are the sums Y,y U(?)).
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Further work. In the comparison of our method against LP, we considered only the simplex method, as
glpk only implements this method in exact arithmetic. The feasibility/applicability of other algorithms
to solve LP problems using exact arithmetic is yet to be studied.

The fact that the probabilities obtained are exact allows to prove additional facts about the system
under consideration. For instance, the exact values can be used in correctness certificates, or be the input
of automatic theorem provers, if they require exact values to prove some other properties of the system.
We plan to concentrate on these uses of exact probabilities.

Acknowledgements. The author is grateful to David Parker, Vojtech Forejt and Marta Kwiatkowska for
useful comments and proofreading.
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Measuring Progress of Probabilistic LTL Model Checking

Elise Cormie-Bowins* and Franck van Breugel
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4700 Keele Street, Toronto, ON, M3J 1P3, Canada

Recently, Zhang and Van Breugel introduced the notion of a progress measure for a probabilistic
model checker. Given a linear-time property ¢ and a description of the part of the system that
has already been checked, the progress measure returns a real number in the unit interval. The real
number captures how much progress the model checker has made towards verifying ¢. If the progress
is zero, no progress has been made. If it is one, the model checker is done. They showed that the
progress measure provides a lower bound for the measure of the set of execution paths that satisfy ¢.
They also presented an algorithm to compute the progress measure when ¢ is an invariant.

In this paper, we present an algorithm to compute the progress measure when ¢ is a formula of a
positive fragment of linear temporal logic. In this fragment, we can express invariants but also many
other interesting properties. The algorithm is exponential in the size of ¢ and polynomial in the size
of that part of the system that has already been checked. We also present an algorithm to compute a
lower bound for the progress measure in polynomial time.

1 Introduction

Due to the infamous state space explosion problem, model checking a property of source code that
contains randomization often fails. In many cases, the probabilistic model checker simply runs out of
memory without reporting any useful information. In [11]], Zhang and Van Breugel proposed a progress
measure for probabilistic model checkers. This measure captures the amount of progress the model
checker has made with its verification effort. Even if the model checker runs out of memory, the amount
of progress may provide useful information.

Our aim is to develop a theory that is applicable to probabilistic model checkers in general. Our
initial development has been guided by a probabilistic extension of the model checker Java PathFinder
(JPF) [9]. This model checker can check properties, expressed in linear temporal logic (LTL), of Java
code containing probabilistic choices.

We model the code under verification as a probabilistic transition system (PTS), and the systematic
search of the system by the model checker as the set of explored transitions of the PTS. We focus on
linear-time properties, in particular those expressed in LTL. The progress measure is defined in terms
of the set of explored transitions and the linear-time property under verification. The progress measure
returns a real number in the interval [0, 1]. The larger this number, the more progress the model checker
has made with its verification effort.

Zhang and Van Breugel showed that their progress measure provides a lower bound for the measure
of the set of execution paths that satisfy the linear-time property under verification. If, for example, the
progress is 0.9999, then the probability that we encounter a violation of the linear-time property when
we run the code is at most 0.0001. Hence, despite the fact the model checker may fail by running out
of memory, the verification effort may still be a success by providing an acceptable upper bound on the
probability of a violation of the property.
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The two main contributions of this paper are

1.

a characterization of the progress measure for a positive fragment of LTL. This fragment includes
invariants, and most examples found in, for example, [2, Section 5.1] can be expressed in this
fragment. This characterization forms the basis for an algorithm to compute the progress measure.

a polynomial time algorithm to compute a lower bound for the progress measure for the positive
fragment of LTL. The lower bound is tight for invariants, that is, this algorithm computes the
progress for invariants.

2 A Progress Measure

In this section, we review some of the key notions and results of [11]. We represent the system to be
verified by the probabilistic model checker as a probabilistic transition system.

Definition 1 A probabilistic transition system is a tuple (S,T,AP,sq,source, target, prob, label) consist-
ing of

a countable set S of states,

a countable set T of transitions,
a set AP of atomic propositions,
an initial state s,

a function source : T — §,

a function target : T — §,

a function prob : T — (0, 1], and

a function label : § — 24P

such that

so € S and

e foralls €S, Y{prob(t) | source(r) =s} = 1.

Example 2 The probabilistic transition system . depicted by

T~

2 52

has three states and six transitions. In this example, we use the indices of the source and target to name
the transitions. For example, the transition from sy to sp is named toy. Given this naming convention,
the functions source & and target » are defined in the obvious way. For example, source o (fy2) = so and
target » (to2) = s2. The function prob.y can be easily extracted from the above diagram. For example,
prob o (toz) = % All states are labelled with the atomic proposition a and the states s| and s, are also
labelled with the atomic proposition b. Hence, for example, label »(s3) = {a,b}.
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Instead of (S,T,AP, sy, source, target, prob, label) we usually write . and we denote, for example,
its set of states by S.». We model the potential executions of the system under verification as execution
paths of the PTS.

Definition 3 An execution path of a PTS . is an infinite sequence of transitions tit, . .. such that
o foralli>1,t;€ Ty,
e source . (f) = so.», and
e foralli> 1, target »(t;) = source »(t;11).

The set of all execution paths is denoted by Exec .

Example 4 Consider the PTS of Example [2| For this system, tpt2n®, to1t13t33%, and to1tiotatn® are
examples of execution paths.

To define the progress measure, we use a measurable space of execution paths. We assume that the
reader is familiar with the basics of measure theory as can be found in, for example, [3]. Recall that a
measurable space consists of a set, a o-algebra and a measure. In our case, the set is Exec ». The o-
algebra X & is generated from the basic cylinder sets defined below. We denote the set of finite prefixes
of execution paths in Exec » by pref(Exec ).

Definition 5 Let e € pref(Exec o). Its basic cylinder set B¢, is defined by
“, ={e €Execy |eisaprefixof e }.
The measure /1 is defined on a basic cylinder set B, by

‘Lly(Bf;“tn) _ H prob o (1;).

1<i<n

The measurable space (Exec»,X o, lL~) is a sequence space as defined, for example, in [5, Chapter 2].
The verification effort of the probabilistic model checker is represented by its search of the PTS. The
search is captured by the set of transitions that have been explored during the search.

Definition 6 A search of a PTS . is a finite subset of T«.

Example 7 Consider the PTS ofExample[Z] The sets 0, {to1 }, {102}, {to1,t02} and {to1,t02,t10,113, 122,133 }
are examples of searches.

A PTS is said to extend a search if the transitions of the search are part of the PTS. We will use this
notion in the definition of the progress measure.

Definition 8 The PTS .’ extends the search T of the PTS .7 if forallt € T,
e [ c Ty/,

® S0y = S0

source o (1) = source (1),

target o () = target » (1),
prob.y«(t) = prob.» (1),
label o (source (¢ )) = label o (source (1)), and
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e label o (target o/ (1)) = label o (target o (¢)).

Example 9 Consider the PTS of Example|2|and the search {to;,t0,}. The PTS
18 |
2 1
. / \ s{)
I /1
2 52

extends the search.

Since the PTSs we will consider in the remainder of this paper all extend a search T of a PTS ., we
write so instead of 59 to avoid clutter. PTSs that extend a particular search give rise to the same set of
execution paths if we restrict ourselves to those execution paths that only consist of transitions explored
during the search.

Proposition 10 If the PTS .#' extends the search T of the PTS ./, then
(a) T* Npref(Exec») = T*Npref(Exec o) and
(b) T® NExecy = T® NExec o

PTSs that extend a particular search also assign the same measure to basic cylinder sets of prefixes
of execution paths only consisting of transitions explored during the search.

Proposition 11 If the PTS .¥" extends the search T of the PTS ., then Wy (BS,) = Wy (BS,) for all
e € T* Npref(Execs).

The function label o~ assigns to each state the set of atomic propositions that hold in the state. This
function is extended to (prefixes of) execution paths as follows.

Definition 12 The function trace » : Exec » — (24F7)? is defined by
trace (111, ...) = label & (source (11 ))label » (source » (12)) . . .
The function trace & : pref(Exec o) — (24P7)* is defined by
trace »(t; . ..t,) = label » (source »(t1)) . ..label & (source ~ (t,) )label o (target »(t,))

Example 13 Consider the PTS .7 of Example

trace &~ (l‘()zl‘zzw) = {a}{a, b}w
tracetgo(t01t13t33‘°) = {a}{a,b}{a}“’
tracey(l‘()]tlol‘ozl‘zgw) = {a}{a,b}{a}{a,b}“’

For the definition of linear-time property and the satisfaction relation = we refer the reader to, for
example, [2, Section 3.2]. Based on these notions, we define when an execution path of a PTS satisfies a
linear-time property.

Definition 14 The satisfaction relation |=y is defined by

ey ¢ iftrace s (e) = ¢
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For PTSs that extend a particular search, those execution paths that only consist of transitions ex-
plored by the search satisfy the same linear-time properties.

Proposition 15 Let ¢ be a linear-time property. If the PTS .#" extends the search T of the PTS ., then
ey O iffe =9 ¢ forall e € T® NExec .

Proof Since .7’ extends T of ., trace o (e) = trace o (e) for all e € T® NExec . O

Next, we introduce the notion of a progress measure. Given a search of a PTS and a linear-time
property, it captures the amount of progress the search of the probabilistic model checker has made
towards verifying the linear-time property.

Definition 16 Let the PTS .7 extend the search T of PTS . and let ¢ be a linear-time property. The
set ,@ﬁp, (T) is defined by

t@ﬁ/)/(T') = U{Beyﬂ | e c T*/\Ve/ EBel . el ':<7)/ (P}

The set %";, (T) is the union of those basic cylinder sets B¢, the execution paths of which satisfy the
linear-time property ¢. Hence, B, does not contain any execution paths violating ¢. The set 93?;, (T)is
measurable, as shown in [11, Proposition 1]. Hence, the measure o assigns it a real number in the unit
interval. This number represents the “size” of the basic cylinder sets that do not contain any violations
of ¢. This number captures the amount of progress of the search T verifying ¢, provided that the PTS
under consideration is .’. However, we have no knowledge of the transitions other than the search.
Therefore, we consider all extensions .’ of T and consider the worst case in terms of progress.

Definition 17 The progress of the search T of the PTS . of the linear-time property ¢ is defined by

prog(T,9) = inf{ o (%&,(T)) | " extends T ofﬁﬁ}.

Example 18 Consider the PTS . of Example[2|and the linear temporal logic formulae Oa, $a, Ob and
Ob. In the table below, we present the progress of these properties for a number of searches.

search Oa | Ga | Ob | Ob
0 0 1 0 0
{to1} of 1] 5] 3
{to2} of 1] 5] 3
{to1, 102} 0 1] 1 1
{to1,13,133} HEIEIE
{to1,t10,113,133 } % 1 % %

In [11, Theorem 1], Zhang and Van Breugel prove the following key property of their progress
measure. They show that it is a lower bound for the probability that the linear-time property holds.

Theorem 19 Let T be a search of the PTS .7 and let ¢ be a linear-time property. Then

progs(T,9) < uy({e€Execy e =y @ }).

The setting in this paper is slightly different from the one in [[11]]. In this paper we assume that PTSs
do not have final states. This assumption can be made without loss of any generality: simply add a self
loop with probability one to each final state.
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3 Negation and Violations

In this section, we consider the relationship between making progress towards verifying a linear-time
property and finding a violation of its negation. First, we formalize that a search has not found a violation
of a linear-time property.

Definition 20 The search T of the PTS . has not found a violation of the linear-time property @ if there
exists a PTS ' which extends T of . such that e |= 1 ¢ for all e € Exec o1.

This definition is slightly stronger than the one given in [[11, Definition 7]. All results of [11] remain
valid for this stronger version. Next, we prove that if a search has made some progress towards verifying
a linear-time property —¢, then that search has also found a violation of ¢.

Proposition 21 Let T be a search of the PTS . and let ¢ be a linear-time property. If prog.o (T, —¢) >0
then T has found a violation of ¢.

Proof By the definition of prog, yy/(%;fp,(T)) > 0 for each PTS .’ which extends T of .. Hence,

,93;2 (T) # 0. Therefore, there exists e € T* such that B,, # 0 and Ve’ € B, : ¢’ = —¢. Hence, ¢’ [~ ¢
and ¢’ € Exec or. Therefore, T has found a violation of ¢. O

The reverse implication does not hold in general, as shown in the following example.

Example 22 Consider the PTS
1
2 1
VA
2

Assume that the state sq satisfies the atomic proposition a and the state s| does not. Consider the linear-
time property Oa and the search {tyo}. Note that too® = —Oa and, hence, {to0} has found a violation of
—Oa. Also note that prog.» ({too},0a) = 0.

We conjecture that the reverse implication does hold for safety properties (see, for example, [2,
Definition 3.22] for a formal definition of safety property). However, so far we have only been able to
prove it for invariants.

Proposition 23 If the search T of the PTS . has found a violation of the invariant ¢ then
progy/(T,—'(P) >0.

Proof For every PTS .’ that extends 7, e [~ Oa for some e € Exec . Hence, e = eyte; for some
e € T* Npref(Execyr) and ¢ € T such that a ¢ label g (source - (¢)). Therefore, for all ¢’ € B, we
have that ¢/ |= 5 —Oa and BY, # 0. Hence, L5/ (B",) > 0 and, therefore, prog (T, —Ca) > 0. O

4 A Positive Fragment of LTL

Next, we introduce a positive fragment of linear temporal logic (LTL). This fragment lacks negation. In
Section [5] we will show how to compute the progress measure for this fragment.

Definition 24 The logic LTL. is defined by

¢ ==true [false [a[@NP[OV O[O | 1% 92| 17 ¢

where a € AP.
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The grammar defining LTL, is the same as the grammar defining the logic PNF introduced in [2,
Definition 5.23], except that the grammar of LTL, does not contain —a. For each LTL formula, there
exists an equivalent PNF formula (see, for example, [2, Section 5.1.5]). Such a result, of course, does
not hold for LTL,.

A property of LTL, that is key for our development is presented next.

Proposition 25 For all LTL . formulae ¢ and ¢ € (24F)*, 60° |= ¢ iff Vp € (247)? : 6p = ¢.

Proof We prove two implications. Let ¢ be a LTL, formula and let o € (247)*. Assume that
Vp € (247)? : 6p = ¢. Since 0© € (247)?, we can immediately conclude that 60® = ¢.

The other implication is proved by structural induction on ¢. Let & € (247)*. We distinguish the follow-
ing cases.

In case ¢ = true, clearly Vp € (247)? : 6p |= ¢ and, hence, the property is satisfied.

In case ¢ = false, obviously 60® = ¢ is not satisfied and, therefore, the property holds.

Let ¢ = a. If 60 |= ¢, then |o| >0 and a € [0] and, hence, Vp € (247)? : op |= ¢.

Let ¢ = ¢; A ¢o. Assume that 60® = ¢. Then c0® = ¢; and 60® = ¢,. By induction,
Vp € (247)? . 6p |= @1 and Vp € (247)? : 6p |= ¢». Hence, Vp € (247)? : 6p = ¢.

The case ¢ = ¢ V ¢ is similar to the previous case.

For ()¢ we distinguish the following two cases. Assume |o| = 0. Suppose 60® = (O¢. Then
0®[1...] = 0® |= ¢. By induction, Vp € (247)?: p = ¢. Hence, Vp € (247)?: p = O9.

Assume |6| > 1. Suppose 60? = (O¢. Then (c0®)[1...] = o[1...]0° = ¢. By induction,
Vp € (24P)?: 5[1...]p = ¢. Since 6[1...]p = (op)][1...], we have that Vp € (247)? : 6p = O9.
Next, let ¢ = ¢y Z ¢,. Assume that 60® = ¢. Then there exists some j > 0 such that

(@) (00®)[i...] = ¢ forall0<i<jand

() (00°)]j .. |- 9o

We distinguish two cases. Suppose j < |o|. From (a) we can conclude that for all 0 < i< j,
(60?)[i...] = ofi...]J0° = ¢;. By induction, Vp € (247)? : 6]i...]p = ¢;. Since ofi...]p =
(op)[i...], we have that Vp € (247)?: (op)]i...] = ¢1. From (b) we can deduce that (60®)[j...] =
o[j...]0° |= ¢,. By induction, Vp € (247)? : 6[j...]p = ¢». Since 6[j...]p = (op)[j...], we have
that Vp € (247)?: (6p)[j...] = ¢». Combining the above, we get Vp € (247)? : op = 01 % ¢».
Suppose j > |o|. For 0 < i< |o|, the argument for (a) is the same as above. For |o| <i< j,
(a) simply says that 0® |= ¢;, which, by induction, implies that Vp € (247)® : p |= ¢;. Hence,
Vp € (247)?: (op)[i...] = ¢1 forall 0 < i< j. In this case, (b) means 0° |= ¢, which, by induction,
implies that Vp € (247)? : p |= ¢,. Hence, Vp € (247)?: (6p)[j...] = ¢2. Combining the above,
we obtain that Vp € (24%)? : 6p |= ¢ % ¢».

e Finally, we consider ¢; Z ¢,. According to [2, page 256], ¢ Z ¢, = —~(—¢1 % —¢;) and
(01 % §2) = (—92) W' (91 A =¢2). According to [2, page 2521, o1 # ¢ = (¢1 % ¢2) V D¢y
Hence, we can derive that ¢ Z ¢, = (92 Z (¢1 A ¢2)) V O¢,. Therefore, proving that the property
is satisfied by (¢, combined with the proofs for A, V and % above, suffices as proof for ¢ Z ¢;.
Thus, we consider (J¢. Suppose that 60® = ¢. Then (c0®)[j...] E ¢ for all j > 0. We dis-

tinguish two cases. For all 0 < j < |o|, we have that (60?)[j...] = o[j...]0° = ¢. By induction,
Vp € (247)? : 6[j...]p | ¢ and, hence, Vp € (247)?: (op)[j...] E 0.
For all j > |o|, we have that (60®)[j...] = 0® |= ¢. By induction, Vp € (2")? : p |= ¢ and,

therefore, Vp € (247)? : (op)[j...] = ¢. Combining the above, we get Vp € (24F)? : op = 0o.
]
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The above result does not hold for all LTL formulae, as shown in the following example.

Example 26 Consider the LTL formula —a. Note that this formula is not equivalent to any LTL. for-
mula. Let 6 = €. Obviously, 0° = —a, but it is not the case that Vp € (247)? : p = —a (just take a
p € (24P)® with a € p|0]).

5 An Algorithm to Compute Progress

To obtain an algorithm to compute the progress for the positive fragment of LTL, we present an alternative
characterization of the progress measure. This alternative characterization is cast in terms of a PTS built
from the search as follows. We start from the transitions of the search and their source and target states.
We add a sink state, which has a transition to itself with probability one and which does not satisfy
any atomic proposition. For each state which has not been fully explored yet, that is, the sum of the
probabilities of its outgoing transitions is less than one, we add a transition to the sink state with the
remaining probability. This PTS can be viewed as the minimal extension of the search (we will formalize
this in Proposition[34)). The PTS is defined as follows.

Definition 27 Let T be a search of the PTS .. The set S_; is defined by
ST, = {source»(t) |t € T }U{target»(¢) |t € T }U{so}.
For each s € S;,
out»(s) = Z{proby(t) |t € T Nsource (1) =s}.
The PTS .7 is defined by
e Sy = S; U{s.},
o Ty, =TU{t;|s€ST, Nouty(s)<1}U{r },
source #(t) ifteT
source o, (1) =< 8 ift =t
s1 ift=t,
target» (1) ift €T
S| ift=t, ort=t

target o, (t) = {

prob o (1) ifteT
proby, (t) = ¢ 1—outy(s) ift=t
1 ift=t,
0 ifs=s,
label »(s)  otherwise

label -, (5) = {

The above definition is very similar to [[11} Definition 10]. The main difference is that we do not have
final states.
Proposition 28 Let T be a search of the PTS .. Then the PTS S extends T.

Proof Follows immediately from the definition of .7. 0

Next, we will show that the PTS .7 is the minimal extension of the search T of the PTS .. More
precisely, we will prove that for any other extension .7’ of T we have that (s, (‘@?Vr) < Ugr (%?/,) To
prove this result, we introduce two new notions and some of their properties.
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Definition 29 Let T be a search of the PTS . and let ¢ be a linear-time property. The set Ed;,,(T) is
defined by
E%(T)={eeT*Npref(Execy) | Ve € B, ¢ =y ¢ ).

The set Eﬁ,, (T) is minimal among the E ,(T) where . extends T
T

Proposition 30 Let the PTS .’ extend the search T of the PTS . For any LTL. formula ¢,
ES, (T) C E%,(T).

Next, we restrict our attention to those elements of Eﬁ,(T) which are minimal with respect to the
prefix order.

Definition 31 Let T be a search of the PTS . and let ¢ be a linear-time property. The set ME?;,(T) is
defined by

ME®,(T) = {e € ES(T) | le| >0 =3 e BII ™ e/ 1L, 9}
Note that e € MEﬁ,(T) if and only if it belongs to E&(T) and none of its prefixes belong to Eﬁﬁ(T).
Proposition 32 Let the PTSs . and " extend the search T of the PTS . and let ¢ be a linear-time

property. Then )
U ng/ - U By/

ZeME®,,,(T) ecE,,(T)

Proof Since MEﬁ,,,(T) - Eﬁﬂ,,(T), we can conclude that the set on the left hand side is a subset of the
set on the right hand side. Next, we prove the other inclusion. We show that for each e € E@,,(T) there
exists € € ME&,,(T) such that B¢,, C B, by induction on the length of e. In the base case, |e| =0,
then e € Eq)/,,( ) implies e € ME?Q///(T) and, hence, we take € to be e. Let |e| > 0. We distinguish two
cases. If 3¢’ € Be[| A=l o =~ ¢ then we also take € to be e. Otherwise, e[|e| — 1] € Eﬁm(T). Obviously,
B, CB 5@?' 1 and, by induction, there exists a ¢ € MES’;/, (T) such that Biuf‘fu C B;,,. O

Proposition 33 Let the PTSs .’ and . extend the search T of the PTS ., and let ¢ be a linear-time
property. Iqu;,( ) C E(Q,/,( ) then

wor(({ Byl ee MES,(T)}) = Y, pon(BS). M
eeME®,,(T)
Proof We have that
ME®,(T) E%,(T) [by definition]

C
C Efpj(,,,, (T) [by assumption]
C pref(Execyn) [by definition]

Hence, for all e € ME?;,(T), we have that BS,, € X o». Since the set T is finite, the set T* is countable
and, hence, the set ME@,(T ) is countable as well. Since a o-algebra is closed under countable unions,
U{B%|ec ME? (T) } € £9n. Hence, the measure u o~ is defined on this set.

To conclude , it suffices to prove that for all ey, e; € MEd;ﬁ,(T) such that e; # e;, e is not a prefix

of ey, since this implies that B¢, and B, are disjoint. Towards a contradiction, assume that e is a
prefix of e>. Since Vel S B?,, : e’1 = ¢ and e is a prefix of e; and e; # e, it cannot be the case that

3e, € Bizp,‘eﬂ e ) = ¢. This contradicts the assumption that e, € ME‘PY,(T). O
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Now, we are ready to prove that the PTS .77 is the minimal extension of the search T of the PTS ..

Proposition 34 Let the PTS .7" extend the search T of the PTS . and let ¢ be a LTL . formula. Then

Wy (B, (T)) < o (5,(T)).
Proof

Wy (%Y, (T))
= 1wy (U(BY, lecEY, (1))
= Uy (U{B;T |e€ ME?UT(T) })  [Proposition 32]
= Z W (B,)  [Proposition 33]

eeMEf;T (T)
= Z Mo (B%)  [Proposition
eeMEﬁ/T (T)

= ,UY’(U{B,.E | ee ME‘;T (T)}) [Proposition[30]and[33]|

= .uy,(U{Bey, |e€ E?;;T (T)}) [Proposition[32]
‘uy/(U{B;, lecES,(T)}) [Proposition 30]

W (A,(T))

}
}

IN

The above proposition gives us an alternative characterization of the progress measure.

Theorem 35 Let T be a search of the PTS . and let ¢ be a LTL . formula. Then

prog (7.9) = Ly (%%, (T)).
Proof This is a direct consequence of the definition of the progress measure and Proposition [34] O

Hence, in order to compute prog.»(T,¢), it suffices to compute the measure of %&T (T). Next, we
will show that the latter is equal to the measure of the set of execution paths of .7 that satisfy ¢. The
proof consists of two parts. First, we prove the following inclusion.

Proposition 36 Let T be a search of the PTS . and let ¢ be a linear-time property. Then
B9, (T) C{ecExecy, ey 0}

Proof Let e € %&T(T). Then e € B, for some ¢’ € T* such that Ve” € B, : ¢” =5, ¢. Hence,
e ):yr ¢ O
The opposite inclusion does not hold in general, as shown in the following example.

Example 37 Consider the PTS .
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Consider the search {too}. Then the PTS .1 can be depicted by

1
2 1

520

€L
2

Assume that the state s satisfies the atomic proposition a. Hence, t©® =, Oa. By construction, the
state s | does not satisfy a. Therefore, 100® & Q@Eﬂ‘;.

However, we will show that the set {e¢ € Execo, | e =, ¢ } \%&T(T) has measure zero. In the
proof, we will use the following proposition.

Proposition 38 Let T be a search of the PTS . and let ¢ be a linear-time property. Assume that T has
not found a violation of ¢. Then for all e € T® NExecy,, e =4, ¢.

Proof Let e € T® NExec., . Since T has not found a violation of ¢, by definition there exists a PTS ./
that extends T of . such that ¢’ = ¢ for all ¢’ € Exec or. Then e € Exec o» N T® by Proposition b),
because .’ and .7 both extend T. Hence, e = ¢. Therefore, from Proposition 15| we can conclude
that e =g, ¢. O

Proposition 39 Let T be a search of the PTS ¥ and let ¢ be a LTL formula. If T has not found a
violation of ¢ then

Wy ({e € Execy, | e =y 0\ 8%, (T)) = 0.

Proof To avoid clutter, we denote the set { e € Exec.», | e =9 ¢ }\ Q%’fp% (T) by Z.

First, we show that Z C T®. Assume that e € Z. Towards a contradiction, suppose that ¢ ¢ T®. From
the construction of .7 we can deduce that e = €'t,¢ © for some ¢ € T*. Let trace #,(¢') = 0. Then
trace #, (¢) = o0®. Since e € Z, we have that e =y, ¢ and, hence, 60® = ¢. By Proposition
Vp € (2AP)? : 6p |= ¢. Hence, Ve” € BE;T ¢ =g, ¢. Since e € Bff/T, we have that e € %’?}T(T), which
contradicts our assumption that e € Z.

Next, we show that each state in {target s, (e) | e € pref(Z) } is transient. Roughly speaking, a state s
is transient if the probability of reaching s in one or more transitions when starting in s is strictly less
than one (see, for example, [1, Section 7.3] for a formal definition). It suffices to show that each state in
{target ~, (e) | e € pref(Z) } can reach the state s, since in that case the probability of reaching s, and,
hence, not returning to the state itself, is greater than zero.

Since T has not found a violation of ¢, we can conclude from Propositionthat el=y ¢ forallec T?.
Hence, from the construction of .7 we can deduce that if e [~ o, ¢ then e ¢ T® and, hence, e reaches s | .
Let e € pref(Z). Hence, there exists ¢’ € BS, such that ¢’ [~ ¢. Therefore, ¢’ reaches 5, and, hence,
target.#, (e) can reach s .

Since Z C T, the set { target », (e) | e € pref(Z) } is finite. According to [[I, page 223], the probability
of remaining in a finite set of transient states is zero. As a consequence, the probability of remaining in
the set { target o (e) | e € pref(Z) } is zero. Hence, we can conclude that 1. (Z) = 0. O

From the above, we can derive the following result.

Theorem 40 Let T be a search of the PTS . and let ¢ be a LTL . formula. If T has not found a violation
of ¢ then

Wy (B, (T)) = s ({e € Bxecs, | e vy 0)).
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Proof
W, (29, (T))

< uy({ecExecy, ey ¢}) [Proposition36land iy, is monotone]
= Uy (#°, (T)) + Lo ({e€Execy, |el=v ¢ }\ %’?;T (T)) [Proposition[36|and p , is additive]

ST
= W (% (T)) [Proposition

0
Combining Theorem [35]and 40 we obtain the following characterization of the progress measure.

Corollary 41 Let T be a search of the PTS . and let ¢ be a LTL, formula. If T has not found a
violation of ¢ then

progy(T,¢) = oy ({e € Execyy | e =5 0 }).
Proof Immediate consequence of Theorem [35|and O

How to compute 1. ({e € Execy, | e =, ¢ }) can be found, for example, in [4, Section 3.1].
Computing this measure is exponential in the size of ¢ and polynomial in the size of T'.

6 An Algorithm to Efficiently Compute a Lower Bound of Progress

The algorithm developed in the previous section to compute prog.(T,¢) is exponential in the size
of ¢. In this section, we trade precision for efficiency. We present an algorithm that does not com-
pute prog.~(T,¢), but only provides a lower bound in polynomial time. This lower bound is tight for
invariants. However, we also show an example in which the lower bound does not provide us any infor-
mation.

Next, we show that subsets of Exec » can be characterized as countable intersections of countable
unions of basic cylinder sets. For A C Exec» and n € N, we use A[n] to denote the set {e[n] |e € A},
where e[n] denotes the execution path e truncated at length n. We prove the characterization by showing
two inclusions. The first inclusion holds for arbitrary subsets of Exec o.

Proposition 42 For PTS .¥, let A C Exec ». Then

AC () U B%-

neNecAn]

Proof Let ¢’ € A. It suffices to show that

e e U B¢, (2)
ecAln]
for all n € N. Let n € N. To prove , it suffices to show that ¢’ € B¢, for some e € A[n]. Since ¢’ € A,

we have that ¢'[n] € A[n]. Because ¢'[n] is a prefix of ¢’ and ¢’ € Exec &, we have that ¢’ € Bf;"], which
concludes our proof. U

The reverse inclusion does not hold in general. In some of the proofs below we use some metric
topology. Those readers unfamiliar with metric topology are referred to, for example, [8]. To prove the
reverse inclusion, we use that the set is closed.
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Proposition 43 For PTS .¥, let A C Exec ». If A is closed then

N U B% CA.

neNeecAln]

Proof Let e’ € M,cyUecajn B Then €' € U,capy B, for all n € N. Hence, for each n € N there exists
a e, € Aln] such that ¢’ € BY,. Thus, for each n € N there exists a ¢}, € A such that ¢’ € Bi’,;["] and, hence,
el [n] is a prefix of ¢'.

We distinguish two cases. Assume that for some n € N, €/, [n] = ¢),. Then ¢}, is a prefix of ¢’. Since also
¢, ¢}, € Exec o, we can conclude that ¢’ = ¢),. Since ¢}, € A we have that ¢’ € A.

Otherwise, ¢}, [n] # €], for all n € N. Since also ¢}, [n] is a prefix of ¢/, we can conclude that €, [n] = €'[n].
Let the distance function d : (pref(Exec ) UExec o) x (pref(Exec ) UExec ) — [0, 1] be defined by
d(e1,e2) =inf{27" | e;[n] = e2[n] }. Then, d(e},,¢’) < 27", that is, the sequence (e),), converges to €.
Because all the elements of the sequence (¢),), are in A and A is closed, we can conclude that the limit ¢/
is in A as well (see, for example, [8, Proposition 3.7.15 and Lemma 7.2.2]). O

PTSs that extend a particular search assign the same measure to closed sets of execution paths con-
sisting only of explored transitions.

Proposition 44 Let the PTS .’ extend the search T of the PTS . and let A C T® NExecy. If A is
closed then Loy (A) = Lo (A).

Proof Obviously, for all e € T* and ¢ € T, we have B, D B?}. As a consequence, |J,c Aln] B¢, 2

Uecapns 1] B for all n € N. Furthermore, tLy (Ueeao BY) = v (B%,) = 1 and, hence, p.o(U,cajo) BY)
is finite. Since a measure is continuous (see, for example, [3, Theorem 2.1]), we can conclude from the

above that

wr | U B | =limps | U BS | 3)

neNecA[n] e€Aln]

Therefore,

Hy(A) = Wy ﬂ U B¢, [Proposition[42] and 3]

neNecA[n]

= limpy | |J BS | (@)

eN
" e€Aln]

= lirg E W (B ) [ameasure is countably additive]
ne
e€Aln]

= lim Y ] probs()

nEN Al 15i<n

— 1 o t; /
nlenl\ll Z H proby(t;) [ extends T of .7]
1..t,€An] 1<i<n

= Wy (A) [by symmetric argument].



Elise Cormie-Bowins and Franck van Breugel 45

Hence, the PTSs .7 and .7 assign the same measure to the closed set of those execution paths
consisting only of explored transitions.

Corollary 45 Let T be a search of the PTS .7. Then .o (T® NExec ) = W, (T® NExecy, ).

Proof Since the sets Exec» and T® are closed, their intersection is also closed (see, for example, [8|
Proposition 3.7.5]) and, hence, the result follows immediately from Proposition 4] and [T0|b). U

Now we can show that the measure of the set of execution paths consisting only of explored transi-
tions is a lower bound for the progress measure.

Theorem 46 Let T be a search of the PTS . and let ¢ be a LTL formula. If T has not found a violation
of ¢ then

W (TP NExecy, ) < progy (T, 9).

Proof

o (TP NExecy, )
< Uy ({e€Execy, |ef=y ¢}) [Proposition[3§]
= prog#(T,9) [Corollary

0

From the construction of .#7 we can conclude that py, (T® NExecy,) is the same as
W, ({ e € Execo, | e does not reach s, }), which is the same as 1 — (.o, ({ e € Exec g, | e reaches s }).
The latter can be computed in polynomial time using, for example, Gaussian elimination (see, for exam-
ple, [2, Section 10.1.1]). This algorithm has been implemented and incorporated into an extension of the
model checker JPF [10]. While JPF is model checking sequential Java code which contains probabilistic
choices, our extension also keeps track of the underlying PTS. The amount of memory needed to store
this PTS is in general only a small fraction of the total amount of memory needed. Once our extension of
JPF runs almost out of memory, it can usually free enough memory so that the progress can be computed
from the stored PTS.

As was shown in [[11, Theorem 4], the above bound is tight for invariants.

Proposition 47 If the search T of the PTS . has not found a violation of invariant ¢ then

Wy (T® NExecy, ) = progs (T, ).

In the example below, we present a search of a PTS for a LTL; formula of which the progress is one
whereas the bound is zero. In this case, the bound does not provide us any information.

Example 48 Consider the PTS
1

S0 41>S1[>

Assume that the state s| satisfies the atomic proposition a. Consider the linear-time property Oa and
the search {to1}. In this case, we have that progs ({tor},Oa) = 1 but s, ({to1}* NExecy, )=

[Jy/{[m}(@) =0.
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7 Conclusion

Our work is based on the paper by Zhang and Van Breugel [11]. The work by Pavese, Braberman and
Uchitel [6] is also related. They aim to measure the probability that a run of the system reaches a state
that has not been visited by the model checker. Also the work by Della Penna et al. [7] seems related.
They show how, given a Markov chain and an integer i, the probability of reaching a particular state s
within i transitions can be computed.

As we have seen, there seems to be a trade off between efficiency and accuracy when it comes to
computing progress. Our algorithm to compute prog«(T,9) is exponential in the size of the LTL
formula ¢ and polynomial in the size of the search 7. We even conjecture (and leave it to future work to
prove) that the problem of computing progress is PSPACE-hard. However, in general the size of the LTL
formula is small, whereas the size of the search is huge. Hence, we expect our algorithm to be useful.

Providing a lower bound for the progress measure can be done in polynomial time. As we have
shown, this bound is tight for invariants. Invariants form an important class of properties. Determining
the class of LTL formulae for which the bound is tight is another topic for further research.

The approach to handle the positive fragment of LTL seems not applicable to all of LTL. We believe
that a different approach is needed and leave this for future research.

Acknowledgments We thank the referees for their constructive feedback.
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We present a methodology for the automated verification of quantum protocols using MCMAS, a
symbolic model checker for multi-agent systems [[17]]. The method is based on the logical framework
developed by D’Hondt and Panangaden [10] for investigating epistemic and temporal properties, built
on the model for Distributed Measurement-based Quantum Computation (DMC) [9], an extension
of the Measurement Calculus [8] to distributed quantum systems. We describe the translation map
from DMC to interpreted systems, the typical formalism for reasoning about time and knowledge in
multi-agent systems [14]. Then, we introduce DMC2ISPL, a compiler into the input language of the
MCMAS model checker [[17]. We demonstrate the technique by verifying the Quantum Teleportation
Protocol, and discuss the performance of the tool.

1 Introduction

Quantum computing has gained prominence in the last decade due to theoretical advances as well as
applications to security, information processing, and simulation of quantum mechanical systems [19].
With this increase of activity, the need for validation of correctness of quantum algorithms has arisen.
Model checking has shown to be a promising verification technique [6]. However, tools and techniques
for model checking both temporal and epistemic properties of quantum systems have not been developed
yet. In this paper we aim to bridge this gap by introducing a methodology for the automated verification
of quantum protocols using MCMAS [[17], a symbolic model checker for multi-agent systems (MAS).

The fundamental question from an epistemic point of view is how to model a flow of quantum
information. Is it meaningful to talk about “quantum knowledge”? And if it is, how can we express this
concept? Several logics, which can be used for reasoning about knowledge in the context of distributed
quantum computation, have been recently suggested. One of the first attempts to our knowledge was based
on Quantum Message Passing Environments [[18]. A different approach, i.e. Quantum Dynamic-Epistemic
Logic [1,2,13], was developed to model the behaviour of quantum systems. A third account [7,[10, [11]] was
built on the Distributed Measurement-based Quantum Computation [9], which extends the Measurement
Calculus [8], a universal formal model for one-way quantum computations. Among all these accounts,
the logic based on Distributed Measurement-based Quantum Computation (DMC) has an underlying
operational semantics similar to the semantics of interpreted systems [14]. This feature makes it a
well-suited theoretical framework to be used with MCMAS.

In this paper we describe a translation from DMC to interpreted systems (IS). We also report on
a source-to-source compiler that performs the translation into the Interpreted Systems Programming
Language (ISPL), the modular input language of the MCMAS model checker. The compiler enables the
use of MCMAS to verify automatically temporal and epistemic properties of quantum protocols specified
in DMC. We verify the Quantum Teleportation protocol [S]] against the properties stated and informally
proved in [10], and show that one specification does not hold contrary to the paper’s claim.
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Related Work. Several approaches to model checking quantum systems have already appeared in the
literature. To our knowledge, the only dedicated verification tool for quantum protocols is the Quantum
Model Checker (QMC) [15]. The model checker supports specifications in quantum computational
temporal logic (QCTL), but quantum operators are restricted to the Clifford group, which is the normalizer
of the group of Pauli operators [19]]. Although it contains many common operators, quantum circuits that
involve only Clifford group operators are not universal. Such circuits can be simulated in polynomial time
on a classical computer; however, this leads to a loss of expressive power.

In the same research line [20] a theoretical framework to model check LTL properties using quantum
automata is proposed, and an algorithm for checking invariants of quantum systems is presented. Finally,
in [13]] the Quantum Key Distribution (QKD) protocol is verified against specific eavesdropping security
properties. The authors elaborate an ad hoc model of the protocol, that they analyse using PRISM [16].

However, we stress that none of these contributions explicitly deal with knowledge. So, these
approaches do not allow the verification of the temporal epistemic properties discussed in [[1O].

Structure. Organizationally, Section [2] gives an overview of the Distributed Measurement-based
Quantum Computation, Interpreted Systems, and Quantum Epistemic Logic. Section |3| presents a
methodology for translating a protocol specified in DMC into the corresponding IS. Section 4] describes
and evaluates an implementation of the formal methodology. Section [5]offers brief conclusions.

2 Preliminaries

We discuss only the issues directly related to the paper and refer the reader to the relevant references for an
in-depth coverage of these topics. We assume familiarity with the concepts of quantum computation [[19].

2.1 Distributed Measurement-based Quantum Computation

At the heart of the Measurement Calculus are measurement patterns [8]. A pattern 2 = (V,1,0,)
consists of a computation space V, which contains all qubits involved in the execution of &, a set I of
input qubits, a set O of output qubits, and a finite sequence .7’ of commands A, ... Ay, which are applied to
qubits in V' from right to left. The possible commands are the entanglement operator E,,, the measurement
My, and the corrections X, and Z,, where g and r represent the qubits on which these commands operate,
and o is a measurement angle in [0, 27].

An agent A [9], denoted as A(i,0) : 0.&, is characterised by its classical input i and output o, by a
set Q of qubits, and by a finite event sequence &, which consists of patterns and commands for classical
(c?x, cly) and quantum (qc?x, qc!g) communication. A network ./ of agents [9] is defined as a set
of concurrently acting agents, together with the global quantum state o, specifically 4" = A(i},0;) :
01.81 | .. | Ap(im,0m) : Q- || O, abbreviated as A = |; A;(i;,0;) : Q;.8; || 0. The configuration C
of a network .#” at a particular point in time is described by a set of agents, their classical local states, and
the quantum state o, formally C = o,I'j,a; | [2,a | ... | [}y, a,, abbreviated as C = o, |; I';, a;, where I';
represents the classical state of agent a;, which is defined as a partial mapping from classical variables to
values. The set € 4 contains all configurations that potentially occur during the execution of the network
N

Operational and denotational semantics for DMC are defined in [9]; however, here we are more
interested in its small-step semantics. The following small-step rules for configuration transitions describe
how the network evolves over time. If the quantum state does not change in an evaluation step, the writing
o F precedes the rule. Also, we use a shorthand notation for agents: a; = A; : 0;.&;, a,.E = A, : Q,.[6;.E],
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a9=A:0\¢q.&,anda™ = A : QWq.&[q/x], where E is some event.

o, Z(V,1,0,4)— o T’

1
o, A:IWR[8. P =) o/, TUI",A: OWR.E M
Io(y)=v @

ok (F],El].C?x ‘ Fz,az.c!y:> F][Xl—> v],al | Fz,az)
+q —q &)

ot (I',a1.qc?x | Iy,a0.qclg=T"1,a;? | I2,a,7)

L—) R

A “

L= ,R|L

The first rule refers to local operations. Since a pattern’s big-step semantics is given by a probabilistic
transition system, described by —, a probability A is introduced here. Also, an agent changes its sort
depending on the pattern’s output O. The next two rules are for the classical and the quantum rendez-
vous. For the quantum rendez-vous a substitution ¢ for x in the event sequence of the receiving agent is
performed and agents need to update their qubit sorts. (4) is a metarule, which is required to express that
any of the other rules may fire in the context of a larger system.

2.2 Interpreted Systems and MCMAS

Interpreted systems [14]] are the typical formalism for reasoning about time and knowledge in multi-agent
systems. In IS each agent i from a non-empty set Ag of agents is modelled by a set of local states L;, a
set of actions Act; that she may perform according to her protocol function 7;, and an evolution function
t;. A special agent E, representing the environment in which the other agents operate, is also described
by a set of local states Lg, a set of actions Actg, a protocol Pg, and an evolution function #g. For every
Jj € AgU{E}, the protocol P; is defined as a function P; : L; — 24 assigning a set of actions to a given
local state. Intuitively, o; € P;(l;) means that action ¢; is enabled in /;. The evolution function ¢; is
a transition function returning the target local state given the current local state and the set of actions
performed by all agents, formally #; : L; x Act; X --- X Act,, X Actg — L; under the constraint ¢¢; € P;(l;).
Agents evolve simultaneously in every state of the system according to the joint transition function ¢.

The set Act of joint actions is defined as the Cartesian product of all agents’ actions, formally
Act = Acty X --- X Act,, X Actg. The Cartesian product S = L; X --- X L, x Lg of the agents’ local states
is the set of all global states of the system. The local state of agent i in the global state g € S is denoted
as [;(g). The description of an interpreted system is concluded by including a set of atomic propositions
AP = {pi,p2,...} and an evaluation relation V C AP x S. Formally, an interpreted system is defined as a
tuple IS = ((Li,ACli,Pi,l,’)ieAg, (LE,ACIE,PE,IE),V> .

Interpreted systems can be used to interpret CTLK, a logic combining the branching-time temporal

logic CTL with epistemic modalities. The formal language . is built from propositional atoms p € AP
and agents i € Ag as follows:

pu=p|-@|oVe|EXQ|EGe |E@UV |K;

The formulae in .Z have the following intuitive meaning. EX @: there is a path where ¢ holds in the next
state; EG@: there is a path where ¢ always holds; E@U y: there is a path where ¢ holds at least until at
some state ¥ holds; K;¢: agent i knows ¢. The other standard CTL formulae, e.g., AF ¢: for all paths
¢ eventually holds, can be derived from the above. The formal definition of satisfaction in interpreted
systems follows.
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In an interpreted system .# the evolution function ¢ determines a transition relation — on states such
that s = s iff there is a joint action o € Acr such that (s, o) = s'. A path 7 is an infinite sequence of

states s Ay 1 EA Further, ©"* denotes the n-th state in the sequence, i.e, s,. Finally, for each agent
i € Ag, we introduce the epistemic equivalence relation ~:7 such that s ~% s iff I;(s) = L;(s").
Given the IS ./, a state s, and a formula ¢ € .Z, the satisfaction relation F is defined as follows:
(A ,$)Ep iff V(p,s)
(A ,5) E—¢ iff (A ,s)7 ¢
(A, s)EQV Y iff (M, s)FEor(A,s)E¢
(M ,s)FEX¢ iff thereisapath 7 such that 7° =s, and (.Z,7') F ¢
(M ,s)EEG¢ iff thereis apath 7 such that 7° =5, and foralln € N, (.#, ") F ¢
(M ,s)E EQU@' iff there is a path 7 such that 7° = s, for some n € N, (., ") E ¢',
and for all ’, 0 < ' < n implies (.#,7") E ¢
Ms)EKo iff foralls' €S, s~ s implies (4 ,s') F ¢

A formula ¢ € L istrueinanIS .#,or 4 E ¢,iff foralls € S, (A ,s) F ¢.

In [[17] the authors present a methodology for the verification of IS based on model checking [6] via
ordered binary decision diagrams. These verification techniques have been implemented in the MCMAS
model checker. The input to the model checker is given as an ISPL program, which is essentially a
machine readable IS.

2.3 Quantum Epistemic Logic

A formal framework for reasoning about temporal and epistemic properties of distributed quantum systems
was developed in [[10] on top of DMC. The authors argue that quantum knowledge is not a meaningful
concept, but it is of interest to reason about classical knowledge pertaining to a quantum system. In this
sense, the quantum information possessed by an agent concerns the qubits she owns, the local operations
she applies to these qubits, the non-local entanglement she shares initially, and possibly prior knowledge
of her local quantum inputs. All this information is contained in her local state I'; and her event sequence
&;. Given a network .4, the epistemic accessibility relation N;A/ for an agent A; is defined in [10] as
follows: for all configurations C = o,|; I';,A; : 0;.&; and C' = o/, |; T},A; : 0.8 in € 4, C and C’ are
indistinguishable to agent A;, written as C N;-/V C',if I =TI} and &; = &;. The semantics for the modal
operator K; for the knowledge of agent A; is then defined in the usual way: (C,.4") E K;@ iff for all C’,
C' ~;¥ C implies (C', ) F ¢.

We now give the truth conditions for all formulae in . in a network .#".The set of atomic propositions
AP = {x=vx=y,A;has q,q1...q, = |V¥),q;i = q;} is considered in [7]. In a configuration C of a
network .4 the truth conditions for these atomic propositions are given as follows:
(C,HN)Ex=v iff there is an agent i such that I';(x) =v
(C,HN)Ex=Yy iff there are agents i, j such that I';(x) = T';(y)
(C,/)E A;has g iff g€ Q;
(C,A)VEq...qn=|W)if q1...q0=|Y)
(C, N)Eqi=q; iff there is |y) such that |y) = ¢; = g;

In networks the small-step rules given in Section determine a transition relation < such that
C s ' iff there is a rule that applied to C returns C'. A path v is an infinite sequence of configurations
Co L C i) .... Further, ¥* denotes the n-th state in the sequence, i.e, C,,. Finally, for each agent A;
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in the network, we introduce the epistemic equivalence relation N‘I-JV such that C N;A/ C'iffT; =T and
&=6].

Given the network .4, a configuration C, and a formula ¢ € %, the satisfaction relation F is defined
as follows:

(C,HN)EDP iff C satisfies the corresponding condition above for atomic p € AP

(C,V)E—¢ iff (C,/)HEo

(C,HNYEPVY iff (C,.N)EPor (C,N)E ¢

(C,/)EEX¢ iff thereisa path ysuch that Y =C, and (y!,. /) F ¢

(C,./)EEG¢ iff thereisa pathysuchthat " =C, and foralln € N, (y",. /) F ¢

(C,/)EEQU¢' iff there is a path y such that Y° = C, for some n € N, (y*,.4) E ¢’,
and for all n/, 0 < n/ < n implies (y*, A4 ) E ¢

(C, N)EK$  iff forallC' € .4, C~;" C implies (C',.N)E ¢

A formula ¢ € % is true in a network .4, or .4 E @, iff for all configurations C, (C,.4") E ¢.

2.4 Quantum Teleportation Protocol

The goal of the Quantum Teleportation Protocol (QTP) is to transmit a qubit from one party to another
with the aid of an entangled pair of qubits and classical resources. For reasons of space we refer to [3] for
a detailed presentation of QTP. The DMC specification of the protocol is given in [9] as:

Norp = A {1,2}.[(clsas1). MUY Ep] | B : {3}.[X2Z% (c2x0x1)] || Ens.

The informal reading is as follows: Alice A and Bob B share the entangled pair E»3 of qubits 2 and 3, and

Alice wants to transmit the input qubit 1. In the first step, she entangles (E;») her qubits 1 and 2. Then she
measures (M?ﬁo) both of them. Next, she sends via classical communication (c!sps;) the measurement
outcomes to Bob. Upon receipt (c?x,x1), Bob applies corrections (X32Z3') to his qubit 3 depending on
these measurements. The result is that Bob’s qubit 3 is guaranteed to be in the same state as Alice’s input
qubit 1.

3 Formal Mapping

In this section we present a methodology for translating a protocol specified in DMC into the corresponding
IS. Formally, we define a mapping f : DMC — IS, such that f preserves satisfaction of formulae in the
specification language .. First, we describe the translation of the global quantum state and classical
states of agents. Then we cover the rules in DMC. Finally, we show that f is sound.

3.1 Classical States of Agents and Global Quantum State

Given a network .4~ we introduce an agent i € Ag for each agent A,(i;,0;) : Q;.&; in .4, as well as the
Environment agent E. We take a local state /; € L; of agent i to be a tuple of vector variables (X, ¥, 5,4, pc)
defined as follows:

e Each classical input bit in i; is mapped to a variable y € /; in the domain {0, 1}.

e A bit received from an agent via the classical receive event ¢?x in the event sequence &; is mapped
to a variable x € /; in the domain {0, 1, L}, where L denotes the undefined value before communi-
cation.
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A variable s € [;, called signal, represents the outcome of a measurement event M, ;‘ in the event
sequence &;, where ¢ is the measured qubit and ¢ is a measurement angle. A signal can attain
values {0, 1, L}, where L denotes the undefined value of the signal before the agent executes the
measurement.

A variable g € [; in the domain {0, 1,2} represents the ownership relation between agent A; and
qubit g with the following meaning: if A; is not in possession of ¢, i.e., ¢ ¢ Q;, then we take ¢ = 0.
If A; owns the qubit ¢, i.e., g € Q;, then ¢ = 1 or ¢ = 2. The former value represents that A; does
not know the exact state of the qubit, the latter value represents that she knows it. We assume
that the agent knows the state of the qubit once she measures it or prepares it in a specific state.
This is motivated as there is classical information involved in both cases. However, the agent loses
this knowledge when she sends the qubit to another agent, as it is no longer in her possession, or
entangles it with another qubit. Note that correction commands preserve knowledge because they
are deterministic actions that neither entangle nor separate qubits.

pc € [; is a counter for the events in the event sequence &; executed by agent A;.

Example 1. Consider the specification of QTP in DMC as given in Section The local state
of Alice is described by the tuple Iy = (s1,52,91,92,93,pc), and similarly the local state of Bob is
Ig = (x1,%2,91,92,93, pc). In the initial state Alice owns the input qubits g; and ¢, in the entangled pair,
while Bob owns the qubit g3, and neither of them knows anything about their qubits. Alice has not yet
measured any qubit nor has she sent anything to Bob. The program counters of both agents point to the
first event in their event sequences. All this is captured in variable assignments (L, 1, 1,1,0,1) for Alice
and (L, 1,0,0,1,1) for Bob.

A local state I € Lg of the Environment represents the quantum state ¢ of the network. /g is a tuple
of vector variables (¢,¢, €, gc) defined as follows:

We divide the global quantum state at any given time into the smallest possible substates - individual
qubits and/or systems of entangled qubits - such that these are in pure states, i.e., they can be
represented as a vector in a Hilbert space. We generate the reachable quantum state space of the
network using the small-step rules for patterns and enumerate all such encountered substates. Thus,
every reachable substate has an associated name gs,, n € N.

For every qubit ¢ € .4 we introduce a variable ¢ € [g. The domain of g is the set of names of
quantum states that ¢ may attain in any run of the protocol, together with the value | indicating
that the qubit is not in a pure state but entangled with other qubits.

Similarly, for every system of entangled qubits we introduce a variable e € /. The domain of e is
the set of names of quantum states that the system may attain, together with the value L indicating
that either the system is not in a pure state or its qubits are not entangled.

Each variable g and e is assigned a name if only if they are pure and cannot be further separated.
Otherwise, they are assigned the value L. The global state o is then the tensor product of these
substates.

In addition, we make use of an auxiliary variable ¢’ for each qubit ¢ € .4 recording the name of its
initial state, and introduce the global counter gc € [g that increases with every action in the network.
This is used to track the global time and to enumerate the configurations in % 4 according to their
occurrence in the path.
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Action | Qubit/Entangled System State Name
.. q1 [a,b]T qs1
Initiall
Y ex L1 -1 g5
E12 €123 %[ma,a,fa,b,b,fb,b]T qs3
" sV2,v2)" qsa
o 1v2,—v2)" ass

%[a—l—b,a—&—b,a—b,—a—&—b]T qse

€2 z[a—b,a—b,a—kb,—a—b]T qs7
- IV2,v2)" qss
V2, —V2)” gss
b|* s
MO [av gs1
2 [av 7b]T qss
q3 T
[bva] qs9
[_bva]T qs10
X273 e [a,b]T qs1

Table 1: Enumeration of quantum substates in the evolution of QTP.

Example 2. The global quantum state of QTP is represented in the local state of the Environment
E as the tuple Iz = (q1,92,93, 9}, 95, 45, €23, €123, gc). The initial state of the input qubit g, is [a,b]”, for
a,b € C. We assume that it is not equal to states [1,0]7 and [0, 1] of the standard basis, nor to states
%[ﬂ, \@]T and %[ﬂ, —ﬁ]T of the measurement basis. In these cases there are fewer states, but the
procedure is analogous. Table[I|shows the enumeration of substates occurring in all possible runs of the
network, as Alice and Bob execute quantum commands according to QTP. For instance, the initial state
of the network is (gsy, L, L,gsy, L, L,gs2, L, 1). Note that only the input qubit ¢; and the system of two
entangled qubit ey3 have assigned named states. This is because the individual qubits ¢, and g3 are not in
a pure state and the system of all three qubit e;,3 can be further separated. Indeed, the whole quantum
state can be expressed as the tensor product [a,b]” ® %[1, 1,1,—1]7, or by using names gs; ® gs».

3.2 Transition Rules

Events in the event sequence &; of agent A; are mapped into actions in Act;. Actions are executed according
to a protocol function P, and their effects are described by evolution functions #; and ¢z depending on
whether the classical state of agent A; changes, or the quantum state ¢ of the system changes, or both.
Before introducing the mapping for events, note that DMC is a probabilistic calculus, whereas IS have a
Boolean semantics. We deal with this issue by allowing all admissible transitions, abstracting away from
the probability distribution. As a result, we lose the ability to reason about the probability of reaching a
state. However, this is not an issue for us as we need to reason about non-probabilistic properties only as
the choice of the language . demonstrates.

Note also that the execution of a pattern & in DMC occurs in a single transition step and depends
on the big-step semantics of the pattern (see Rule [I). However, we handle transitions at the level of
individual commands of &, and so the execution depends on the small-step semantics of patterns and
may span across several time steps. This leads to a finely grained state space. In the rest of this section we
present the actions, the protocols, and the evolution functions associated with the classical and quantum
communication and the quantum commands presented in Section [2.1

Classical rendez-vous. Assume that agent A; sends the value of y to agent A; who stores it in x,
specified in DMC as I';,A; : Q;.cly and I'j,A; : Q;.c?x, and that this is the vth (resp. wth) event in &;
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(resp. &;). We translate this by considering the actions snd_j_yo and snd_j_y; in the set Act; of actions for
agent i, and action rcv_i_x in Act;. The protocol functions are:

P(l;) ={snd_jyo},if pc=vAy=0,
B(li) ={snd_jy1},if pc=vAy=1,
Pi(l;) = {rev_ixy, if pc=w.

The configuration transition, described by Rule[2] is translated into the following evolution functions for
the agents i and j:

ti(li,Acti,Actj) = pc— pc+ 1, if (Act; = snd_j_yo V Act; = snd_j_y1) NActj = rev_i x,
ti(lj,Actj,Actj) = pc — pc+ 1 Ax 0, if Act; = snd_j_yo NAct; = rev_ix,
tj(lj,Actj,Actj) = pc — pc+ 1 Ax— 1,if Act; = snd_j_y1 NActj = rev_ix.

The rationale behind the above equations is that when agents perform paired send/receive actions at
the same time step, their program counters are incremented, and variable x of agent A is assigned the
transmitted value.

Quantum communication. Assume that agent A; sends a qubit g € Q; to agent A ;, described as
I',A;: Qi.qclgandI';,A; : Q;.qc?q, and that this is the vth (resp. wth) event in &; (resp. &£7). We introduce
actions gsnd_j_q and grcv_i_q in Act; and Actj respectively. The protocol functions are:

P,(l;) = {gsnd_j-q}, if pc = v,
P;(l;) = {qrev-iq}, if pc = w.

Rule defines the configuration transition in terms of sets of qubits Q; and Q;. When A, sends the qubit
g, it is removed from her set, and when A ; receives g, it is added to her set. This is translated into IS by
the evolution functions:

ti(l;,Act;,Actj) = pc— pc+1Nq— 0, if Act; = gsnd_j_q NAct; = grev_ig,
tj(lj,Actj,Actj) = pc— pc+1Nq— 1,if Act; = gsnd_j_q NActj = qrev_ig.

This means that when both agents concurrently execute the respective quantum communication events,
their local program counters are incremented, and the ownership of the qubit changes, i.e., A; is no longer
in possession of g while A ; owns it but does not know its state.

Corrections. The events X and Z} differ only in their matrix representations, so we describe them
together. Assume that agent A; executes the Pauli operator X or the Pauli operator Z on a qubit g at step
v of &; if signal s = 1, otherwise she skips the event. This scenario has the following DMC description:
I'i,Ai 1 qUR.Uy, with Uj € {X;, Zf]}. We introduce actions x_q and z_g in Act;, and since the agent applies
the event conditionally, we also include the action skip. In the rest of the description we refer to both
actions x_q and z_q as u_q. The protocol function is then given as:

P(l;) = {skip} if pc=vAs=0;
P(l;) ={ug} if pc=vAs=1

For example, we have the following ground protocol function for Bob in QTP:

Pg(lp) = {skip},if pc=3Ax; =0; Pg(lg) = {skip}, if pc =4 Axy =0;
Pg(lg) ={z-g3}, if pc=3Ax = 1; Pp(lg) ={x_g3},if pc =4 Ax; = 1.
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Us  sp o
The small-step semantics for corrections is defined as o, I; — U o,I';. Assume that the qubit ¢ is in
system e, which again may be just ¢ or some entangled system. The local state of the agent A; changes
only through the pc increment. We define the evolution functions as:

te(lg,Act;) = gc — gc+ 1 Ne > gsy, if e = gsy NAct; = u_q;
ti(li,Act;) = pc v+ pc+ 1, if Act; = u_q \V Act; = skip;

where gs, (resp. gsy) is the name of the state before (resp. after) the execution. The ground evolution

function of E in QTP with respect to Bob’s corrections X3°Z3' is given as the following equations
corresponding to measurement outcomes x1xp — 10, x1xp — 01, and x;x; — 11 respectively. Note that in
the last case Bob executes both actions z_g3 and x_qg3 sequentially, while in the first two cases he executes
only one of them and skips the other.

t(lg,Actg) = gc— gc+ 1 Ags — gs1, if g3 = gsg ANActg = 7.g3;
tg(lp,Actg) = gc— gc+ 1 A g3 — gsi, if g3 = gs9 ANActg = x_q3;
te(lg,Actg) = gc— gc+ 1L Ags — gso, if g3 = gs10 NActg = 7_g3.

Entanglement. Assume that agent A; applies at step v of &; the entanglement operator E,, on qubits g
and r. The DMC definition of the agent in this case is I';,A; : ¢, r W R;.E,,. Since this event is independent
of signals, we add only one corresponding action enf_q_r to Act; and define the following protocol function:

Eqr
P,(I;) = {ent_q_r}, if pc = v. The small-step rule for entanglement is given as &,I; — CquG,F i, where
CZq, is the controlled-Z operator realising the entanglement. Since we divide the global state o into its
smallest pure substates, we have two possible situations. In the first case g € ¢’ and r € ¢, where ¢’ and

¢” are isolated qubits, distinct entangled systems, or combination of both. The resulting entangled system
e is the union of the two systems ¢’ and ¢”, and we define the evolution function of the Environment E as:

te(lg,Act)) = gcrs gc+1Ners gs, Nl — LA — L ife =qeyNe’ = qcy NAct; = ent_q.r,

where gsy, gsy, and gs; are the names of the quantum states in which the systems ¢’, ¢” are during the
execution of the event, and e after the execution. For instance, the ground evolution function in QTP for
Alice’s entanglement E1 is:

t(lp,Acta) = gergetlAes—gssNgr— LAexn L,
if g1 = gc1 Nexs = qear NActy = ent_q1_q3.

Note that there may be many possible combinations of various states for ¢’ and ¢”, and we have to define
the evolution function for all of them. In the second case the qubits ¢ and r are part of the same system e
and we simply have the evolution function:

te(lg,Acti) = gc— gc+1Ne— gsy, if e = gsy NAct; = ent _q_r;

where gs, (resp. gsy) is the name of the state before (resp. after) the execution. In both cases the local
state of agent A; is updated as follows:

ti(li,Act;) = pc— pc+ 1 Ag— 1 Ar— 1, if Act; = ent q_r.

This equation states that the counter of A; is incremented and the agent loses any knowledge about the
state of g and r she might have had, since neither qubit is in a pure state anymore.

Measurement. This is a complex event modifying the quantum state of the network as well as the
local states of agents. Suppose that agent A; in step v of &; measures her qubit g in the {|+¢) ,|—¢)} basis,
specified in DMC as [}, A,; : qLJrJR,-.’[M;‘]S, where s and ¢ are signals. A measurement is a stochastic event
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00 Actions m-q-—+q, M-g-—g
Protocol P(li(g)) ={mq-+q,m-q—q},if pc=v
ACtiOnS m-gq-So- +O€7m —-4-50-—a>, M_g_S] +Ol’m -q4-51-—
s0 Protocol P(li(g)) = {m_g-so-+a,m-q-so-—a . 1fpcfv/\sf0
P(li(g)) = {m-g-s1-+a,m-g-s1-—qa},if pc=vAs=1
Actions m-qty-—+o, m-qto-—q, Mqt] +o, Mgt _—q
0t Protocol P(li(g)) = {mqgto+o,mqto-—qu}, ?f pc=vAt=0
P(li(g)) = {m-gti Aa,mq-ti—q},if pc=vAt =1
Actions m-q-so-to-+a, Mm-q-S0-fo-—qa, M-q-So-t1-+o, M-q-50-t1-—q,
m-q-s1to-+a, m-q-S1-1o-—q, M-q-S1 11 -+q, M-g-S1 -t -—q
o P(li(g)) = {m_g_soto-+a,m-q-soto-—a}, if pc=vAs=0At=0
P(li(g)) = {m-g-so-t1 -+o,m-q-soti-——g },if pc=vAs=0At =1
Protocol
P(li(g)) = {m-qg_si1 to-+a,m-q-s1 to-—q},if pc=vAs=1A1r=0
P(li(g)) ={m-g-s1t1-+a,mq-s1-t——q},if pc=vAs=1A1r=1

Table 2: Actions and protocol rules for various degree of dependency of measurements.

and may also depend on signals s and . We express this non-determinism by associating two actions to a
given local state /; of agent i. However, due to a possible dependency on signals s and ¢, there are four
different sets of actions and protocol rules. We list them in Table [2] where 0@ means that the measurement
does not depend on a particular signal.

The following two transitions are defined in the small-step semantics for the measurement event:

t (X
o,T; Lm (+ar, \ 0,Ii[0/g] and 0,T; t[;]m (—ar, |qG,Fi[1/q]. This is the source of non-determinism
in the transition system but we do not consider the probability A as long as it is non-zero.

There are again four types of evolution functions. They differ in the computation of quantum states,
and since we give only the general rules, here we describe the evolution functions only for the independent
measurement, i.e., when s =t = (. As far as the translation rules are concerned, the other three types
differ only in the names of the actions and the actual names of quantum states. We can translate them

analogously.
We now consider two cases where both measurement outcome are possible. First, for the measurement
of an isolated qubit ¢ we define the evolution function of the Environment E as follows:

te(lp,Act)) = gc— gc+1Aq — gs+,, if g = gex NActi = m_g_+q;
tg(lp,Act)) = gc— gc+1Nq— gs_,,, if g = gex NActi = m_q_—q;
where gs., and gs_ _ are names of the {|+¢),|—¢)} measurement basis. If the qubit ¢ is part of an

entangled system e, then the system becomes separated on measurement. The measured qubit g collapses
and the rest of qubits form a new system ¢’. We define the evolution function as follows:

tg(lg,Act;) = gc — gc+ LA G gs, Ner> LAE — gsy, if e = gex NAct; = m_q_+q,
te(lg,Actj) = gc— gc+1Aq > gs_, Nerr LAE — gs,, if e =qce NAct; =m_q_—
In both cases the measurement outcome is assigned to a signal variable s’ of agent A; and her evolution
function is given by:
ti(li,Act;) = pc— pc+1As +— ONg— 2,if Acti = m_q_+q;
ti(li,Act;) = pc s pc+1As" — 1 Aqg— 2, if Act; =m_q_—

For instance, consider the first measurement that Alice performs in QTP. All three qubits are entangled
together and therefore measuring the input qubit g; causes separation of the system ej,3 into two parts,
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q1 and ey3, and has two possible outcomes. Both have probability A = 0.5, but we do not take this into
account since all we require is that they are non-zero, therefore the respective transitions are admissible.
We have the following ground evolution functions for the Environment and Alice:

te(lg,Acta) = gc— gc+ 1A g1 — gsa Nerns — L Aexs — gsg, if €123 = qes ANActa = m_qi —+q;
te(lg,Acty) = gc— gc+ 1A g1 — gss ANepas — L Aexs — gsy, if e1oz = qes NActa = m_qi —q;
ta(la,Acta) = pc— pc+1As; = 0Ag) — 2, if Acty = m_q) +q;
ta(la,Acta) = pc— pc+1As1— LAGg = 2,if Acta =m_q1-—¢ .

In the case that the measured qubit is in a state that coincides with one of the states of the measurement

basis, there is only one possible outcome and we need to prevent reaching an impossible state. The
translation of the transition function in case that a measurement outcome has zero probability requires
modification of the evolution functions. We only show the case when measuring |—) is impossible. The
evolution function of the Environment is given as:

te(lg,Act;) = gc — ge+1Aq v qs4,, if g = qeyy N(Act; = m_g_+o VAct; = m_q_—q).

The Environment “signals” that the measurement of ¢ in a quantum state gs, has only one possible
outcome. We introduce action env, in Actg and define the following protocol function: Pg(lg) = {env,},
if ¢ = gs,. The evolution function of agent i is then defined as:

ti(li,Acti,Actg) = pc+ pc+1As" = 0Ag— 2, if Act; = m_q_+q V(Acti = m_q_—q NActg = envy),
ti(li,Act;,Actg) = pc s pc+1As" — 1 Aq 2, if Act; = m_q_—q NActg # env,.

3.3 Correctness Proof

We now show that the translation f defined in the previous section is sound, that is, f preserves the
truth conditions of formulae defined in the language . introduced in Section [2.2]from the set of atomic
propositions AP = {x = y,q; = ¢, }. In [7]] the truth conditions for the atoms in AP in a configuration C of
a network ./ are given as follows:

(C,/)Ex=y iff there are agents i, j such that I';(x) =T(y);
(C,./V) EEqi=q; iff the global quantum state o is such that 6 = g; = g;.

Intuitively, x = y holds iff the bits denoted by x and y are equal. Also, g; = g; holds iff the qubits
denoted by ¢; and g, are equal. We can prove the following result on the translation f and the language

Z.
Theorem 1. For every formula ¢ € L,

CA) e iff (F(A).f(C) ¢

Proof. The proof is by induction on the length of ¢. For reasons of space, we only provide a sketch
of the proof. If ¢ is an atomic formula, then ¢ is of the form a = b, where a and b are both either
bits or qubits. By the definition of f(C) in Section [3.1) we can easily check that (C,./") = a = b iff
(f(A),f(C)) E a=b. Thus, the base case holds. The inductive case for propositional connectives —
and V is straightforward.

If ¢ = EXy, then by the translation of events in the event sequence & into actions in Act defined
in Section we can see that two configurations C,C’ € .4 are in the temporal relation induced by
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&, or C 55 ', iff their translations f(O), f(C') € f(A) are in the temporal relation induced by Act, or

f(0) EACEN f(C"). The result then follows by the induction hypothesis. The inductive case for the other

temporal operators is similar.

If ¢ = K;y, then by the definition of the local state /; of an agent i in Section [3.1} we have that
L(£(C)) =L(f(C)iff T; =T and & = &/, that is, C ~7" C"iff £(C) ~/“") £(C"). Also in this case the
result follows by the induction hypothesis. This completes the sketch. O

Theorem [I] allows us to check whether a specification ¢ € .Z is satisfied in a network 4" by verifying
¢ in the corresponding interpreted system f(./4").

4 Implementation and Evaluation

In this section we present an implementation of the formal map above. DMC2ISPLEI is a source-to-source
compiler, written in C++ and using GNU Octave libraries for matrix operations. DMC2ISPL translates a
protocol specified in a machine-readable DMC input format into an ISPL program. The code generated is
then run by MCMAS, which in turn reports on the specification requirements of the protocol.

We modified DMC, so it can be read by the compiler. The adaptation closely follows the syntax of
the original DMC, but also reflects some features of ISPL. A DMC file consists of five modules: a set of
agents, a set of qubits, whose initial state is explicitly declared, a set of groups of agents that are used
in formulae involving group modalities, a set of formulae to be verified, and a set of macros that allow
agents to perform complex quantum operations in a single time step. The declaration of an agent consists
of a set of input qubits, a set of a priori known qubits, a set of classical inputs, and a set of events the
agent executes. For illustration, the DMC code snippet for QTP can be found in Listing

1 |— AGENTS

2 | Alice: {1,2},

3 {}

4 {}.

5 {c!(Bob, s2), c!(Bob, sl), Me(2,0,—,—,s2), Me(1,0,—,—,s1), En(l, 2)};
6

7 |Bob: {3},

8 (.

9 i}

10 {cX (3, x2), ¢Z(3, x1), c?(Alice, x2), c?(Alice, x1)};
11

12 |— QUBITS

13 | 1: ?;

14 |2, 3: {(0.5, 0), (0.5, 0), (0.5, 0), (—0.5, 0)};

15

16 |— FORMUIAE

17 |AF {3 = init(1)};

18 | 'EF K (Alice, {3}) and !'EF K (Bob, {3});

19 |AF K(Bob, {3 = init(1)});

20 | IEF K(Alice, {3 = init(1)});

Listing 1: QTP.dmc

DMC2ISPL has the architecture of a standard compiler. It consists of the three following components:
a module for parsing and validating the DMC input file, a module for generating the reachable quantum

'The source code is available from http://www.doc.ic.ac.uk/ pg809/dmc2ispl.tar.gz
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Figure 1: The epistemic accessibility relations of Alice and Bob in the QTP network.

state space, and a module for generating the ISPL output file. Essentially, since MCMAS does not
support matrix arithmetic, the compiler is responsible for computation of the reachable quantum state
space, enumeration of encountered quantum states, and generation of the evolution function of the global
quantum system. Quantum states of a n-qubit system are represented as 2" x 1 complex matrices and
unitary operators and measurement projections as 2" x 2" sparse complex matrices. After the elimination
of the global phase, whenever two identical state matrices are encountered during the evolution of the
quantum state of the n-qubit system, they have assigned the same name. MCMAS then works with these
enumerations.

We used the compiler to verify QTP, as well as the Quantum Key Distribution (QKD) [12], and the
Superdense Coding (SDC) [4] protocol against the properties from the reference papers [7,[10]. Table
summarises these properties. We discuss QTP in more detail.

The figure[I| gives a graphical representation of the possible configurations in the QTP network. Note
that configurations are parametrised by measurement outcomes and the quantum input |y). The first
formula in QTP section of Table [3|states that the .#7p network is correct, since the state of Bob’s qubit
g3 will eventually be equal to the initial state of Alice’s qubit g;. The second formula states that neither
agent knows the actual quantum state of the qubit g3 at any point of the computation. The third formula
states that Bob eventually knows that the state of his qubit g3 is equal to the initial state of qubit ¢;. The
last formula states that Alice never knows this fact.

Interestingly, while [[10] states that all four formulae are true in the model, MCMAS evaluated the
last formula to false. The reason is that even though Alice cannot distinguish configuration C°(|y))
from CY°(|y)), the atom g3 = init(g; ) holds in both configurations as Bob does not apply any correction
for measurement outcomes 515, — 00, and so the quantum state of the system is invariant along this
path. This shows the importance of an automated algorithmic approach to verification as opposed to a
hand-made inspection.

We conclude with some performance considerations. The tests were carried out on a 32-bit Fedora
12 Linux machine with a 2.26GHz Intel Core2 Duo processor and 2.9GiB RAM as follows: first, we
translated the DMC specification into the corresponding ISPL code using the compiler, then we analysed
the resulting code using MCMAS. Table ] reports the results for the three protocols. It can be seen that
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Protocol Formula Reading
AF (g3 = init(q1)) g3 eventually equals to initial g;
QTP —EFKa(q3 = |y)) A—EFKg(q3 = |y)) neither A nor B ever knows state of g3
AFKg(q3 = init(q1)) B eventually knows ¢g; was teleported
—EFKx (g3 = init(q1)) A never knows ¢; was teleported

oy = op — AF (Ka(s1 = 52) AKB(s1 = s2)) success if A & B used the same basis

QKD oy # o — ~EF (Kx(s1 =s2) VKg(s1 =s2)) | failure if A & B used different bases
AF(si =y1As2 =) B eventually receives the inputs of A
SDC AFKg(s1 =y1 Asa =) B eventually knows the inputs
—EFKxAKB(s1 =y1 As2 =y2) A never knows the fact above
Table 3: Verified properties of QKD and SDC protocols.
Reachable States Memory (kB) Time (s)
Protocol
DMC2ISPL | MCMAS | DMC2ISPL | MCMAS | DMC2ISPL | MCMAS
QTP 40 108 7184 6068 0.015 0.066
QKD 53 348 7240 6119 0.016 0.014
SDC 4239 2192 8132 6279 0.112 0.407

Table 4: Verification results for QTP, QKD and SDC protocols.

all protocols were verified very quickly. This is due to their small state space and the limited number of
entangled qubits involved.

However, the amount of required resources grows exponentially for a constant increase in the number
of entangled qubits. Additionally, measuring a quantum system using many different measurement angles
results in many unique quantum states, which in turn requires a large number of enumeration values and
an extensive evolution function. This affects the verification of a quantum protocol by MCMAS. We
analysed several experimental protocols to test the limits of the tool. The results showed that protocols
with up to 107 reachable classical states and 20 entangled qubits can be realistically verified.

5 Conclusion

In this paper we presented a methodology for the automated verification of quantum distributed systems
via model checking. We defined a translation from DMC to IS, so that MCMAS can be used to verify
protocols specified in DMC, and we implemented it in a source-to-source compiler. The DMC formalism
was adapted to be used as an input language for the compiler. Several quantum protocols were translated
and their temporal epistemic properties were successfully checked with MCMAS. Given the universality of
the underlying Measurement Calculus [8]], the expressive power of DMC in terms of available quantum
operations is complete. However, DMC does not support any control flow statement for the classical part
of protocols. This is one of the two major limitations of the technique, although it can be solved by a
suitable extension of the language. Another limitation results from the state space explosion and cannot be
easily overcome since the quantum simulator requires exponential time and space on a classical computer.
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Mean field and fluid approaches to Markov chain analysis
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Representing the explicit state space of performance models has inherent difficulties. Just as the
state-space explosion effects functional correctness evaluation, so it can also be easily a problem in
performance models. In particular, classical Markov chain analysis of any variety requires explo-
ration of the global state space and, even for a simple system, this quickly becomes computationally
infeasible. Fluid and mean-field analysis techniques attempt to side-step the state-space explosion
and provide a computationally cheap way of analysing certain features of Markov chains.

1 Introduction

In recent years, there has been a substantial interest in the fluid or mean-field approach to analysing
stochastic problems in computing [1, 2, 3, 4, 5, 6, 7] and stochastic process algebra models in particu-
lar [8, 9, 10, 11, 12]. This style of analysis of the underlying Markov process offers an attractive com-
putational alternative to traditional explicit state space analysis techniques. However, there are certain
limitations which need to be kept in mind. Often fluid and mean-field analysis require the construction
of an aggregate state space that means that specific model features are abstracted away. Additionally, in
constructing a fluid model of a large Markov chain which incorporates synchronisation features, approx-
imations may need to be made and it is important that a modeller is made aware of those approximations
when analysing their model. If we are prepared to live with these aspects of the analysis, then the com-
putational benefits are such that huge analysis tasks can be carried out in a relatively short period of
time.

Quantitative analysis of Markov processes by means of the fluid or mean-field approach exploits sub-
stantial parallelism in the original model to construct a series of ordinary differential equations (ODEs)
which capture the transient evolution of the system. Analysis of substantial Markov models using va-
riety of fluid techniques [1, 13, 10, 8] is made possible and analyses of state spaces of 10'%° states and
beyond are not uncommon. Explicit state-space performance techniques which analyse the underlying
continuous-time Markov chain directly (for example, [14, 15]) are typically limited to 10'! states for a
steady-state style of analysis. It is perhaps, slightly unfair to make this comparison directly, as fluid and
mean-field analyses do not scale with the number of global states in a model, but instead with the local
state space of the constituent Markov processes.

In discrete time, mean-field techniques have been well documented by Benaim and Le Boudec [2].
McCaig et al. [12] developed a discrete-time mean-field framework around the synchronous process al-
gebra WSCCS, based on original work by Sumpter [16]. While Bakhshi e al. [4, 7] have developed some
discrete-time model-specific analysis techniques for gossip protocols using the mean-field technique. In
the continuous-time domain, Hillston developed fluid-flow analysis [1] to make first-order approxima-
tions of massively parallel PEPA models. Bortolussi [8] has presented a formulation for the stochastic
constraint programming language, SCCP and Cardelli has a first-order fluid analysis translation to ordi-
nary differential equations (ODEs) for the 7-calculus [9].
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2 Fluid passage-time analysis

The key impact of fluid and mean-field analysis techniques has been that it allows the modeller to trial
many different system configurations and parameterisations easily whereas, as has been noted, a single
system instance might take many hours or days to analyse using classical techniques. Latterly, fluid
techniques have been used to extract useful passage-time measures [17, 18, 19] from Markov processes
specified using stochastic process algebra. This allows a modeller to focus on the duration of key trans-
actions in the higher-level system. With the rapid computation of fluid analysis, parameter sweeping
can be efficiently performed to find which model variables (exponential rates or scale parameters) have
greatest effect on a key passage-time measure. Often these passage times will take the form of require-
ments or service level objectives (SLOs) for the system, for example, 97.8% of search queries should be
responded to within 0.5 seconds. Understanding how a key passage time is sensitive to changes in model
parameters can help improve the design of the system. In particular how a passage time reacts to changes
in the scale of component deployment within the system, so-called scalability analysis, is critical to the
system engineering process.
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Quantitative information-flow analysis (QIF) offers methods for reasoning about information-theoretic
confidentiality properties of programs. The measures used by QIF are associated with operational secu-
rity guarantees such as lower bounds for the effort required to determine a secret by exhaustive search.
Moreover, they can be concisely expressed in terms of programming language semantics, which enables
one to leverage existing program analysis techniques for their computation.

This talk reports on a line of work on techniques for the QIF analysis of cache and timing side-
channels in implementations of cryptographic algorithms. Attacks exploiting these side-channels are
highly effective [2, 3| [7]], and most countermeasures against them are only heuristic (i.e. they defeat
particular attacks, but are not backed up by a formal security guarantee). The talk will show how QIF
techniques can be used for establishing upper bounds for the side-channel leakage of implementations of
the RSA and AES cryptosystems, based on formal models of the underlying platforms.

For RSA, I will present work [4, 6] on the QIF analysis of input blinding, the state-of-the-art coun-
termeasure against timing attacks. The analysis reveals that blinding offers strong guarantees whenever
the range of possible timing measurements is small. Based on this insight, we propose the combina-
tion of blinding and discretization of execution times as the first countermeasure (beyond constant-time
implementations) against RSA timing attacks that is backed up by a formal security guarantee. Our
experiments on a 1024-bit RSA implementation demonstrate the cost-efficiency of this countermeasure.

For AES, I will report on ongoing work [3] on a method for the automatic QIF analysis of side-
channels due to observable cache behavior. At the heart of this method is a novel technique for efficient
counting of concretizations of abstract cache-states that enables connecting techniques for static cache-
analysis and QIF. We implement this counting procedure on top of the AbsInt TimingExplorer [1], the
most advanced engine for static cache-analysis and perform a study where we derive upper bounds on
the cache leakage of a 128-bit AES executable. Our results demonstrate the feasibility of automating
QIF analyses for cache side-channels of real systems.
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Robustness is a standard correctness property which intuitively means that if the input to the program
changes less than a fixed small amount then the output changes only slightly. This notion is useful in
the analysis of rounding error for floating point programs because it helps to establish bounds on out-
put errors introduced by both measurement errors and by floating point computation. Compositional
methods often do not work since key constructs—Ilike the conditional and the while-loop—are not
robust. We propose a method for proving the robustness of a while-loop. This method is non-local in
the sense that instead of breaking the analysis down to single lines of code, it checks certain global
properties of its structure. We show the applicability of our method on two standard algorithms: the
CORDIC computation of the cosine and Dijkstra’s shortest path algorithm.

Keywords: Program analysis, floating-point arithmetic, robustness to errors.

1 Introduction

Programs using floating point arithmetic are often used for critical applications and it is therefore funda-
mental to develop methods to establish the correctness of such programs. A central problem in dealing
with floating point programs is the propagation of errors due to the digitization of analog quantities and
the introduction of floating point errors during computation. As is well known, floating point arithmetic
on these representations is quite different from real number arithmetic: for example, addition is neither
commutative nor associative [5].

The developers of floating point programs would like to think in terms of real number semantics
instead of the more ad hoc and complicated semantics given by some specific definition of floating point
arithmetic, such as the IEEE standard 754 [§]]. A central problem in trying to reason about floating point
programs is that in dealing with non-continuous operators such as the conditional and the while-loop,
floating point errors can result in what appears to be erratic behavior. The problem is that these constructs
are non-robust: small variations in the data can cause large variations in the results.

When the program contains non-robust operators, traditional compositional methods do not work
well. Decomposing the correctness of a looping program using Hoare triples, for example, usually
requires either introducing abstractions (eg, approximations) which can then make conclusions too im-
precise, or to undergo a very complex and intricate proof.

In this paper, we will take a different approach: we shall describe some programs where such erratic
behavior is recognized and find a way to reason and bound all of that behavior. By moving away from
the reasoning using Hoare’s style emphasis on local and compositional analysis of a looping program,
we are able to avoid reasoning about individual erratic behaviors: instead, we will treat such behaviors
as an aggregate and try to bound the behavior of that aggregate.

*This work has been partially supported by the project ANR-09-BLAN-0345-02 CPP.
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To illustrate such a possibility in reasoning, consider Dijkstra’s minimal path algorithm [3]]. This
greedy algorithm moves from a source node to its neighbors, always picking the node with the least
accumulated path from the source. If one makes small changes to the distances labeling edges, then the
least path distance will change also by a small amount: that is, this algorithm is continuous. However,
the actual behavior of the loop and the marking of subsequent nodes can vary greatly with small changes
to edge lengths. Our approach to reasoning will allow us to view all of these apparently erratic choices
of intermediate paths as an aggregate on which we are able to establish the robustness of the entire
algorithm.

Plan of the paper In the next section we introduce the concept of robustness and we relate it to the
notions of continuity and k-Lipschitz. Section [3|contains our main contribution: a schema for reasoning
about robustness in programs and its correctness. We then show the applicability of our proposal in two
main examples: The CORDIC algorithm for computing cosine, presented in Section {] and Dijkstra’s
shortest-path algorithm, presented in Section [5] In Section [6| we discuss some related work. Section
concludes and discusses some future lines of research.

2 Robustness of floating-point programs

Robustness is a standard concept from control theory [[12} [11]. In the case of programming languages,
there are two definitions of robustness that have been considered. One definition used by Chaudhuri et
al [1]] considered robustness to be based on continuity. Later Chaudhuri et al [2]] considered a stronger
notion of robustness, namely the k-Lipschitz property: that is, changes to the input to a program lead to
only proportionally bounded changes to the output. Another approach was used by Majumdar et al in
[9, 10] where robustness is formulated as “if the input of the program changes by an amount less than
€, where € is a fixed constant, then the output changes only slightly." In our paper, we propose a more
flexible and general notion of robustness that generalizes both of these concepts. We now motivate and
explain our notion of robustness in more detail.

The notions of robustness considered in [1} 2]] are mainly useful for exact semantics, namely when
we do not take into account the errors introduced by the representation and/or the computation. In this
case, the only deviation comes from the error of the input. The continuity property, that for a function f
on reals is defined as:

Ve>038Vi,i €R |i—i|<8=|f(i)—f(i)| <e

ensures that the correct output can be approximated when we can approximate the input closely enough.
This notion of robustness, however, is too weak in many settings, because a small variation in the input
can cause an unbounded change in the output. The k-Lipschitz property, defined as

Vi,i' €R | f(i) = f(I')] < kli—i|

amends this problem because it bounds the variation in the output linearly by the variation in the input.
In our setting, however, the k-Lipschitz property is too strong. This is due to the following reasons

1. If we consider a finite precision semantics, like floating point implementations, the constant factor
k can become much bigger than the one optimal for the exact semantics. For instance, assume that
the available representations are the numbers in the set {k2732|k € Z} and rounding is done by
taking the lower value, and observe that a function like f : x — 27*x, which is 2~*-Lipschitz in
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the exact semantics, is only 1-Lipschitz in this approximate semantics. Indeed, there exists two
values that differ by just 2732 and return a result that differ by 2732, For example, take 1 and
1 —2732: we have that f(1) =2"%and f(1 —2732) =27% - 273 but the second result will be
rounded down to 274 — 2732,

2. There are algorithms that have a desired precision e as a parameter and are considered correct as
long as the result differs by at most e from the results of the mathematical function they are meant
to implement. A program of this kind may be discontinuous (and therefore not k-Lipschitz) even
if it is considered to be a correct implementation of a k-Lipschitz function. The phenomenon is il-
lustrated by the following program f which is meant to compute the inverse of a strictly increasing
function g : R™ — R™ whose inverse is k-Lipschitz for some k.

(i) { y=0;
while(g(y) < 1i){
y= yte; }
return y; }

1

The program f approximates g~ with precision e in the sense that

vxeRT f(x) —e<g7'(x) < flx)
Given the above inequality, we would like to consider the program f as robust, even though the
function it computes is discontinuous (and hence not k-Lipschitz, for any k).

These two observations lead us to define another property, Pkl ¢» tO capture robustness:
Vi,i' e R, |f(i) — f(i)| <kli—i|+e¢

This property amends the two previous problems by setting € to 2732 in the first example and to e in the
second example. It also extends the usual definition of the k-Lipschitz property, which can be expressed
as Pkl,o-

Now, we want to extend this definition to allow for several variables and for other metric spaces
besides R: e.g., probability distributions, intervals arithmetic etc. Thus, we consider, instead, two metric
spaces: one for input (/, dy) and the other for the return value (R,dg). Hence, our robustness property Pk% e
becomes

Vi,i' € L dr(f(i), (i) < kd;(i,i') + €

Finally, since we are studying small deviation, it is not useful to get this property for any i and //
in I but rather when they are close: ie, d;(i,i’) < &, for suitable values 6 € R™. In convex spaces, this
property can be easily extended to pairs of inputs having distance more than 0 by using intermediate
values. So, finally, in this paper we propose the property F; ¢ s, described in the following definition.

Definition 2.1. Let I and R metric spaces with distance d; and dg respectively, f : I — R a function,
k,e € RY, and let 5 € RT U{+oo}. We define the property P ¢ 5 for the function f as follows:

Vil €1, dii,i) <& = dp(f(i), f(i")) < kdy(i,i') + €
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3 A schema and its correctness

The main characteristic of our schema is to subdivide the code into several parts instead of analyzing it
line by line.

Our template, which we show in a moment, divides the data structures in an algorithm into two
parts, called A and B. Here, A is the witness to the progress of the algorithm: in particular, the stopping
condition will only depend on A (and the input). The structure B is used to accumulate results that provide
the answer when the stopping condition is satisfied.

3.1 The schema structure definition

Instead of presenting a formal definition of program schema and matching of code, we illustrate these
with the schema in Figure [T}

Here, the schema variables a, b, c, etc, denote tuples of
program variables such that no program variable occurs twice

foo (l; { — 20: among these schema variables. Program expressions such as
- ’
b=bO; C:O(alblcli);
hile (S (1
while(5(i,a)} 1 , denotes a program phrase that computes new values for the
c = 0O(a,b,c,1); . . .
variables denoted by c from values of variables in the tuples
a = M(a,c); . . .
i a, b, ¢, and i. The actual computation here will be denoted
b = N(i,b,c); . . C o . . .
) by O. This looping program initializes the variables in a and

b with the values in the tuples a0 and b0, respectively. The
stopping condition for the loop is given by the boolean valued
expression S (1, a) and the result of the program is the tuple
of values denoted by the variables in b.

We shall assume that all program variables are typed in the
usual way: variables may range over the values in their asso-
ciated type. Our analysis of the metric properties of a looping
program will, however, consider that tuples of variables, for example, a and b in Figure[I] range over
some metric space on the Cartesian product of the variables in the tuple.

return b; }

Figure 1: The main template

3.2 A sufficient condition for robustness

We shall now prove that a program having the generic struc-
ture of foo given in Figure[I] has, under certain conditions, the

property P . 5 for some k, €, 0. ListFoo (1)

. . . = a0;

The aim of our method is to postpone the analysis of the ex- ; B 2 0

act semantics of commands as far as possible. In order to begin .~ 0. ’
the analysis without specific knowledge of this semantics, we ) o ,

. . while (! S(i,a)) {
need to manipulate other programs made from the functions O, c = 0(a,b,c,i);
M, and N that have been identified. For example, the program _ 1,- et
listFoo in Figure [2] will be used to extracts the list of values of i (9] j_ (':
¢ obtained for a particular execution of foo with input i. The J !

. . . . a = M(a,c);
new lines added to listFoo will assume the usual semantics for ,
b =N ( 1, b ’ C) ’ }

natural numbers.
return 1; }

Figure 2: Collecting c values in a list
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We now define two new programs. The first is the foop
program given below: it has the same shape as foo but instead
of setting c by the computation of O (a, b, ¢, 1), it sets c with
the values of a list given in input. Naturally, the stop condition
for the loop is now that all element of the list have been accessed. Note that since a was just used in the
computation of O, the commands affecting a are now useless and can be removed.

foo_b(l,1i){
// a = ao0;
b = bo0;
for(int j = 0; Jj < l.length; Jj++ ) {
c = 1[73]
/7 a = M(a,c);
b = N (i
return b; }

We have used Java-style instructions such as [.length for the length of the list / and [[j] for the ;"
element of the list /. (The // syntax is used to form a comment.) We define the new function foog(i,i') =
fooy(listFoo(i),i'). Notice that foog(i,i) = foo(i).

The second program foo, (/) is the same program as foo, except that a is returned instead of b. In
this program, the lines where b is set are now useless.

foo_a(l){
a = a0;
// b = bo0;
for(int j = 0; j < l.length; J++ ){
c = 1[31;
a = M(a,c);
// b = N(i,b,c);
}

return a; }

Finally, we define foou (i) = foo,(listFoo(i)). The two function foos and foop and relations between
them will be used to indirectly analyze the program foo.

In what follows, we use the following conventions: the domain of the variables a, b, ¢, and i are A,
B, C and I, respectively, and a0 and b0 are some determined constants of type A and B respectively. For
every type X, the expression X* denote the type of lists of type X.

We now introduce four conditions that need to hold to prove that the foo program satisfies Py ¢ s for
appropriate values of k, €, and . The condition C1 expresses the property Py, ¢ . s for the transformed
program foop, C2 expresses the fact that there is a relationship between the values stored in A and the
values stored in B, and C3 and C4 address the stability of the stop condition S(i,a).

Condition 3.1 (C1). VI € C*.P. .. 5(Az.foo,(l,z)).

The next condition states that whenever two inputs i and i’ are within a & of each other then it is the
case that if their images in A (under foo,) are close, then their images in B (under fooy) are close.

Condition 3.2 (C2).

Vil,i S I,d[(i,i]) S 5 — dB(fOOB(i,i),fOOB(il,i)) S kAdA(fOOA(il)),fOOA(i)) —+ &
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The stopping condition S should satisfy the following two conditions. The first expresses that the
boundary of the region {a | S(i,a)} cannot vary too much.

Condition 3.3 (C3).
Va e ANVi,i' € 1,d(i,i') <8 AS(i',a) = 3d’ € I,ds(a,d’) < kydi(i',i) +& A S(i,d')

The following condition on S states that the diameter of the region {a | S(i,a)} is as small as the
desired precision.

Condition 3.4 (C4). 3Jg,Va,d € A\Viel,S(i,a) ANS(i,d) = da(a,d') < g
Finally, our main theorem is the following.
Theorem 3.1. If the program foo terminates and the conditions C1, C2, C3, and C4 hold, then Py ¢, 5
holds for the function computed by foo with ko = ky+ + kaks and €y = ey +ka(&+ &) + €.
Proof In the proof, we will use these two observations:

1. Since listFoo(i) is obtained from the computation of foo(i), and since foog(i,i") replaces the result
of O by this list, if we compute foog(i,i) we are replacing each value for ¢ by itself. Therefore we
have that foo(i) = foog(i,i).

2. In the execution of foo(i), the final value of a that satisfies the stopping condition S(i,a) is fooa (i).

By the observation |1} proving the theorem is equivalent to proving
Vi, i0 € 1,d;(i,i0) < 8 = dp(foop(i,i), foop(i0,i0)) < kod;(i,i0) + &.
By condition C1, choosing / = listFoo(i0), we have
Vi,i0 € 1,d;(i,ip) < 8 = dp(foop(listFoo(i0),i0), foo,(listFoo(i0),i)) < ky-d;(i,i0) + €y«.
By definition of foog, we have
Vi i0 € 1,dy(i,ig) < 8 = dg(foog(i0,i0), foog(i0,i)) < ky+d;(i,i0) + e~ (1)

From observation 2] S(i0, foo, (i0)) holds. By condition C3 (instantiating i’ with i0) we derive that:

Vi,i0 € 1,d;(i,ig) < 8 = Jd' € A,da(foos(i0),a’) < ked;(i,i0) + & A S(i,d'). ()

Hence, by observations [2[ and |1} S(i,fooa(i)) also holds. From inequality (2) and condition C4, we
derive
dA (a’,fooA(i)) <g. (3)

From the last inequality and from inequality (2)), we derive, using the triangle inequality
da (foo4(i0), foos (i) < ked;(i,i0) + & + &. 4)
From condition C2 and inequality (), we have
Vi, i0 € 1,d;(i,i0) < 8 = dp(foop(i0,i), foop(i,i)) < ka(kd;(i,i0) + &+ &)+ &. 5)
From inequalities (1)) and (), using the triangle inequality, we derive

Vi, i0 € I,d[(i,iO) <6
=
dB(fOOB(i, i), fOOB(iO, lO)) < kN*d[(i, lO) + &y + kg (ksdl(l', lO) + &+ 8,;) + &.

Finally, we define &y = ey+ + ka(& + &) + & and kg = ky+ + kaks. O
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4 Example: the CORDIC algorithm for computing cosine

In this section we apply our method to a program implementing the CORDIC algorithm [13], and we
prove that it is P ¢ co.

CORDIC (COordinate Rotation DIgital Computer) is a class of simple and efficient algorithms to
compute hyperbolic and trigonometric functions using only basic arithmetic (addition, subtraction and
shifts), plus table lookup. The notions behind this computing machinery were motivated by the need to
calculate the trigonometric functions and their inverses in real time navigation systems. Still now-a-days,
since the CORDIC algorithms require only simple integer math, CORDIC is the preferred implementa-
tion of math functions on small hand calculators.

CORDIC is a successive approximation algorithm: A sequence of successively smaller rotations
based on binary decisions hone in on the value we want to find. The CORDIC version illustrated in the
program below computes the cosine of any angle in [0,7/2].

double cos (double beta)
{
double x = 1, y = 0, x_new, theta = 0, sigma, e = 1E-10;
int Pow2=1;
while (|theta - betal| > e) {
Pow2 *= 2;
if (beta > theta)
sigma=1;
else
sigma=-1;
sigma=sigma/Pow2;
fact= cos(atan(sigma)); // Value stored
x_new = x + yxsigma;
y = fact (y - x*sigma);
theta += atan(sigma); // Value stored
x = fact * x_new; }
return x; }

Note that this program makes call to trigonometric functions like cosine itself. But in the actual
implementation, as it is explained in the comments, these calls (that are done on values divided by

successive powers of two) are stored in a database so that no computation of these functions is actually
done.

4.1 Scheme instantiation

To apply our method, we have first of all to instantiate the schema variables A, B, C (cf. Section [3.1))
with a suitable partition of the variables of the program. The variables I are determined: they must be
instantiated with the variables which represent the input.

In this example the partition for the variables will be the following.

double theta;
double x,y;

double sigma;
double beta;

H QW
LI | R [

We now must define a suitable metric on the types of the variables in A and B. We choose the
following:

e d, is the usual distance on R.
e dj is the L, norm on R2.

Now we need to identify the stopping condition S(i,a). This is given by:



I. Gazeau, D. Miller and C. Palamidessi 73

S (beta,theta) := | theta - beta | <= e

Finally, we need to instantiate the functions M(a,c), N(i,b,c), O(a, b, c,i) of the schema with suitable
regions of code. We choose these as follows:

O (theta, <x,y>,sigma,beta) {
Pow2 *= 2;
if (beta > theta)
sigma=1;
else
sigma=-1;
sigma=sigma/Pow2;
return sigma; }

M(theta, sigma) {
theta += atan(sigma);
return theta; }

N (beta, <x,y>, sigma) {
fact = cos(atan(sigma));
X_new = x + y*xsigma;
y = fact x (y - xxPow2);
x = fact * x_new;
return <x,y>; }

Finally, we need to prove that the conditions C1, C2, C3, and C4 (cf. Section [3.2) are satisfied.

4.2 Proof of C1

C1 can be proved by classical analysis of the following program.

double cos (double beta, int[] listFoo)
{
double x = 1, y = 0, x_new, theta = 0, sigma = 0,e = 1E-10;
int Pow2=1;
for (int j=0; j<listFoo.length; j++) {
sigma=listFool[]j];
fact = cos(sigma);
x_new = x + yxsigma;
y = fact x (y - xxsigma);
x = fact * x_new;
}

return xxK;

4.3 Proof of C2

This part of the proof is rather technical. The interested reader can find it in the appendix. The proof of
C2 is the most difficult part of this example. We have proved it “by hand”, and we do not claim that there
is an easy way to automate it. However, this proof points out that we can prove the intended property
without considering the whole semantics of the program, but just the relevant properties.

4.4 Proof of C3
Once we instantiate S(i,a), C3 is given by the condition:
VacANi,i' €l)i—a|<e,3d el,jla—d|<ki|i—i|+eN|i—d|<e

We can satisfy this property by setting @’ = a+1i —i, k, =1, and & = 0.
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4.5 Proof of C4

C4 can be rewritten, once we instantiate S(i,a) to
Jg, ,Va,d eANiel|i—a|<eA|i—-d|<e = |a—d|<¢

Which is true for & = 2e.

S Example: Dijkstra’s shortest path algorithm

In this section we apply our method to Dijkstra’s shortest path algorithm. This is an algorithm that,
given a graph, computes the shortest path between a source and any vertex of the graph. We will prove,
by instantiating our schema, that the following program implementing the Dijkstra’s algorithm can be
proved P oo in the semantic of real numbers using our theorem.

In the following program we use some conventions: the number of vertices is fixed to w, all vertices
are connected, and the maximum value for a path 999 (some stand-in of infinity).
int[] dijkstra( int graph(w] [w]) {

int pathestimate([w],mark[w];

int source, i, j,u,predecessor([w],count=0;
int minimum(int a[],int m[],int k);

for (j=1; j<=w; j++) {
mark[j]1=0;
pathestimate[]
predecessor[j]=

=999;
0;
}
source=0;
pathestimate[source]=0;
while (count<w) {
u=minimum (pathestimate, mark, w);
mark[u]=1;
count=count+1;
for (i=1;i<=w; i++) {
if (pathestimate[i]>pathestimate[u]+graphlu] [1])
pathestimate[i]=pathestimate[u]+graphlu] [1];
predecessor[i]l=u;

}
}

return pathestimate;

int minimum(int a[],int m[],int k) {
int mi=999;
int i,t;
for (i=1;i<=k;i++) {
if(m[i]!=1) {
if (mi>=ali]) {
mi=ali];
t=1i;

}
}

return t;
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5.1 Scheme instantiation

To apply our theorem, we have to instantiate the scheme variables A, B, C with some variables of the
program. The variables of / are instantiated with the variables that represent the input. We chose the
following instantiation: A contains the variables count and mark, B the array of double pathestimate and
C the variable u which identify the current vertex to propagate.

A := int count;int mark[w];
B := pathestimate([w];

C := int u;

I := graph[w][w];

We now have to choose a suitable metric on the types of the variables, and we choose the following:
dy is the L) norm on an array of real numbers, dp is the L. norm on array of real numbers and d is the
identity metric: that is, the distance between two elements of A is 0 if they are the same elements and it
is oo otherwise.

Next, we identify the stopping condition:

S (graph, <count,mark>) := count >= w

Finally, we identify the functions M(a,c), N(i,b,c), O(a,b,c,i) with the following regions of code:

O (count, mark, pathestimate, u, graph) {
u=minimum (pathestimate, mark, w) ;
int minimum(int a[],int m([],int k) {
int mi=999;
int i,t;
for (i=1;i<=k;i++){
if(m[i]!=1) {
if (mi>=a[i]) {
mi=ali];
t=i;

}
}
return t;

}

return u;

M (<mark, count>, u) {
mark [u]=1;
count=count+1;
return <mark, count>;

N (graph, pathestimate, u) {
for (i=1;i<=w; i++) {
if (pathestimate[i]>pathestimate[u]+graphlu] [i]) {
pathestimate[i]=pathestimate[u]+graph[u] [i];
}
}

return pathestimate;

We now have to prove that the conditions C1, C2, C3 and C4 hold for the given instantiations.

5.2 Proof of C1

For all i0 € I, foo,(i0,i) is k-Lipschitz and k does not depend on i0. The proof proceeds by a standard
analysis of the following program.
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int[] dijkstra( int graph[w] [w], int[] listFoo)
{
int pathestimate([w],mark[w];
int source, i, j,u,predecessor[w],count=0;
int minimum(int a[],int m[],int k);
for (j=1; j<=w; j++) {
mark[j]1=0;
pathestimate[]]
predecessor[j]=

=999;
0;
}
source=0;
pathestimate[source]=0;
for (j=0; j<listFoo.length; j++) {
u=listFool[]j];
for (i=1;i<=w; i++) {
if (pathestimate[i]>pathestimate[u]+graphlu] [i])
pathestimate[i]=pathestimate[u]+graph[u] [1
predecessor[i]=u;

’

{
]

}
}

return pathestimate;

In an exact semantics (with real numbers), this program is 1-Lipschitz as any element of pathestimate
is the sum of some element of graph. If the analysis is done with an exact semantics (with real numbers),
we are able to prove that this program is 1-Lipschitz.

5.3 Proof of C2

The proof for C2 is rather technical. The basic idea is however quite simple. Indeed, the A structure
is a set in a discrete space on which elements are added. So we prove that whatever the order of the
element is B is constant. This is done by showing that local transpositions do not change the result. So
the principle should apply in other algorithms with the same A structure. The complete proof can be
found in the appendix.

5.4 Proof of C3

We have to prove
Va € ANi,i' €1,8(i,a),3d" € I,da(a,d") < kd;(i,i') +& A S(i',d")

Since the stopping condition S(i,a) does not depend on i in this case, we take @’ = a. Thus, we can take
ks=1and & =0. ]

5.5 Proof of C4

We have to prove
Je € R,\Va,d € AVie 1,S(i,a) A S(i,d') = da(a,d') < g.

Since {a|S(i,a)} is a singleton for every i, the property holds for & = 0. O
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6 Related Work

Static analysis via abstract interpretation can be an effective method for deriving precise bounds on
deviations [6}[7]. Since such static analysis is generally limited to analyzing code line-by-line, significant
over approximations might be necessary. For example, when encountering an “if”” instruction (or a
looping construct), a static analyzer will have to assume that either the control flow is not perturbed by
the finite-precision errors (often unrealistic) or the results from the two branches of the conditional must
be merged (often causing significant over-approximation). In our examples here, control flow can be
perturbed a great deal by precision errors and merging both branches is not a solution as the program is
not locally continuous. Our method is useful for solving this problem since it avoids narrowly analyzing
the semantics of the conditional.

In the two papers [2, [1]], robustness analysis is done for the Dijkstra’s algorithm. The authors split
their analysis into two parts: first they prove the continuity of the algorithm and second they prove
it is piecewise robust. The problem of discontinuity that can occur at some point of the execution is
solved through an abstract language syntax for loops. Like in our theorem, this syntax need additional
conditions (mainly the commutativity for two observable equivalent commands). However, their abstract
language is more specific than our theorem: CORDIC is not in the scope of these papers which also
means their conditions are simpler and their proofs are more directed than ours. The other distinction is
in the semantics of the language. Their paper aims at furnishing the whole semantics which is an exact
one and computational errors are treated qualitatively with the argument that a robust program is not
sensitive to small variations. With our analysis, we give a quantitative definition of what small enough
means. The last difference is our design for analyzing non-local-robustness. We prefer to consider non-
local behaviors as happening and solving them by a program transformation using pattern than to rewrite
the program in a syntax that hide the non-local behavior.

7 Future work and conclusion

We have presented a theorem that allow us to prove the robustness of some floating point programs. This
theorem is abstract enough to be applicable in a number of rather different programs: here, we illustrate
its use with programs to compute cosine using the CORDIC method and to compute the shortest path in
a graph.

For future work, we would like to address a key possible weakness of our method: it is currently tied
to a particular template. Although that template is presented abstractly, there should certainly be ways to
improve the generality beyond the matching of a template. Also, since the property Py ¢ s (Definition
is more general than both k-Lipschitz and the other definitions of robustness [9, [10], we would like to
explore applications of this property to cases where neither of the other definitions work.

Condition C2 is, at least in the examples considered in this paper, the most difficult condition to
verify. This suggests that we might consider more restrictive conditions that would entail C2.

Acknowledgments: We would like to thank Eric Goubault and Jean Goubault-Larrecq for many useful
discussions on the topic of this paper.
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We employ Clarkson and Schneider’s “hyperproperties” to classify various verification problems
of quantitative information flow. The results of this paper unify and extend the previous results
on the hardness of checking and inferring quantitative information flow. In particular, we identify
a subclass of liveness hyperproperties, which we call “k-observable hyperproperties”, that can be
checked relative to a reachability oracle via self composition.

1 Introduction

We consider programs containing high security inputs and low security outputs. Informally, the quan-
titative information flow problem concerns the amount of information that an attacker can learn about
the high security input by executing the program and observing the low security output. The problem
is motivated by applications in information security. We refer to the classic by Denning [14] for an
overview.

In essence, quantitative information flow measures how secure, or insecure, a program (or a part of a
program —e.g., a variable—) is. Thus, unlike non-interference [12,[16]], that only tells whether a program
is completely secure or not completely secure, a definition of quantitative information flow must be able
to distinguish two programs that are both interfering but have different levels of security.

For example, consider the programs M| = if H =g then O :=0else O :=1and M, =0 :=H.
In both programs, H is a high security input and O is a low security output. Viewing H as a password,
M, is a prototypical login program that checks if the guess g matches the password. By executing M|,
an attacker only learns whether H is equal to g, whereas she would be able to learn the entire content
of H by executing M,. Hence, a reasonable definition of quantitative information flow should assign a
higher quantity to M, than to M|, whereas non-interference would merely say that M| and M are both
interfering, assuming that there are more than one possible value of H.

Researchers have attempted to formalize the definition of quantitative information flow by appealing
to information theory. This has resulted in definitions based on the Shannon entropy [14} 9, 22[], the min
entropy [29]], and the guessing entropy [18} 4]]. All of these definitions map a program (or a part of a
program) onto a non-negative real number, that is, they define a function 2" such that given a program M,
Z (M) is a non-negative real number. (Concretely, 2~ is SE[u] for the Shannon-entropy-based definition
with the distribution u, ME[u] for the min-entropy-based definition with the distribution u, and GE[u|
for the guessing-entropy-based definition with the distribution p.)

In a previous work [33] 132]], we have proved a number of hardness results on checking and infer-
ring quantitative information flow (QIF) according to these definitions. A key concept used to connect
the hardness results to QIF verification problems was the notion of k-safety, which is an instance in a

*This work was supported by MEXT KAKENHI 23700026, 22300005, 23220001, and Global COE Program “CERIES.”
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QAPL 2012
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SE[U] ME[U] GE[U]
LBP Liveness Liveness Liveness
UBP Safety Safety Safety

LBP constant bound | Liveness | k-observable | k-observable
UBP constant bound | Safety | k-safety [32] | k-safety [32]

Table 1: A summary of hyperproperty classifications

collection of the class of program properties called hyperproperties [11]. In this paper, we make the
connection explicit by providing a fine-grained classification of QIF problems, utilizing the full range of
hyperproperties. This has a number of benefits, summarized below.

1.) A unified view on the hardness results of QIF problems.
2.) New insights into hyperproperties themselves.
3.) A straightforward derivation of some complexity theoretic results.

Regarding 1.), we focus on two types of QIF problems, an upper-bounding problem that checks if QIF
of a program is bounded above by the given number, and a lower-bounding problem that checks if QIF is
bounded below by the given number. Then, for each QIF definitions SE, GE, ME, we classify whether or
not they are safety hyperproperty, k-safety hyperproperty, liveness hyperproperty, or k-observable hyper-
property (and give a bound on & for k-safe/k-observable). Safety hyperproperty, k-safety hyperproperty,
liveness hyperproperty, and observable hyperproperty are classes of hyperproperties defined by Clarkson
and Schneider [11]. In this paper, we identify new classes of hyperproperties, k-observable hyperprop-
erty, that is useful for classifying QIF problems. k-observable hyperproperty is a subclass of observable
hyperproperties, and observable hyperproperty is a subclass of liveness hyperpropertiesE] We focus on
the case the input distribution is uniform, that is, 4 = U, as showing the hardness for a specific case
amounts to showing the hardness for the general case. Also, checking and inferring QIF under the uni-
formly distributed inputs has received much attention [[17, 4} 19, (8|, 22} 9]], and so, the hardness for the
uniform case is itself of research interest?]

Regarding 2.), we show that the k-observable subset of the observable hyperproperties is amenable
to verification via self composition [15, [13} 130} 26, 31]], much like k-safety hyperproperties, and identify
which QIF problems belong to that family. We also show that the hardest of the QIF problems (but nev-
ertheless one of the most popular) can only be classified as a general liveness hyperproperty, suggesting
that liveness hyperproperty is a quite permissive class of hyperproperties.

Regarding 3.), we show that many complexity theoretic results for QIF problems of loop-free boolean
programs can be derived from their hyperproperties classifications [33) [32]]. We also prove new com-
plexity theoretic results, including the (implicit state) complexity results for loop-ful boolean programs,
complementing the recently proved explicit state complexity results [7].

Table [T and Table 2] summarize the hyperproperties classifications and computational complexities
of upper/lower-bounding problems. We abbreviate lower-bounding problem, upper-bounding problem,
and boolean programs to LBP, UBP, and BP, respectively. The “constant bound” rows correspond to
bounding problems with a constant bound (whereas the plain bounding problems take the bound as an
input).

The proofs omitted from the paper appear in the extended report [35].

ITechnically, only non-empty observable hyperproperties are liveness hyperproperties.
2In fact, computing QIF under other input distributions can sometimes be reduced to this case [3]. See also Section
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SE[U] ME[U] GE[U]
LBP for BP PSPACE-hard | PSPACE-complete | PSPACE-complete
UBP for BP PSPACE-hard | PSPACE-complete | PSPACE-complete
LBP for loop-free BP PP-hard PP-hard PP-hard
UBP for loop-free BP PP-hard [32]] PP-hard [32] PP-hard [32]
LBP for loop-free BP, constant bound Unknown NP-complete NP-complete
UBP for loop-free BP, constant bound Unknown coNP-complete coNP-complete

Table 2: A summary of computational complexities

2 Preliminaries

2.1 Quantitative Information Flow

We introduce the information theoretic definitions of QIF that have been proposed in literature. First,
we review the notion of the Shannon entropy [28], 7 [u](X), which is the average of the information
content, and intuitively, denotes the uncertainty of the random variable X. And, we review the notion of
the conditional entropy, 7 [u](Y|Z), which denotes the uncertainty of Y after knowing Z.

Definition 2.1 (Shannon Entropy and Conditional Entropy) Let X be a random variable with sample
space X and | be a probability distribution associated with X (we write U explicitly for clarity). The
Shannon entropy of X is defined as

1
1 -
- LHX Ogu(

xeX - x)

Let Y and Z be random variables with sample space Y and Z, respectively, and |’ be a probability
distribution associated with Y and Z. Then, the conditional entropy of Y given Z is defined as

W(¥|Z) = Y u(z =2 A (Y12 =2)

Z2€Z

where |
AW (Y|Z =z2) = Lyey WY =YIZ = Z)log 7=

— — — H(Y:}‘,Z:Z)
wY =ylZ=z)= =75~

(The logarithm is in base 2.)

Let M be a program that takes a high security input H, and gives the low security output trace O.
For simplicity, we restrict to programs with just one variable of each kind, but it is trivial to extend the
formalism to multiple variables (e.g., by letting the variables range over tuples or lists). Also, for the
purpose of the paper, unobservable (i.e., high security) output traces are irrelevant, and so we assume
that the only program output is the low security output trace. Let i be a probability distribution over the
values of H. Then, the semantics of M can be defined by the following probability equation. (We restrict
to deterministic programs in this paper.)

wo=o0)= Y u(H=h
heH
M(h)=o
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Here, M (h) denotes the infinite low security output trace of the program M given a input 4, and M (h) = o
denotes the output trace of M given h that is equivalent to o. In this paper, we adopt the termination-
insensitive security observation model, and let the outputs o and o’ be equivalent iff Vi € w.0; = LV o} =
1vVo,= of where o and o; denotes the ith element of 0, and _L is the special symbol denoting terminationﬂ

In this paper, programs are represented by sets of traces, and traces are represented by lists of stores
of programs. More formally,

M(h)isequaltoo iff ©p;01;...;0;5...€ M
where 6y(H) = h and Vi > 1.0;(0) = 0; (0; denotes the ith element of 0)

Here, o denotes a store that maps variables to values. Because we restrict all programs to determin-
. e . . .. — =

istic programs, every program M satisfies the following condition: For any trace o', 0’ € M, we have
0y(H) = 6)(H) = & = &' where 0y and o}, denote the first elements of & and &, respectively. Now,
we are ready to define Shannon-entropy-based quantitative information flow.

Definition 2.2 (Shannon-Entropy-based QIF [14,19, 22]]) Let M be a program with a high security in-
put H, and a low security output trace O. Let U be a distribution over H. Then, the Shannon-entropy-
based quantitative information flow is defined

SE[u](M) = A [u](H) — A [u](H|0)

Intuitively, .72’ [u](H) denotes the initial uncertainty and .72°[u](H|O) denotes the remaining uncertainty
after knowing the low security output trace. (For space, the paper focuses on the low-security-input free
definitions of QIF.)

As an example, consider the programs M; and M, from Section |1} For concreteness, assume that
g is the value 01 and H ranges over the space {00,01,10,11}. Let U be the uniform distribution over
{00,01,10,11}, thatis, U(h) = 1/4 for all h € {00,01, 10, 11}. The results are as follows.

SE[U|(My) = s|U)(H)— #[U](H|O)=1log4—3log3~ .81128
SEU|(M,) = H[UJ(H)—#|U|(H|O)=1logd—1logl =2

Consequently, we have that SE[U](M;) < SE[U](M), but SE[U|(M,) £ SE[U](M;). That is, M is more
secure than M, (according to the Shannon-entropy based definition with uniformly distributed inputs),
which agrees with our intuition.

Next, we introduce the min entropy, which has recently been suggested as an alternative measure for
quantitative information flow [29]].

Definition 2.3 (Min Entropy) Let X and Y be random variables, and L be an associated probability
distribution. Then, the min entropy of X is defined

1
o] (X) =log———
HICO =toe 513y
and the conditional min entropy of X given Y is defined
1
5 U)(X]Y) =log—————
G =to8 5 1xw)

3Here, we adopt the trace based QIF formalization of [23]].



H. Yasuoka & T. Terauchi 83

where
Vpl(X) = maxyexpu(X =x)
VplX|Y =y) = maxexpu(X =x|Y =y)
VplXY) = Lyeyuy =y)7ul(XYy =y)

Intuitively, ¥ [u](X) represents the highest probability that an attacker guesses X in a single try. We
now define the min-entropy-based definition of QIF.
Definition 2.4 (Min-Entropy-based QIF [29]]) Let M be a program with a high security input H, and
a low security output trace O. Let L be a distribution over H. Then, the min-entropy-based quantitative
information flow is defined

ME[u|(M) = He[u](H) — H[u](H|O)

Computing the min-entropy based quantitative information flow for our running example programs
M, and M, from Section [[] with the uniform distribution, we obtain,

ME[U|(M,) = #L[U|(H)— H|U](H|O)=1og4—1log2=1

ME[U|(Mp) = L |U)(H)— H#L[UJ(H|O)=1og4—logl =2
Again, we have that ME[U|(M,) < ME[U](M>) and ME[U|(M,) £ ME[U](M;), and so M, is deemed
less secure than M;.
The third definition of quantitative information flow treated in this paper is the one based on the
guessing entropy [24]], that has also recently been proposed in literature [18, 4].
Definition 2.5 (Guessing Entropy) Let X and Y be random variables, and |1 be an associated proba-
bility distribution. Then, the guessing entropy of X is defined
X)) = Y ixpX=ux)
1<i<m
where {x1,X2,....xn} =Xand Vi, j.i < j= p(X =x;) > u(X =x;j).
The conditional guessing entropy of X given Y is defined
GuXY) =) u(y =y Y ixpX=xly=y)
yeY 1<i<m
where {x1,x2,....xn} =Xand Vi, ji< j= pnX =xY =y) > u(X =x;|Y =y).
Intuitively, ¢[u](X) represents the average number of times required for the attacker to guess the
value of X. We now define the guessing-entropy-based quantitative information flow.
Definition 2.6 (Guessing-Entropy-based QIF [18,4]) Let M be a program with a high security input
H, and a low security output trace O. Let I be a distribution over H. Then, the guessing-entropy-based
quantitative information flow is defined

GE[u](M) =G [u](H) —<[u](H|O)

We test GE on the running example from Section[I| by calculating the quantities for the programs M
and M, with the uniform distribution.

GE[U|(M) = 9Y[U|(H)-%[U|(H|0)=3-1=0.75

GE[U|(M>) = Y[U|(H)-9U|(H|0)=3-1=15

Therefore, we again have that GE[U|(M,) < GE[U](M,) and GE[U|(M;) £ GE[U](M,), and so M,
is considered less secure than M, even with the guessing-entropy based definition with the uniform
distribution.
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2.2 Bounding Problems

We introduce the bounding problems of quantitative information flow that we classify. First, we define
the QIF upper-bounding problems. Upper-bounding problems are defined as follows: Given a program
M and a rational number ¢, decide if the information flow of M is less than or equal to g.

Use ={(M,q) | SE[U|(M) < q}
Une = {(M,q) | MEU](M) < q}
Wk ={(M,q) | GE[U|(M) < q}

Recall that U denotes the uniform distribution.
Next, we define lower-bounding problems. Lower-bounding problems are defined as follows: Given
a program M and a rational number ¢, decide if the information flow of M is greater than q.

Zse ={(M,q) | SE[U](M) > q}
Zue ={(M,q) | ME[U|(M) > q}
Zoe={(M,q) | GElU|(M) > q}

2.3 Non Interference

We recall the notion of non-interference, which, intuitively, says that the program leaks no information.
Definition 2.7 (Non-intereference [12,16]) A program M is said to be non-interfering iff for any h,h’ €
H, M(h) =M (I).

Non-interference is known to be a special case of bounding problems that tests against 0.
Theorem 2.8 ([8,32]) 1.) M is non-interfering iff (M,0) € Usg. 2.) M is non-interfering iff (M,0) €
Unmg. 3.) M is non-interfering iff (M,0) € Uck.

3 Liveness Hyperproperties

Clarkson and Schneider have proposed the notion of hyperproperties [[11]].

Definition 3.1 (Hyperproperties [11]) We say that P is a hyperproperty if P C & (Wins ) where Wiys is
the set of all infinite traces, and &7 (X) denote the powerset of X.

Note that hyperproperties are sets of trace sets. As such, they are more suitable for classifying informa-
tion properties than the classical trace properties which are sets of traces. For example, non-interference
is not a trace property but a hyperproperty.

Clarkson and Schneider have identified a subclass of hyperproperties, called liveness hyperproperties,
as a generalization of liveness properties. Intuitively, a liveness hyperproperty is a property that can not
be refuted by a finite set of finite traces. That is, if P is a liveness hyperproperty, then for any finite set of
finite traces T, there exists a set of traces that contains 7" and satisfies P. Formally, let Obs be the set of
finite sets of finite traces, and Prop be the set of sets of infinite traces (i.e., hyperproperties), that is,

Obs = PM0(Wsy)
Prop = P (Wint)

(Here, :@fin(X ) denotes the finite subsets of X, Wsi, denotes the set of finite traces.) Let < be the
relation over Obs X Prop such that

S<T iff VieS3H tot' eT

where t ot’ is the sequential composition of 7 and ¢’. Then,
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Definition 3.2 (Liveness Hyperproperties [11]) We say that a hyperproperty P is a liveness hyperprop-
erty if for any set of traces S € Obs, there exists a set of traces S’ € Prop such that S < S and S' € P.

Now, we state the first main result of the paper: the lower-bounding problems are liveness hyper-
propertiesﬂ
Theorem 3.3 Zsg, LyE, and LcE are liveness hyperproperties.E]
The proof follows from the fact that, for any program M, there exists a program M’ containing all the
observations of M and has an arbitrary large information ﬂowﬂ

We show that the upper-bounding problem for Shannon-entropy based quantitative information flow
is also a liveness hyperproperty.

Theorem 3.4 % is a liveness hyperproperty.

The theorem follows from the fact that we can lower the amount of the information flow by adding traces
that have the same output trace. Therefore, for any program M, there exists M’ having more observation
than M such that SE[U](M’) < gq.

3.1 Observable Hyperproperties

Clarkson and Schneider [[11]] have identified a class of hyperproperties, called observable hyperproper-
ties, to generalize the notion of observable properties [2] to sets of traces[]

Definition 3.5 (Observable Hyperproperties [11]) We say that P is a observable hyperproperty if for
any set of traces S € P, there exists a set of traces T € Obs such that T < S, and for any set of traces
S eProp T<S =8 €eP.

We call T in the above definition an evidence.
Intuitively, observable hyperproperty is a property that can be verified by observing a finite set of
finite traces. We prove a relationship between observable hyperproperties and liveness hyperproperties.

Theorem 3.6 Every non-empty observable hyperproperty is a liveness hyperproperty.

Proof: Let P be a non-empty observable hyperproperty. It must be the case that there exists a set of
traces M € P. Then, there exists T € Obs such that T < M and VM’ € Prop.T <M’ = M' € P. For
any set of traces S € Obs, there exists M’ € Prop such that S < M’. Then, we have M UM’ € P, because
T <MUM'. Therefore, P is a liveness hyperproperty. O
We note that the empty set is not a liveness hyperproperty but an observable hyperproperty.

We show that lower-bounding problems for min-entropy and guessing-entropy are observable hyper-
properties.

Theorem 3.7 Zjyg is an observable hyperproperty.
Theorem 3.8 ;g is an observable hyperproperty.

4We implicitly extend the notion of hyperproperties to classify hyperproperties that take programs and rational numbers.
See [32].

SMore precisely, we prove that they are liveness hyperproperties for deterministic systems [L1]], because we restrict all
programs to deterministic programs. For sake of simplicity, we omit such annotations.

%Here, we assume that the input domains are not bounded. Therefore, we can construct a program that leaks more high-
security inputs by enlarging the input domain. Hyperproperty classifications of bounding problems with bounded domains
appear in Section

"Roughly, an observable property is a set of traces having a finite evidence prefix such that any trace having the prefix is
also in the set.
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Theorem follows from the fact that, if (M,q) € £k, then M contains an evidence of %k This
follows from the fact that when a program M’ contains at least as much observation as M, ME[U|(M) <
ME[U](M’) (cf. Lemma 3.15). Theorem [3.8]is proven in a similar manner.

We show that neither of the bounding problems for Shannon-entropy are observable hyperproperties.

Theorem 3.9 Neither %sg nor Zsg is an observable hyperproperty.

We give the intuition of the proof for %sg. Suppose SE[U|(M) < q. M does not provide an evidence of
SE[U|(M) < g, because for any potential evidence, we can raise the amount of the information flow by
adding traces that have disjoint output traces. The result for Zsz is shown in a similar manner.

It is interesting to note that the bounding problems of SE can only be classified as general liveness
hyperproperties (cf. Theorem and even though SE is often the preferred definition of QIF in
practice [[14} 9l 22]]. This suggests that approximation techniques may be necessary for checking and
inferring Shannon-entropy-based QIF.

3.2 K-Observable Hyperproperties

We define k-observable hyperproperty that refines the notion of observable hyperproperties. Informally,
a k-observable hyperproperty is a hyperproperty that can be verified by observing k finite traces.
Definition 3.10 (K-Observable Hyperproperties) We say that a hyperproperty P is a k-observable hy-
perproperty if for any set of traces S € P, there exists T € Obs such that T < S, |T| <k, and for any set
of traces S' € Prop, T < S' = §' € P.
Clearly, any k-observable hyperproperty is an observable hyperproperty.

We note that k-observable hyperproperties can be reduced to 1-observable hyperproperties by a sim-
ple program transformation called self composition [, [13].
Definition 3.11 (Parallel Self Composition [11]) Parallel self composition of S is defined as follows.

§x 8 = {(s[0],5[0]); (s[1],s'[1])s (s[2],5[2]); - | s,5" € S}

where s[i] denotes the ith element of s.
Then, a k-product parallel self composition (simply self composition henceforth) is defined as S.
Theorem 3.12 Every k-observable hyperproperty can be reduced to a 1-observable hyperproperty via a
k-product self composition.
As an example, consider the following hyperproperty. The hyperproperty is the set of programs that re-
turn 1 and 2 for some inputs. Intuitively, the hyperproperty expresses two good things happen (programs
return 1 and 2) for programs.
{M | 3h,h' M(h) =1 AM(K) =2}

This is a 2-observable hyperproperty as any program containing two traces, one having 1 as the output
and the other having 2 as the output, satisfies it.

We can check the above property by self composition. (Here,

denotes a parallel composition.)
M'(HH) = O0:=M(H)|| 0 :=M(H')||assert(-(0=1A0"=2))

Clearly, M satisfies the property iff the assertion failure is reachable in the above program, that is, iff the
predicate O = 1 A O' = 2 holds for some inputs H,H’. (Note that, for convenience, we take an assertion
failure to be a “good thing”.)

We show that neither the lower-bounding problem for min-entropy nor the lower-bounding problem
for guessing-entropy is a k-observable hyperproperty for any k.
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Theorem 3.13 Neither Lyr nor Zcg is a k-observable property for any k.

However, if we let ¢ be a constant, then we obtain different results. First, we show that the lower-
bounding problem for min-entropy-based quantitative information flow under a constant bound g, is a
|27] + 1-observable hyperproperty.

Theorem 3.14 Let q be a constant. Then, Ly is a |29] + 1-observable hyperproperty.

The theorem follows from Lemma below which states that min-entropy based quantitative infor-
mation flow under the uniform distribution coincides with the logarithm of the number of output traces.
That is, (M, q) € Ly iff there is an evidence in M containing |27 | + 1 disjoint outputs.

Lemma 3.15 ([29]) ME[U](M) = log|{o | 3h.M(h) = o}|
Next, we show that the lower-bounding problem for guessing-entropy-based quantitative information

flow under a constant bound q is a L%J + 1-observable hyperproperty.

Theorem 3.16 Let g be a constant. Then, L is a L(VLEJJ:]*)ZJ + 1-observable hyperproperty.

The proof of the theorem is similar to that of Theorem [3.14] in that the size of the evidence set can be
computed from the bound q.

3.3 Computational Complexities

We prove computational complexities of Zyr and Zgg by utilizing their hyperproperty classifications.
Following previous work [33} 132, [7]], we focus on boolean programs.

First, we introduce the syntax of boolean programs. The semantics of boolean programs is standard.
We call boolean programs without while statements loop-free boolean programs.

M = x:=vy|MyM, |if ythen My else M; | while y do M | skip
9. ¥ true | x[9AY |9

Figure 1: The syntax of boolean programs

In this paper, we are interested in the computational complexity with respect to the syntactic size
of the input program (i.e., “implicit state complexity”, as opposed to [7] which studies complexity over
programs represented as explicit states).

We show that the lower-bounding problems for min-entropy and guessing-entropy are PP-hard.

Theorem 3.17 Zyr and Lk for loop-free boolean programs are PP-hard.

The theorem is proven by a reduction from MAJSAT, which is a PP-hard problem. PP is the set of
decision problems solvable by a polynomial-time nondeterministic Turing machine which accepts the
input iff more than half of the computation paths accept. MAJSAT is the problem of deciding, given a
boolean formula ¢ over variables X, if there are more than 271~ satisfying assignments to ¢.

Next, we show that if g be a constant, the upper-bounding problems for min-entropy and guessing-
entropy become NP-complete.

Theorem 3.18 Let g be a constant. Then, Ly and Lcg are NP-complete for loop-free boolean pro-
grams.
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NP-hardness is proven by a reduction from SAT', which is a NP-complete problem. The proof that %)
and ZgE for a constant g are in NP follows from the fact that Zyr and £ are k-observable hyper-
properties for some k. We give the proof intuition for .%j,r. Recall that k-observable hyperproperties can
be reduced to 1-observable hyperproperties via self composition. Consequently, it is possible to decide
if the information flow of a given program M is greater than g by checking if the predicate of the assert
statement is violated for some inputs in the following program.

M'(Hy,Hs,...,H,) =
O1:=M(H,);0, :=M(H;);...;0,:= M(H,);

7777

where n = [27] + 1. Let ¢ be the weakest precondition of O := M (H,); 0, := M(H,);...;0, := M(H,)
with respect to the post condition \/; jeqy .. . (0i = O Ai# j). Then, ME[U](M) > q iff —¢ is satisfiable.
Because a weakest precondition of a loop-free boolean program is a polynomial size boolean formula
over the boolean variables representing the input deciding ME[U](M) > q is reducible to SAT.

For boolean programs (with loops), £y and ZsE are PSPACE-complete, and .Zsg is PSPACE-hard
(the tight upper-bound is open for Zsg).

Theorem 3.19 %y and £cr are PSPACE-complete for boolean programs.

Theorem 3.20 Zsg is PSPACE-hard for boolean programs.

4 Safety Hyperproperties

Clarkson and Schneider [[L1] have proposed safety hyperproperties, a subclass of hyperproperties, as a
generalization of safety properties. Intuitively, a safety hyperproperty is a hyperproperty that can be
refuted by observing a finite set of finite traces.

Definition 4.1 (Safety Hyperproperties [11]) We say that a hyperproperty P is a safety hyperproperty
if for any set of traces S & P, there exists a set of traces T € Obs such that T < S, and VS’ € Prop.T <
S'=S¢P.

We classify some upper-bounding problems as safety hyperproperties.
Theorem 4.2 Uyr and Ugg are safety hyperproperties.

Next, we review the definition of k-safety hyperproperties [11]], which refines the notion of safety hy-
perproperties. Informally, a k-safety hyperproperty is a hyperproperty which can be refuted by observing
k number of finite traces.

Definition 4.3 (K-Safety Hyperproperties [11]) We say that a hyperproperty P is a k-safety property
if for any set of traces S & P, there exists a set of traces T € Obs such that T < S, |T| <k, and VS’ €
Prop.T <S8 =S &P.

Note that 1-safety hyperproperty is just the standard safety property, that is, a property that can be refuted
by observing a finite execution trace. The notion of k-safety hyperproperties first came into limelight
when it was noticed that non-interference is a 2-safety hyperproperty, but not a 1-safety hyperprop-
erty [30].

A k-safety hyperproperty can be reduced to a 1-safety hyperproperty by self composition [15} [13]].

8For loop-free boolean programs, a weakest precondition can be constructed in polynomial time [15] 21].
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Theorem 4.4 ([11]) k-safety hyperproperty can be reduced to 1-safety hyperproperty by self composi-
tion.

We have shown in our previous work that %, and % are k-safety hyperproperties when the bound
q is fixed to a constant.

Theorem 4.5 ([32]) Let q be a constant. Uy is a |27 + 1-safety property.

Theorem 4.6 ([32]]) Let g be a constant. Ugg is a LE(E'J]JJ: I_);J + 1-safety property.

The only hyperproperty that is both a safety hyperproperty and a liveness hyperproperty is &2 (Wint ),
that is, the set of all traces [11]. Consequently, neither %r nor %gg is a liveness hyperproperty.

We have also shown in the previous work that the upper-bounding problem for Shannon-entropy
based quantitative information flow is not a k-safety hyperproperty, even when ¢ is a constant.

Theorem 4.7 ([32]) Let q be a constant. %sg is not a k-safety property for any k > 0.

4.1 Computational Complexities

We prove computational complexities of upper-bounding problems by utilizing their hyperproperty clas-
sifications. As in Section[3.3] we focus on boolean programs.

First, we show that when ¢ is a constant, Uyg and Ugg are coNP-complete.

Theorem 4.8 Let g be a constant. Then, Uyr and Use are coNP-complete for loop-free boolean pro-
grams.

coNP-hardness follows from the fact that non-interference is coNP-hard [32]]. The coNP part of the
proof is similar to the NP part of Theorem and uses the fact that %g is k-safety for a fixed ¢ and
uses self composition. By self composition, the upper-bounding problem can be reduced to a reachability
problem (i.e., an assertion failure is unreachable for any input). To decide if ME[U](M) < g, we construct
the following self-composed program M’ from the given program M.

M/(H17H27"'7Hn) =
01 :=M(H,);0;:=M(H>);...;0, :=M(H,);
assert(V; jeq1,...n) (0i = O Ni# j))

where n = [29] + 1. Then, the weakest precondition of Oy := M(H,); 0, := M(H3);...;0, := M(H,)
with respect to the post condition V; je(y.. 1 (0i = O; Ai # j) is valid iff ME[U](M) < q. Because
a weakest precondition of a loop-free boolean program is a polynomial size boolean formula, and the
problem of deciding a given boolean formula is valid is a coNP-complete problem, % is in coNP.

Like the lower-bounding problems %z and % for boolean programs (with loops) are PSPACE-
complete, and %sg is PSPACE-hard.

Theorem 4.9 Zr and % g are PSPACE-complete for boolean programs.

Theorem 4.10 %sg is PSPACE-hard for boolean programs.
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5 Discussion

5.1 Bounding Domains

The notion of hyperproperty is defined over all programs regardless of their size. (For example, non-
interference is a 2-safety property for all programs and reachability is a safety property for all programs.)
But, it is easy to show that the lower bounding problems would become “k-observable” hyperproperties
if we constrained and bounded the input domains because then the size of the semantics (i.e., the number
of traces) of such programs would be bounded by |H| (and upper bounding problems would become
“k-safety” hyperproperties [32]]). In this case, the problems are trivially |H|-observable hyperproperties.
However, these bounds are high for all but very small domains, and are unlikely to lead to a practical
verification method.

5.2 Observable Hyperproperties and Observable Properties

As remarked in [11], observable hyperproperties generalize the notion of observable properties [2]. It
can be shown that there exists a non-empty observable property that is not a liveness property (e.g., the
set of all traces that starts with ¢). In contrast, Theorem states that every non-empty observable
hyperproperty is also a liveness hyperproperty. Intuitively, this follows because the hyperproperty ex-
tension relation < allows the right-hand side to contain traces that does not appear in the left-hand side.
Therefore, for any T € Obs, there exists T’ € Prop that contains 7 and an evidence of the observable

hyperproperty.

5.3 Maximum of QIF over Distribution

Researchers have studied the maximum of QIF over the distribution. For example, channel capacity (25,
23, 27]] is the maximum of the Shannon-entropy based quantitative information flow over the distribution
(i.e., maxy SE[u]). Smith [29] showed that for any program without low-security inputs, the channel
capacity is equal to the min-entropy-based quantitative information flow, that is, max, SE[u] = ME[U].
Therefore, we obtain the same hyperproperty classifications and complexity results for channel capacity
as ME[U].

Min-entropy channel capacity and guessing-entropy channel capacity are respectively the maxi-
mums of min-entropy based and guessing-entropy based QIF over distributions (i.e., max, ME[u] and
max, GE[u]). It has been shown that max, ME[u] = ME[U] [6, 20] and max, GE[u] = GE[U] [34],
that is, they attain their maximums when the distributions are uniform. Therefore, they have the same
hyperproperty classifications and complexities as ME[U| and GE[U], which we have already analyzed in
this paper.

6 Related Work

Cerny et al. [7] have investigated the computational complexity of Shannon-entropy based QIF. For-
mally, they have defined a Shannon-entropy based QIF for interactive boolean programs, and showed
that the explicit-state computational complexity of their lower-bounding problem is PSPACE-complete.
In contrast, this paper’s complexity results are “implicit” complexity results of bounding problems of
boolean programs (i.e., complexity relative to the syntactic size of the input) some of which are obtained
by utilizing their hyperproperties classifications.
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Clarkson and Schneider [11] have classified quantitative information flow problems via hyperprop-
erties. Namely, they have shown that the problem of deciding if the channel capacity of a given program
is g, is a liveness hyperproperty. And, they have shown that an upper-bounding problem for the belief-
based QIF [10] is a safety hyperproperty. (It is possible to refine their result to show that their problem
for deterministic programs is actually equivalent to non-interference, and therefore, is a 2-safety hyper-
property [34].)

7 Conclusion

We have related the upper and lower bounding problems of quantitative information flow, for various
information theoretic definitions proposed in literature, to Clarkson and Schneider’s hyperproperties.
Hyperproperties generalize the classical trace properties, and are thought to be more suitable for classi-
fying information flow properties as they are relations over sets of program traces. Our results confirm
this by giving a fine-grained classification and showing that it gives insights into the complexity of
the QIF bounding problems. One of the contributions is a new class of hyperproperties: k-observable
hyperproperty. We have shown that k-observable hyperproperties are amenable to verification via self
composition.
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Abstract. Differential privacy is a modern approach in privacy-preserving data analysis to control
the amount of information that can be inferred about an individual by querying a database. The most
common techniques are based on the introduction of probabilistic noise, often defined as a Laplacian
parametric on the sensitivity of the query. In order to maximize the utility of the query, it is crucial
to estimate the sensitivity as precisely as possible.

In this paper we consider relational algebra, the classical language for queries in relational databases,
and we propose a method for computing a bound on the sensitivity of queries in an intuitive and
compositional way. We use constraint-based techniques to accumulate the information on the possi-
ble values for attributes provided by the various components of the query, thus making it possible to
compute tight bounds on the sensitivity.

1 Introduction

Differential privacy [6, (7, (8, 9] is a recent approach addressing the privacy of individuals in data analysis
on statistical databases. In general, statistical databases are designed to collect global information in
some domain of interest, while the information about the particular entries is supposed to be kept con-
fidential. Unfortunately, querying a database might leak information about an individual, because the
presence of her record may induce the query to return a different result.

To illustrate the problem, consider for instance a database of people affected by a certain disease, con-
taining data such as age, height, etc. Usually the identity of the people present in the database is supposed
to be secret, but if we are allowed to query the database for the number of records which are contained
in it, and for — say — the average value of the data (height, age, etc.), then one can infer the precise data
of the last person entry in the database, which poses a serious threat to the disclosure of her identity as
well.

To avoid this problem, one of the most commonly used methods consists in introducing some noise on
the answer. In other words, instead of giving the exact answer the curator gives an approximated answer,
chosen randomly according to some probability distribution.

Differential privacy measures the level of privacy provided by such a randomized mechanism by a pa-
rameter €: a mechanism X is e-differentially private if for every pair of adjacent databases R and R’ (i.e.
databases which which differ for only one entry), and for every property ©, the probabilities that X (R)
and X (R’) satisfy © differ at most by the multiplicative constant e*.

The amount of noise that the mechanism must introduce in order to achieve € differential privacy depends
on the so-called sensitivity of the query, namely the maximum distance between the answers on two
adjacent databases. For instance, one of the most commonly used mechanisms, the Laplacian, adds noise

*This work has been partially supported by the project ANR-09-BLAN-0169-01 PANDA
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to the correct answer y by reporting an approximated answer z according to the following probability
density function:

P(x)=ce ¥

where Af is the sensitivity of the query f, and c is a normalization factor. Clearly, the higher is the
sensitivity, the greater the noise, in the sense that the above function is more “flat”, i.e. we get a higher
probability of reporting an answer very different from the exact one.

Of course, there is a trade off between the privacy and the utility of a mechanism: the more noise a
mechanism adds, the less precise the reported answer, which usually means that the result of querying
the database becomes less useful — whatever the purpose.

For this reason, it is important to avoid adding excessive noise: one should add only the noise strictly
necessary to achieve the desired level of differential privacy. This means that the sensitivity of the query
should be computed as precisely as possible. At the same time, for the sake of efficiency it is desirable
that the computation of the sensitivity is done statically. Usually this implies that we cannot compute the
precise sensitivity, but only approximate it from above. The goal of this paper is to explore a constraint-
based methodology in order to compute strict upper bounds on the sensitivity.

The language we chose to conduct our analysis is relational algebra [4, 5], a formal and well defined
model for relational databases, that is the basis for the popular Structured Query Language (SQL, [2]).
It consists in a collection of few operators that take relations as input and return relations as output,
manipulating rows or columns and computing aggregation of values.

Sensitivity on aggregations often depends on attribute ranges, and these restrictions can be exploited
to provide better bounds. To this purpose, we extend mechanisms already in place in modern database
systems: In RDBMS (Relational Data Bases Management Systems) implementations, during the creation
of arelation, it is possible to define a set of constraints over the attributes of the relation, to further restrict
the type information. For instance:

Persons{(Name, String) (Age, Integer)} {Age > O A Age < 120)}

refines the type integer used to express the age of a person in the database, by establishing that it must
be a positive value smaller than 120.

Constraints in RDBMS can be defined on single attributes (column constraints), or on several attributes
(table constraints), and help define the structure of the relation, for example by stating whether an at-
tribute is a primary key or a reference to an external key. In addition, so called check constraints can be
defined, to verify the insertion of correct values. In the example above, for instance, the constraint would
avoid inserting an age of, say, 200. Check constraints are particularly useful for our purposes because
they restrict the possible values of the attributes, thus allowing a finer analysis of the sensitivity.

Contribution Our contribution is twofold:

1. we propose a method to compute a bound on the sensitivity of a query in relational algebra in a
compositional way, and

2. we propose the use of constraints and constraint solvers to refine the method and obtain strict
bounds on queries which have aggregation functions at the top level.

Plan of the paper Next section recalls some preliminary notions about relational databases and differ-
ential privacy. Section |3|introduces a constraint system and the idea of carrying along the information
provided by the constraints as we analyze the query. Section ] proposes a generalization of differential
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privacy and sensitivity to generic metric spaces. This generalization will be useful in order to compute
the sensitivity of a query in a compositional way. Sections|[f [7]and |analyze the sensitivity and the prop-
agation of constraints for the various operators of relational algebra. Finally Section[9|proposes a method
to compute a sensitivity bound on the global query, and shows its correctness and the improvement pro-
vided by the use of constraints. Section|10|discusses some related work, and Section |l 1|concludes. Due
to space limitations, in this version we have omitted several proof. The interested reader can find them
in the full online version of the paper [3].

2 Preliminaries

We recall here some basic notions about relational databases and relational algebra, differential privacy,
and sensitivity.

2.1 Relational Databases and Relational Algebra

Relational algebra [4. 5] can be considered as the theoretic foundation of database query languages and
in particular of SQL [2]. It is based on the concept of relation, which is the mathematical essence of
a (relational) database, and of certain operators on relations like union, intersection, projections, filters,
etc.. Here we recall the basic terminology used for relational databases, while the operators will be
illustrated in detail in the technical body of the paper.

A relation (or database) based on a certain schema is a collection of tuples (or records) of values. The
schema defines the types (domain) and the names (attributes) of these values.

Definition 1 (Relation Schema). A relation schema r(ay : Dy,a; : Dy, ... ,a, : D,) is composed of the
relation name r and a set of attributes ay,as, . .. ,a, associated with the domains D1,D;,...,D,, respec-
tively. We use the notation dom(a;) to refer to D;.

Definition 2 (Relation). A relation R on a relation schema r(a; : Dy,ay : Dy, ... a, : Dy) is a subset of
the Cartesian product D1 X Dy X ... X D,,.

A relation is thus composed by a set of n-tuples, where each n-tuple 7 has the form (dy,ds, ... ,d,) with
d; € D;. Note that T can also be seen as a partial function from attributes to atomic values, i.e. T(a;) = d;.
Given a schema, we will denote the universe of possible tuples by 7, and the set of all possible relations
by ® =27.

Relational algebra is a language that operates from relations to relations. Differentially private queries,
however, can only return a value, and for this reason they must end with an aggregation (operator 7).
Nevertheless it is possible to show that the full power of relational algebra aggregation can be retrieved.

2.2 Differential Privacy

Differential privacy is a property meant to guarantee that the participation in a database does not con-
stitute a threat for the privacy of an individual. More precisely, the idea is that a (randomized) query
satisfies differential privacy if two relations that differ only for the addition of one record are almost
indistinguishable with respect to the results of the query.

Two relations R, R’ € R that differ only for the addition of one record are called adjacent, denoted by
R ~ R'. Formally, R ~ R" iff R\ R’ = {1} or viceversa R\ R = {7}, where 7 is a tuple.
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Definition 3 (Differential privacy [6]). A randomized function X : R — Z satisfies €-differential pri-
vacy if for all pairs R,R' € R, with R ~ R', and all Y C Z, we have that:

Pr[X(R) € Y] < Pr[X(R') € Y] ¢*
where Pr|E] represents the probability of the event E.

Differentially private mechanisms are usually obtained by adding some random noise to the result of
the query. The best results are obtained by calibrating the noise distribution according to the so-called
sensitivity of the query. When the answers to the query are real numbers (R), its sensitivity is defined as
follows. (We represent a query as a function from databases to the domain of answers.)

Definition 4 (Sensitivity [6]). Given a query Q : R — R, the sensitivity of Q, denoted by Ay, is defined
as:

Ag = sup |Q(R) — Q(R') .
R~R'
The above definition can be extended to queries with answers on generic domains, provided that they are
equipped with a notion of distance.

3 Databases with constraints

As explained in the introduction, one of the contributions of our paper is to provide strict bounds on the
sensitivity of queries by using constraints. For an introduction to the notions of constraint, constraint
solver, and constraint system we refer to [[1].

In this section we define the constraint system that we will use, and we extend the notion of database
schema so to accommodate the additional information provided by the constrains during the analysis of
a query.

Definition 5 (Constraint system). Our constraint system is defined as follows:

e Terms are constructed from:

— variables, ranging over the attribute names of the schemas,

— constants, ranging over the domains of the schemas,

— applications of n-ary functions (e.g. +, X) to n terms.
e Atoms are applications of n-ary predicates to n terms. Possible predicates are >,<,=, €.
o Constraints are constructed from:

— atoms, and

— applications of logical operators (—,\,V,=) to constraints.

We denote the composition of constraint by ®. The solutions of a set of constraints C is the set of tuples
that satisfy C, denoted So/(C). The relations that can be build from sol(C) are denoted by R (C) =
P(sol(C)). The solutions with respect to an attribute a is denoted sol(C,a). Namely, sol(C,a) is the
projection on a of sol(C). When the domain is equipped with an ordering relation, we also use inf (C,a)
and sup(C,a) to denote the infimum and the supremum values, respectively, of sol(C,a). Typically the
solutions and the inf and sup values can be computed automatically using constraint solvers. Finally we
define the diameter of a constraint C as the maximum distance between the solutions of C.

Definition 6 (Diameter). The diameter of a constraint C, denoted diam(C), is the graph diameter of the
adjacency graph (R (C),~) of all possible relations composed by tuples that satisfy C.
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‘We now extend the classical definition of schema to contain also the set of constraints.

Definition 7 (Constrained schema). A constrained schema r(A,C) is composed of the relation name r,
a set of attributes A, and a set of constraints C. A relation on a constrained schema is a subset of sol(C).
We will use schema(R) to represent the constrained relation schema of a relation R.

The above definition extends the notion of relation schema (Definition [T)): In fact here each a; can be
seen as associated with sol(C,a;). Definition |1| can then be retrieved by imposing as only constraints
those of the form a; € D;.

Example 1. Consider the constrained schema Items(A,C), where A = {Item,Price,Cost}, and C =
{(Cost < Price < 1000,0 < Cost < 1000)}. The following R is a possible relation over this schema.
R:

Item Price Cost

Items {Item, Price, Cost} 0il 100 10
{(Cost < Price < 1000, 0<Cost<1000)} Salt 50 11
Items(A,C) R

4 Differential privacy on arbitrary metrics

The classic notions of differential privacy and sensitivity are meant for queries defined on &, the set of all
relations on a given schema. The adjacency relation induces a graph structure (where the arcs correspond
to the adjacency relation), and a metric structure (where the distance is defined as the distance on the
graph).

In order to compute the sensitivity bounds in a compositional way, we need to cope with different struc-
tures at the intermediate steps, and with different notions of distance. Consequently, we need to extend
the notions of differential privacy and sensitivity to general metric domains.

We start by defining the notions of distance that we will need.

Definition 8 (Hamming distance dy). The distance between two relations R,R' € R is the Hamming
distance dy(R,R") = |R & R'|, the cardinality of the symmetric difference between R and R'. The sym-
metric difference is defined as R © R' = (R\R')U(R'\R).

Note that dy coincides with the graph-theoretic distance on the graph induced by the adjacency relation
~, and that dy (R,R') = 1 < R ~ R’. We now extend the Hamming distance to tuples of relations, to deal
with n-ary operators.

Definition 9 (Distance d,). The distance d,y between two tuples of n relations (Ry,...,R,),(R},...,R},) €
R" is defined as: d,u((R1,...,Ry),(R},...,R))) = max(du(R1,R}),...,du(Ry,R)))

Note that d,,y coincides with the Hamming distance for n = 1. We chose this maximum metric instead of
other distances because it allows us to compute the sensitivity compositionally, while this is not the case
for other notions of distance. We can show counterexamples, for instance, for both the Euclidian and the
Manhattan distances.

Definition 10 (Distance dg). The distance between two real numbers x,x' € R is the usual euclidean
distance dg(x,x') = |x —x/|.

In summary, we have two metric spaces over which the relational algebra operators work, namely
(R",dup), and (R,dE).
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Example 2. Consider a relation R and two tuples T, 7t such that T & R and © € R. We define its neighbors
R™ and R*, obtained by adding one record, and by changing one record, respectively:

Rt =RU{7} R* =RU{t}\ {n}

Their distance from R is : dg(R,R") = |R © R| =1, and dy(R,R¥) = |R © R*| = 2. Note also that
R~RT.

Notation 1. In the following, we will use the notation R™ to denote RU{t} for a generic tuple T, with
the assumption (unless otherwise specified) that T & R.

We now adapt the definition of differential privacy to arbitrary metric spaces (X,d) (where X is the
support set and d the distance function).

Definition 11 (Differential privacy extended). A randomized mechanism X : X — Z on a generic met-
ric space (X ,d) provides €-differential privacy if for any x,x' € X, and any set of possible outputs Y C Z,

Prik(x) € Y] < Pr[K(x) € Y]- &40

It can easily be shown that Definitions [TT]and [3| are equivalent if d = dj.
We now define the sensitivity of a function on a generic metric space.

Definition 12 (Sensitivity extended). Let (X,dx) and (Y,dy) be metric spaces. The sensitivity Ay of a
Sunction f: (X,dx) — (Y,dy) is defined as

dy (f(x), f(+'))

AT )

xx ex

x#x'

Again, we can show that Definitions and E] are equivalent if dy = d,y (proof in full version [3]).
This more general definition makes clear that the sensitivity of a function is a measure of how much it
increases distances from its inputs to its outputs.

As a refinement of the definition of sensitivity, we may notice that this attribute does not depend on the
function alone, but also on the domain, where the choice of x,x’ ranges to compute the supremum. In our
framework this is particularly useful because we have a very precise description of the restrictions on the
domain of an operator, thanks to its input constrained schema (Def[7)).

Definition 13 (Sensitivity constrained). Given a function f: (X,dx) — (Y,dy), and a set of constraints
C on X, the sensitivity of f with respect to C is defined as

A(C) = sup

xx' €s0l(C)
x#x'

The introduction of constraints, in addition to an improved precision, allows us to define conveniently
function composition. It should be noted that when combining two functions f o g, where g : (Y,dy) —
(Z,dz), the domain of g actually depends on the restrictions introduced by f and we can take this into
account maximizing over y,y’ € sol(C ® Cy), that is the domain obtained combining the initial constraint
C and the constraint introduced by f.
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5 Operators

We now proceed to compute a bound on the sensitivity of each relational algebra operator through a static
analysis that depends only on the relation schema the operator is applied to, and not on its particular
instances.

From a static point of view each operator will be considered as a transformation from schema to schema
(instead of a transformation from relations to relations): they may add or remove attributes, and modify
constraints.

The following analysis is split in operators op : (R",dny) — (R, dy), with n equals 1 or 2, and aggrega-
tion ¢ : (R,dn) — (R,dg). In the sensitivity analysis of the formers, given they work only on Hamming
metrics, we are only interested in their effect on the number of rows. In our particular case, these re-
lational algebra operators treats all rows equally, without considering their content. This simplification
grants us the following property:

Proposition 1. Ifop: (R,dy) — (R,dy) and C is an arbitrary set of constraints

(@)= sup  GHCPRLOBED)) o x(0).diam(CoCop))

/
RReR(C) dn(R,R)
R£R'

(The proposition holds analogously for the binary case). This property, that does not hold for general
functions, allows us in the case of relational algebra to decouple the computation of sensitivity from the
constraint system, and solve them separately. A, (@) (from now on just A,p) can be seen as the sensitivity
intrinsic to each operator, the maximum value of sensitivity the operator can cause, when the constraints
are loose enough || to be omitted. While diam(C ® C,p), the diameter of the co-domain of the operator,
limits the maximum distance the operator can produce, that is the numerator in the distances ratio.

6 Row operators

In this section we consider a first group of operators of type (R",dny) — (R,dy) with n = 1,2, which
are characterized by the fact that they can only add or remove tuples, not modify their attributes. Indeed
the header of the resulting relation maintains the same set of attributes and only the relative constraints
may be modified.

6.1 Union U

The union of two relation is the set theoretic union of two set of tuples with the same attributes. The
example below illustrates this operation:

Name Age Height

Name Age Height Name Age Height
John 30 180 U Alice 45 160 = JT?I};“ ?8 igg
Tim 10 100 Tim 10 100

Alice 45 160

The union of two relations may reduce their distance to zero or leave it unchanged.

Proposition 2. The union has sensitivity 2: Ay = 2.

Ifor all possible domains the sensitivity can’t be greater.
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Proof. If dag((R1,R2),(R3,R4)) = 1 then we have two cases

a) Ry = RT,R4 =Ry or R3 =R|,Ry = R2+ . For the symmetry of distance only one case needs to be
considered:
0 TeR,

+ _
Uk © kfur)={ | TS

The only difference is the tuple 7. If T € R, then T would be in both results, leading to identical
relations, thus reducing the distance to zero. If T ¢ R, then 7 will again be the only difference
between the results, thus resulting into distance 1.

b) R3=R|,Rs=R;
0 T1€ERNT ER
[(RIUR) © (R{URy)| =3 1 mERVRER,
2 T1¢R2/\’L’2§éR1

In this case we have two records differing, 7; and 7», and in the worst case they may remain different in
the results, giving a final sensitivity of 2 for the operator. O

Definition 14 (Constraints for union). Let schema(R,) = (A,C) and schema(R;) = (A,C3). Then schema(Ry U
RQ) = (A,C] \/CQ).

6.2 Intersection N

The intersection of two relation is the set theoretic intersection of two set of tuples with the same at-
tributes.

As for the union, the difference applied to argument at distance 1 may have an effect on the only tuple in
which the arguments differ, thus resulting into a distance O or 1.

Proposition 3. The intersection has sensitivity 2: An = 2.
Proof. Similar to the case of Proposition 2} O

Definition 15 (Constraints for intersection). Ler schema(R) = (A,C}) and schema(Ry) = (A,C3). Then
schema(Ry NRy) = (a,C1 ACy).

6.3 Difference \

The difference of two relation is the set theoretic difference of two set of tuples with the same attributes.
As in the case of the union, the difference applied to argument at distance 1 may have an effect on the
only tuple in which the arguments differ, thus resulting into a distance 0 or 1.

Proposition 4. The set difference has sensitivity 2: A\ = 2.
Proof. Similar to the case of Proposition 2] O

Definition 16 (Constraints for set difference). Ler schema(R;) = (A,C1) and schema(R,) = (A,C3).
Then schema(R; \ Ry) = (A,Cy A (—C3)).
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6.4 Restriction o

The restriction operator oy (R) removes all rows not satisfying the condition ¢ (typically constructed
using the predicates =, #, <, > and the logical connectives V, A, ), over a subset of R attributes.

As an example, consider the following SQL program that removes all people whose age is smaller than 20
or whose height is greater than 180. The table illustrates an example of application of the corresponding
restriction Gpge>20AHeight<180-

SELECT *
FROM R
WHERE Age>=20 AND Height<=180

Name Age Height

John 30 180 Name Age Height
OAge>20AHeight <180 Tim 10 100 = Alice 45 160
Alice 45 160 Natalie 20 175

Natalie 20 175

The restriction can be expressed in terms of set difference: 6y(R) =R\ {7 | ~¢(7)}. However the
sensitivity is different because the operator is unary, the second argument is fixed by the condition ¢

Proposition 5. The restriction has sensitivity 2: Ag, = 1.

Definition 17 (Constraints for restriction). Let schema(R) = (A,C) and A’ C A. Then define schema(Gp(a(R)) =
(A,CAp(A)).

7 Attribute operators

The following set of operators, unlike those analyzed so far, can affect the number of tuples of a relation,
as well as its attributes.

7.1 Projection

The projection operator 7, ., (R) eliminates the columns of R with attributes other than ay, ..., a,, and
then deletes possible duplicates, thus reducing distances or leaving them unchanged. It is the opposite of
the restricted Cartesian product x| which will be presented later.

The following example illustrates the use of the projection. Here, the attribute to preserve are Name and
Age.

Name Age Car

Name Age
John 30 Ford e
SELECT Name,Age TNameAge | John 20 Renault | = Jol'ln 30
FROM R Alice 45  Fiat Alice 45
Proposition 6. The projection has sensitivity 1: Az = 1.
0 dpeR.Vie{l,...,n}p(a;) = 1(q
Proof. ‘”m.,...,an(R) © nul,...,a,l(R+) :{ 1 OI?/V tseonf pla) (@) O

Definition 18 (Constraints for projection). Let schema(R) = (A,C) and A’ C A. Then schema(my (R)) =
(4',C).
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7.2 Cartesian product

The Cartesian product of two relation is the set theoretic Cartesian product of two set of tuples with
different attributes, with the exception that in relations the order of attributes does not count, thus making
the operation commutative. The following example illustrate this operation.

Name Age Height Car  Owner

Name Age Height Car  Owner John 30 180 Fiat  Alice
John 30 180 x  Fiat Alice = John 30 180 Ford Alice
Alice 45 160 Ford Alice Alice 45 160 Fiat  Alice

Alice 45 160 Ford Alice

This operator may seem odd in the context of a query language, but it is in fact the base of the join, the
operator to merge the information of two relations.

RR.a,P:qT.ai T= OR.a=T.a (R % T)

We analyze now the sensitivity of the Cartesian product.

One record x; We first consider a restricted version X |, where on one side we have a single tuple.

Proposition 7. The operator x| has sensitivity 1: Ay, = 1.

N records x We consider now the full Cartesian product operator. It is immediate to see that a dif-
ference of a single row can be expanded to an arbitrary number of records, thus causing and unbounded
sensitivity.

Proposition 8. The (unrestricted) Cartesian product has unbounded sensitivity.

We now define how constraints propagate through Cartesian product:

Definition 19 (Constraints for product). Let schema(R,) = (A1,C)) and schema(Ry) = (A2,C). Then
schema(R1 X Rz) = (A] UA,,C /\Cz).

7.3 Restricted x

The effect of Cartesian product is to expand each record with a block of records, a behavior clearly against
our objective of distance-preserving computations. However we propose some restricted versions of the
operator in order to maintain its functionality to a certain extent:

e x,: product with blocks of a fixed n size, to obtain n sensitivity. In this case n representative
elements can be chosen from the relation, the definition of policies to pick these elements is left to
future developments.

e Xxy: anew single record is built as an aggregation of the relation, through the operator Oy f (pre-
sented later), thus falling in the case of x| sensitivity.

e a mix the two approaches could be considered, building n aggregations, possibly using the operator
{4} Yy (presented later).

In both approaches the rest of the query can help to select the right records from the block, for example
an external restriction could be anticipated.
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8 Aggregation y

The classical relational algebra operator for aggregation (4, 4.} ¥ {f.....5,} (R) performs the following
steps:

e it partitions R, so that each group has all the tuples with the same values for each a;,
e it computes all f; for each group,
e it returns a single tuple for each group, with the values of a; and of f;.

The most common function founds on RDBMS are count ,max,min,avg, sum and we will restrict our
analysis to these ones. The following example illustrates how we can use an aggregation operator to
know, for each type of Car, how many people own it and what is their average height.

SELECT Car, Count(*), Avg(Height)
FROM R
GROUPBY Car

Name Age Height Car .
- Car Count  Avg(Height)
Alice 45 160 Ford Ford > 165

{Car} Y{Count,Avg(Height)} John 30 180 Fiat = Fiat 1 180
Frank 45 165 Renault R TR 165
Natalie 20 170  Ford enat

In the domain of differential privacy special care must be taken when dealing with this operator as it is
in fact the point of the query in which our analysis of sensitivity ends and the noise must be added to the
result of the function application.

A differentially private query should return a single value, in our case in R, and the only queries that
statically guarantee this property are those ending with the operator ¢y : (R,dr) — (R,dg) (from here
on abbreviated ¥y), that apply only one function f to the whole relation without grouping. For this reason
we will ignore grouping for now, and focus on queries of the form ¢y (Q) where Q is a sub-query without
aggregations. It is however possible to recover the original 4y behavior and use it in sub-queries.

8.1 Functions

In this section we analyze the sensitivity of the common mathematical functions count,sum, max,min
and avg. The application of functions coincide with the change of domain, in fact they take as input a
relation in (%, dy) and return a single number in (R, dg ), (not to be confused with a relation with a single
tuple, which also contains a single value).

Extending standard results [6], we can prove that, when f = count, sum,max,min,avg then A f(C ) can
be computed as follows:

Proposition 9.

A (C) _ Amaxai(c) = |Sup(c’ai)_inf(cvai)‘
Acom(c) _ {|sup(C,a)], |inf(C,a;)[} Aning (€)= |sup(C,a;) —inf(C, a;)]
sumg, = maxq|sup(C,a;)|, |int(C,a; N ‘

Aavg, (C) ‘Sup(c’al)z MGt

8.2 Exploiting the constraint system

The sensitivity of aggregation functions, as shown above, depends on the range of the values of an
attribute, so clearly it is important to compute the range as accurately as possible.
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The usual approach is to consider the bounds given by the domain of each attribute. In terms of constraint
system, this corresponds to consider the solutions of the constraint C; =a; € Dy Aay € Dy A...Nay, € D,.
Le. the standard approach computes the sensitivity of aggregation functions for an attribute a on the basis
of sup(Cy,a) and inf(Cy,a).

In our proposal we also use C;: for us it is the initial constraint, at the beginning of the analysis of the
query. The difference is that our approach updates this constraints with information provided by the
various components of the query, and then exploits this information to compute more accurate ranges for
each attribute. The following example illustrates the idea.

Example 3. Assume that schema(R) = ({Weight,Height },Cy), and that the domain for Weight is [0, 150]
and for Height is [0,200]. The following query asks the average weight of all the individuals whose
weight is below the height minus 100.

%vg(Weighz) (GWeightgHeightf 100 (R) )

Below we show the initial constraint C; and the constraints Co computed by taking into account the
condition of o. Compare the sensitivity computed using Cy with the one computed using Co: They differ
because in Cg the max value of Weight is 100, while in Cy is 150.

Cr={W €[0,150] A H € [0,200]} AL Yavg(wy) = \max(cl,w);mmchvv)\ —75

_ |max(Co,W)—min(Co,W)| __
— Q > Q =50

CQ = {W € [07 150] ANHe [0,200] ANW<H-— 100} A(Cvaavg(W))

Hence exploiting the constraints generated by the query can lead to a significant reduction of the sensi-
tivity.

8.3 Constraints generated by the functions

We now define how to add new constraints for the newly created attributes computed by the functions.

Definition 20 (Constraints for functions). Ler schema(R) = (A,C), A’ CAand F ={fi(a1),..., fa(an)},
where ay,...,a, € A. Then schema(y Y p(R)) = (A'U{ay, ...ayz}, CAcy A...Ncy,), where:

o min(C,a;) < ay  <sup(C,a;) if fi = max/min/avg
fi— 0< ay if f; = sum/count

9 Global sensitivity

We have concluded the analysis for all operators of relational algebra, and we now define the sensitivity
of the whole query in a compositional way.

For the computation of the sensitivity, we need to take into account the constraint generated by it. We
start by showing how to compute this constraint, in the obvious (compositional) way. Remember that we
have already defined the constraints generated by each relational algebra operator in Sections|[6] [7]and [8]

Definition 21 (Constraint generated by an intermediate query). The global constraint generated by
an intermediate query Q on relations with relational schema r(ay : Dy,a2,D»,...,a, : Dy) is defined
statically as:

Co = schema(Q(R))

where R is any relation such that schema(R) = ({ay,az,...,a,},Ci), withCy =ay; € Dy ANay € Dy A\ ... A
a, € D,,.
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We assume, the top-level operator in a query is an aggregation ¥y, followed by a query composed freely
using the other operators. We now show how to compute the sensitivity of the latter. Since it is a recursive
definition, for the sake of elegance we will assume an identity query Id.

Definition 22 (Intermediate query sensitivity). Assume op : (R",d.y) — (R,dy) and Cop the con-
straint obtained after the application of op:

S(Id) = min(1l,diam(Cyy)) base case
S(opo Q) = min (Aop-S(Q),diam(Copeg)) ifn=1
S(opo(Q1,02)) = min (Agp-max(S(Q1),8(Q2)),diam(Cope(, 0,))) i n=2

where op can be any of U,N,\, 0, T, X, X1 and the (classic) o Y.

We are now ready to define the global sensitivity of the query:

Definition 23 (global sensitivity). The global sensitivity GS of a query Y;(Q) is defined as:

Ar(Cp)-S(Q) if f = count, sum,avg

GS(11(Q)) =
Ar(Cp) if f =max,min
The following theorem, (proof in full version [3]]), expresses the soundness and the strictness of the
bound computed with our method.

Theorem 1 (Soundness and strictness). The sensitivity bound computed by GS(+) is sound and strict.
Namely:

GS(%(Q)) = Ay(0)

10 Related Work

The field of privacy in statistical databases has often been characterized by ad-hoc solutions or algorithms
to solve specific cases [7]. In recent years however there have been several efforts to develop a general
framework to define differentially private mechanisms. In the work [12] the authors have proposed
a functional query language equipped with a type system that guarantees differential privacy. Their
approach is very elegant, and based on deep logical principles. However, it may be a bit far from the
practices of the database community, addressing which is the aim of our paper.

The work that is closest to ours, is the PINQ framework [11], where McSherry extends the LINQ lan-
guage, with differential privacy functionalities developed by himself, Dwork and others in [[10].

Despite this existing implementation we felt the need for a more universal language to explore our ideas,
and the mathematically-based framework of relational algebra seemed a natural choice. Furthermore the
use of a constraint system to increase the precision of the sensitivity bound was, to out knowledge, never
explored before.

11 Conclusions and future work

We showed how a classical language like relational algebra can be a suitable framework for differential
privacy and how technology already in place, like check constraints, can be exploited to improve the
precision of our sensitivity bounds.
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Our analysis showed how the most common operation on databases, the join i<, poses great privacy prob-
lems and in future we hope to develop solutions to this issue, possibly along the lines already presented
in Section[Z.3l

In this paper we have considered only the sensitivity, that is the effect on distances of operators, while
another interesting aspect would be to compute the effect on the € exponent as explored in [11], and
possibly propose convenient strategies to query as much as possible over disjoint data sets.
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We demonstrate the modelling of opportunistic networks using the process algebra stochastic HYPE.
Network traffic is modelled as continuous flows, contact between nodes in the network is modelled
stochastically, and instantaneous decisions are modelled as discrete events. Our model describes a
network of stationary video sensors with a mobile ferry which collects data from the sensors and
delivers it to the base station. We consider different mobility models and different buffer sizes for the
ferries. This case study illustrates the flexibility and expressive power of stochastic HYPE. We also
discuss the software that enables us to describe stochastic HYPE models and simulate them.

1 Introduction

Hybrid behaviour can arise in widely varying different contexts, both engineered and natural, pure and
abstracted. Such systems have elements which are subject to continuous change, interleaved with discrete
events which may change the elements themselves as well as their mode of evolution. The continuous
aspect of the behaviour may be pure in that it is a physical entity which has continuous values, such as
temperature or pressure, or may be abstracted as an approximation of a discrete quantity such as concen-
trations of biochemical species within a cell. Thus examples of hybrid systems include thermostatically
controlled heating systems and genetic regulatory networks, such as the repressilator [[13}[18].

In this paper we consider an engineered system with abstract continuity: an opportunistic network
[22] 32]. In such a network, nodes experience periods of disconnectedness, during which they never-
theless may accumulate traffic in the form of packets. Sporadic connectivity is provided by occasional
proximity of other nodes. Such connectivity is then exploited to further the progress of packets towards
their destination (hence the term opportunistic). There are many interesting questions about performance
and capacity planning for such networks, but a detailed discrete state representation in which all packets
are treated individually can rapidly exceed feasible analysis and can also be expensive in terms of time.
Instead, here, we abstract the traffic to be a fluid quantity rather than discrete packets and model the
system as a stochastic hybrid system.

Process algebras have a long-established history of use for compositional modelling and analysis
of systems with concurrent behaviour. Moreover, when extended with stochastic variables to represent
duration and relative probability of events, they have been successfully applied to performance modelling
and other forms of quantified analysis. HYPE is one of several recently defined process algebras which
extend this capability to the modelling of hybrid systems [28, [17]. In HYPE the focus is on a fine-
grained compositionality, in which all the influences or flows which impact the continuous variables in
the system are modelled explicitly. Importantly, addressing the modelling in this style removes the need
to include ordinary differential equations (ODEs) governing the continuous evolution of such variables
in the syntax of the model. Instead the dynamic behaviour emerges, via the semantics of the language,
when the components are composed. Moreover, this fine-grained approach gives the language more
expressiveness, than say, hybrid automata, as recently demonstrated in [16]. Furthermore, the use of
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flows as the basic elements of model construction has advantages such as ease and simplification of
modelling. This approach assists the modeller by allowing them to identify smaller or local descriptions
of the model and then to combine these descriptions to obtain the larger system.

In the original definition of HYPE, discrete actions were termed events and these were always consid-
ered to be instantaneous although they could be subject to an activation condition determining just when
the instantaneous jump would occur. A distinction was made between urgent and non-urgent events.
Most activation conditions are expressed in terms of conditions on the evolving values of continuous
variables and urgent events are triggered immediately when such conditions become true. In contrast,
non-urgent events were not tied to the continuous state of the system (denoted by the undefined activation
condition 1) and could occur randomly at some unspecified time in the future. A recent extension of
HYPE [7] refined this notion of non-urgent events, by introducing stochastic events. These events have
an activation condition that is a random variable, capturing the probability distribution of the time until
the event occurs. Thus these events still occur non-deterministically, but they are now quantified and so
the models admit quantitative analysis. In order to carried out this type of analysis, a novel software tool
has been developed which can simulate stochastic HYPE models.

This extended HYPE is ideal for modelling opportunistic networks in which we wish to study the
emergent properties when nodes establish contact intermittently, but according to some probability dis-
tribution. In other words, we have some expectation of the frequency with which connections are formed,
rather than admitting the possibility that this can be indefinitely postponed, as would be the case with
non-urgent events. This is more realistic since the intermittent connectivity is usually provided by nodes
embedded in vehicles which make regular visits.

The case study presented in this paper consists of stationary nodes that record multimedia data,
specifically video, and a mobile node on a vehicle that collects the data and delivers it to a stationary
base station. Since a characteristic of multimedia is very high data volume, this scenario is particularly
appropriate for the fluid approach that we take here. We are specifically interested in two parameters
of the model: how much data storage is required for the ferry and how often should it interact with the
video sensors.

The rest of this paper is organised as follows. In Section [2] we briefly recall the basic notions of
stochastic HYPE by means of a running example. This includes an account of the novel software tool
which has been developed to simulate stochastic HYPE models. Next, in Section [2.1| we give a more
detailed description of opportunistic networks, and the particular system we are considering. Section []
presents a general framework for describing opportunistic networks, presents the stochastic HYPE model
of the case study and the results of its analysis. Finally, Sections [5] and [6] discuss related work, future
research and draw final conclusions.

2 Stochastic HYPE

In this section we present the definition of stochastic HYPE [[7] and introduce a small example to illustrate
the definition. More details about the language can be found in [7, 17, [16]]. We consider a basic model
of a network node with a buffer, which can receive packets from an input channel and send packets to an
output channel. We assume that the number of packets that travel through the node and that are stored
in the buffer is large, hence we describe them as a fluid quantity. Received packets are stored in the
buffer, waiting to be sent. We allow reception and sending of packets to happen concurrently, but it is
equally simple to enforce a mutually exclusive send/receive policy. We also assume that uplinks and
downlinks are not always working, but they are activated and deactivated depending on the availability
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Buffer = Sys[}”,ﬂm-con with M:{maﬁimﬁmaﬁouhﬁouhemp@UM}-
Sys = Input Eﬁ}Output

Input = ony,:(in, riy, const).Input + off;,:(in, 0, const) Input+
full:(in, 0, const).Input + init:(in, 0, const) .Input
Output = Ny (out, —rou, const).Output + off ., : (out , 0, const).Output+
empty:(out, 0, const).Output + init: (out , 0, const) .Output

Con = Conj, %ﬂconout
Con,, < on;,.Conl,, Con, Y off;,.Coniy + full.Conyy,
Congy < on,,.Conl,,, Con.,, & Ot s -CONs + empty.Conou
iv(in) = B iv(out) = B
ec(init) = (true,B' =by)
ec(ony,) = (k' true) ec(off,,) = (kujljc,true)
ec(Onyy) = (Ko true) ec(offyy) = (K true)
ec(full) = (B=maxg,true) eclempty) = (B=0,true)

Figure 1: Simple network node model in stochastic HYPE.

of a connection. These events are described as stochastic, with firing times governed by exponential
distributions. Finally, incoming traffic has to be stopped if the buffer becomes full and outgoing traffic
has to be stopped when the buffer is empty.

HYPE modelling is centred around the notion of flow, which is intended here as some sort of in-
fluence continuously modifying one variable. Both the strength and form of a flow can be changed by
events. In our example, there are two flows modifying the buffer level, modelled by the continuous
variable B, namely reception and sending of packets. Flows are described by the uncontrolled system,
a composition of several sequential subcomponents, each modelling how a specific flow is changed by
events. For instance, in Figure |1} the subcomponent Input describes the inflow of packets in the buffer.
This subcomponent reacts to four events: on;, and off;,, modelling the activation and deactivation of the
uplink; full, modelling the suspension of incoming traffic due to the buffer becoming full; and init, the
first event that sets the initial value of the influence. The tuple (in,r;,,const) following event on;,, is
called an activity or an influence and describes how the input affects the buffer level when it is in effect:
in is the name of the influence, which provides a link to the target variable of the flow (B in our example),
rin 1s the strength of the influence and const is the influence type, identifying the functional form of the
flow (which is specified separately by the interpretation [const]] = 1). When the input is switched off,
the influence (in, r;,,const) is replaced by (in,0,const) i.e. the influence strength of the input becomes
zero. The other subcomponent affecting buffer level is the output component, modelling the sending of
packets. States of a HYPE model are collections of influences, one for each influence name, defining
a set of ordinary differential equations describing the continuous evolution of the system. For instance,
(in, rin, const) contributes to the ODE of B with the summand r;, [const] = riy.
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The controller Con, instead, is used to impose causality on events, reflecting natural constraints or
design choices. For instance, Con;, models the fact that the reception of packets can be turned off only
after being turned on. Furthemore, it describes termination of the input if the buffer becomes full, but
only if the uplink is active.

Events in stochastic HYPE are of two kinds, either stochastic or deterministic. Deterministic events
a € &, happen when certain conditions are met by the system. These event conditions are specified by a
function ec, assigning to each event a guard or activation condition (a boolean predicate depending on
system variable, stating when a transition can fire) and a reset (specifying how variables are modified
by the event). For example, ec(full) = (B = maxg,true) states that the uplink is shut down when the
buffer reaches its maximum capacity maxp, and no variable is modified. If we wanted to model a policy
throwing away a fraction p of the packets when the buffer becomes full, then we could have defined
ec(full) = (B = maxp,B' = (1 — p)B). Deterministic events in HYPE are urgent, meaning that they fire
as soon as their guard becomes true.

Stochastic events a € &; have an event condition composed of a stochastic rate (replacing the guard of
deterministic events) and a reset. For instance, ec(on;,) = (k{,true) states that the reception of packets
is a stochastic event happening at times exponentially distributed with constant rate k9. In general, rates
define exponential distributions and can be functions of the variables of the system.

For completeness, we provide the formal definition of the syntax of stochastic HYPE.

Definition 1 A stochastic HYPE model is a tuple (ConSys, ¥ ,IN,IT, &y, 85,9/ ,ec,iv,EC,ID) where
e ConSys is a controlled system as defined below.
e V' is a finite set of variables.
e [N is a set of influence names and IT is a set of influence type names.
o & is the set of instantaneous events of the form a and a,.
o & is the set of stochastic events of the form a and a;.
o o/ is a set of activities of the form o(W ) = (1,r,1(#)) € (IN X R X IT) where # C V.

e ¢c: & — EC maps events to event conditions. Event conditions are pairs of activation conditions
and resets. Resets are formulae with free variables in ¥ U¥’. Activation conditions for instanta-
neous events &, are formulas with free variables in ¥ and the second, while for stochastic events
of &, they are functions f : RI”T — Rt

e v:IN — ¥ maps influence names to variable names.
o EC is a set of event conditions.

e D is a collection of definitions consisting of a real-valued function for each influence type name

[L(#)] = f(#') where the variables in ¥ are from V.
o &, o, IN and IT are pairwise disjoint.

Definition 2 A controlled system is constructed as follows.

e Subcomponents are defined by Cs(#') = S, where Cy is the subcomponent name and S satisfies the
grammar §' :=a: a.Cs | S+ 8 (a€ & = E;UE, a € of ), with the free variables of S in W'

e Components are defined by C(#') = P, where C is the component name and P satisfies the gram-
mar P' :=C,(W) | C(W) | P' BXP', with the free variables of P in W and L C &
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e An uncontrolled system X is defined according to the grammar X' ::= C;(W') | C(#') | &' BXY,
where LC & and W C V.

e Controllers only have events: M ::=aM | 0 | M+ M with a€ & and L C & and Con ::=
M | Con B4 Con.

e A controlled system is ConSys ::= X Dﬁm.Con where L C &. The set of controlled systems is
Csys-

The semantics of HYPE has been defined in [17, [16], where a mapping to Hybrid Automata [20] is
also discussed. The semantics of stochastic HYPE [7], instead, is given in terms of TDSHA (Transition-
Driven Stochastic Hybrid Automata, [8]]), which are a high level representation of PDMPs (Piecewise
Deterministic Markov Processes, [L1]). PDMPs are stochastic hybrid processes which interleave a deter-
ministic evolution, described by a set of differential equations (depending on the current discrete mode
of the system), with discrete jumps, which can be of two types: spontaneous, happening at exponentially
distributed random times, and forced, happening when specific conditions on system variables are met.
Both kind of events can reset the state of the system according to a specified reset policy. Intuitively,
the dynamics of a stochastic HYPE model is as follows: the system variables will evolve following the
solution of a set of ODE, defined by the influences active in the system, one for each influence name. The
events that can happen, instead, are determined by the current state of the controller. Active stochastic
events happen at random times, while deterministic events happen when their guard becomes true. In
both cases, the reset policy of the event is applied. Moreover, the state of the controller and the set of
active influences is updated according to model structure. In particular, all influences preceded in sub-
components by the event that occurred will replace the ones with the corresponding name, so that the
continuous dynamics can have different modes of operation.

All HYPE models that will be considered in the paper comply with the definition of well-defined
HYPE models, given in [16]. Essentially, each subcomponent must be a self-looping agent of the form
S= Zf'{:] a;:0;.S + init: .S, with each oy of the form (is, r;,1;), where is is an influence name appearing
only in subcomponent S. Furthermore, synchronization must involve all shared events.

2.1 Simulation software

In this section, we provide some details about the implementation of stochastic HYPE that we used to
analyse the model of an opportunistic network presented in the paper. This software tool supports an
automatic extraction of basic statistics from a set of stochastic runs, and has plotting facilities (including
3D plots and distribution histograms) and data export facilities. Furthermore, it supports automatic
exploration of the parameter space. The user interface is command-line-based, and uses a simple script
language to instruct the software.

The basic idea behind the implementation, done in Java and available on request from the authors,
is to flatten a HYPE model into a representation in which additional discrete variables (i.e., variables
that can take only a finite set of values) are introduced to keep track of the current active influences
and the current states of the controller. The number of variables required for this encoding is easily
seen to be linear in the size of the system, as it requires an additional number of variables equal to the
number of different subcomponents plus the number of different states of the controller. Furthermore,
this approach has the advantage of avoiding an explicit construction of all the modes of the (stochastic)
hybrid automaton associated with a HYPE model. This is possible since modes of such an automaton
are uniquely identified by the values of the discrete variables introduced.
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hype model network_node

#definitions

var B = 0; //buffer size

param maxB = 100; //buffer capacity

param r_in = 1; //input rate

param r_out = -2; //output rate

param kon_in = 0.5; //uplink activation rate
param koff_in = 0.05; //uplink deactivation rate
param kon_out = 0.02; //downlink activation rate

param koff_out = 0.01; //downlink deactivation rate

1; //constant function
X>K; //X>=K
X <= K; //X <= K

function const()
guard above(X,K)
guard below(X,K)

#mappings

infl in :-> B; //input influence

infl out :-> B; //output influence

event on_in = :-> @ kon_in; //input activation

event off_in = :-> @ koff_in; //input deactivation

event on_out = :-> @ kon_out; //ouput activation

event off_out = :-> @ koff_out; //output deactivation

event full = above(B,maxB) :-> ; //buffer full

event empty = below(B,0) :=> ;  //buffer empty

#subcomponents

//template to define a switch between two states

switch(on,off,block,r) := off,block,init:[0,const()] + on:[r,const()];

#components

input := switch(on_in,off_in,full,r_in):in; //input component

output := switch(on_out,off_out,empty,r_out):out; //output component

sys := input <*> output; //uncontrolled system

#controller

con_in := on_in.con_in_1; con_in_1 := off_in.con_in + full.con_in; //input controller
con_out := on_out.con_out_1; con_out_1 := off_out.con_out + empty.con_out; //output controller
con := con_in || con_out; //system controller
#system

sys <*> con; //system

Figure 2: Code for the example given in Figure

To illustrate how the encoding works in terms of the generated ODEs, consider the Input component
of Section [2 To model which influence is active between a; = (in, ry,,const) and oy = (in,0, const),
we need a new variable, Ip,,,, taking values in {0,1}. If Ijnpur €quals zero, the active influence is o,
otherwise the active influence is ;. This means that the component of the ODEs associated with variable
B generated by Input is of the form ry, [const | (Ippur = 1) + O[const ]| (Ijnpus = 0) = Tin{Iinpur = 1), where
(-) denotes the logical value of a boolean predicate expressed as 0 or 1. Resets and guards of events are
modified in order to correctly update the discrete variables introduced. For instance, the reset of event
full resets Jpypu; to 0.

The tool provides simulation of stochastic and non-stochastic HYPE models, and uses the Java math-
ematical library MathCommons [1]] to numerically integrate the ODEs, exploiting its embedded event
detection system to manage the firing of events. In particular, stochastic simulation is dealt with in the
following way [40, [8]. Consider a stochastic event with rate A(¢), depending on time via the continu-
ously evolving variables of the system. We compute its cumulative rate A(fo,?) = ftg A(s)ds by coupling
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with the ODE system, the following equation for A: % = A(t), with A(t9,t9) = 0. Then, we fire
the stochastic transition as soon as A(fy,t) = —In(U), where U ~ Unif (0, 1) is a uniformly distributed
random number in [0, 1], sampled using the pseudo-number generator of MathCommons library. Notice
that if the rate A(f) = A is constant, then the firing time is —; In(U), and hence we have the standard
Monte Carlo inversion method to simulate exponentially distributed random variables [40].

We conclude this section with some details of the language supported by the tool to model with
HYPE. Each HYPE model consists of 6 sections. The #definitions section contains the definition
of system variables, parameters, expressions shorthands, user-defined functions (which replace influence
types in the tool) and boolean predicates. The #mappings section is devoted to the definition of influ-
ences (mapping them to variables) and events (specifying their name, guard, reset, and, for stochastic
events, rate). In the tool, stochastic events can be guarded. This is rendered in HYPE using suitable
discontinuous rate functions. The #subcomponent section contains the description of subcomponents,
which can be parameterised (with respect to variables and events) in order to reuse the same defini-
tion more than once. In particular, the user can assign more than one event to the same influence and
the influence name is assigned to the whole subcomponent, in order to comply to the restrictions of
well-defined HYPE models. The #component section, instead, contains the (parametric) description of
system components, including the uncontrolled system. The #controller section contains the defini-
tion of sequential and compound controllers. Finally, the #system section specifies the complete system
by combining a controller and an uncontrolled system. The code for the example of Figure[T]is given in
Figure 2] We would like to add additional parameterisation abilities to the software to support systems
where we define many similar components. We address this point further in Section [6]

3 Opportunistic networks

Since stochastic HYPE allows for the modelling of discrete quantities in a fluid manner, it is suitable for
network modelling. Furthermore, it has stochastic aspects that model randomness, making it appropriate
to model the disconnectedness that can happen in opportunistic networks. Networks are opportunistic
when nodes can communicate even though there may never be a direct path between them. They use
a store-carry-forward approach and decisions about routing are determined dynamically with policies
based on the notion of getting a packet closer to its final destination [32]. Delays may occur but networks
of this type can be deployed in environments where disconnectedness is possible but increased time for
packet delivery is acceptable. The major challenges in such networks [32, 22} 35]] include the following.

Disconnectedness: A direct path may occur very infrequently or never between any two nodes in the
network.

High latency and low data rate: Due to disconnectedness, there can be significant delays for an indi-
vidual packet, including those caused by queueing at an intermediate node. This obviously can
result in low throughput.

Limited resources: Nodes are often battery-driven and hence need to conserve energy to lengthen their
lifetimes. This means that the amount of storage space or strength and length of radio usage for
communication are limited. Additionally, nodes may become permanently disabled due to a hostile
environment.

Various protocols have been designed to mitigate the problems caused by these challenges and these
protocols have specific objectives [35]. The main objective is to maximise the probability of a packet
reaching its destination. Ideally, at the same time, both the delivery delay and the resource usage should
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be minimised. Storage capacity at nodes should be sufficient, both to cope with the inherent latency and
in certain cases, to store copies of messages that could be lost.

There are different ways to categorise routing/forwarding protocols: deterministic versus stochastic
[42], with or without infrastructure [32] or most commonly, flooding versus forwarding [22} |35[]. In
flooding protocols, packets are forwarded to many nodes. Variations include epidemic routing which is
based on a model of disease transmission, where nodes that have “recovered” do not forward packets
they have already seen [39]]. Additional conditions can be added to epidemic routing to reduce resource
usage. Other flooding approaches involve the estimation of the probability of delivery by a node, and
this is used in deciding which nodes packets should be forwarded to. An example is PROPHET [30].

In forwarding protocols, a single copy of a packet moves through the network. Decisions about
which node is the best node to move to can be done by location (how close the node is to the destination
node), knowledge about the network provided by oracles [23]] or other characteristics of the network that
can be obtained by a node through interaction with other nodes. For example, the MaxProp protocol is
based on historical data of path likelihood [9].

In the context of our case study, two wildlife monitoring projects are of interest: ZebraNet [25]
and SWIM [36]. In the first case, zebra are fitted with collars and the data is collected by a mobile
node on a vehicle that moves around the area. In second case, whales are tagged with sensors. In both
cases, flooding can be used as the protocol. In flooding, whenever two animals are in sufficiently close
proximity, they exchange data. In this way, assuming one animal comes close enough to the mobile
nodes or base stations, there is sufficient proximity between animals, and no data buffers become full,
all data will arrive at the base station. In the case of ZebraNet, the history-based protocol is also used.
Here, each sensor keeps a value which gives an indication of when it last interacted with the mobile node.
When deciding which neighbour sensor to send data to, the one with the highest value is chosen. This
protocol has been shown to outperform the flooding protocol.

ZebraNet has similarities with carrier-based routing (which is classified by [32]] as routing with mo-
bile infrastructure). In these protocols [24} 43]], particular mobile nodes which can be called carriers,
supports, forwarders, mules or ferries, collect data from other, possibly stationary, nodes. In some pro-
tocols, only the ferries collect data and in others, non-ferry nodes exchange data as well. Our case study
is based on the former.

3.1 Ouwur case study

As an initial test for our modelling of opportunistic networks, we have chosen a relatively simple sce-
nario. Since our fluid packet approach is most useful in cases where there are large amounts of data, we
consider an example where video data is captured by stationary sensors. The idea is that they are motion
activated with a low number of activations expected each day. Because these sensors are required to run
off battery, it is not desirable for them to have powerful enough radio to share data over distance. Hence,
a vehicular ferry moves around the area in which the video sensors are located and returns to a base
station where the ferry delivers the data. This scenario could occur in a wildlife reserve or any scenario
where video data is to be collected, but is not required in real-time. We do not assume that the primary
purpose of the vehicle involved is to collect data from the nodes. It could be involved in supply delivery
or game viewing, but we do assume some flexibility in routing as we consider later.

If we assume a fixed disk size for the video sensors, and no restriction on the amount of data that can
be delivered to the base station, then the parameters of interest relate to the ferry and include buffer size,
route taken and speed of movement. In the next section, we discuss how this can be modelled.
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4 A framework for modelling opportunistic networks

The basic element of our model is the network node. To be able to model opportunistic networks in the
most general way, we assume that each node has a fixed buffer capacity, and that it can keep track of
multiple streams of data. These streams could represent data with different priorities, data with different
destinations or different types of data; or combinations of priority, destination and type.

A node should be able to accept input; offer output; discard data from the buffer, either to free up
space by dropping current data or to remove stale data, and generate data. Moreover, it should be able to
keep track of the total data it has dropped, input or generated. It should also be able to make decisions
about what data to input (how much, which and from whom), output (how much, which and to whom)
and drop (how much and which). In certain instances, it may also need to make decisions about what
data to generate.

To model this node in stochastic HYPE, we require variables to capture the current buffer level for
each stream, together with the lifetime input and generated data for each stream, and lifetime dropped
data for each stream. This gives us variables Level;,, TotallG;, and TotalD;, for node i and stream v.
Clearly, the value of the variables for everything except buffer levels will not decrease.

Each node has subcomponents for input, output, generation, drop and removal (where the second last
term refers to discarding current data and the last term to discarding stale data). It also has two further
subcomponents to keep track of data input and data generated. We have the following HYPE components
for each node i and each stream v. Here, the symbol <1 indicates synchronisation on all shared events.

Node;, g Input; , 1 Output; , B Generate;, X1 Remove;, DX Drop;,, 3 Keepl; , B KeepG;,

*

The influences that appear in Input; ,, Output; ,, Generate; , and Remove; , are mapped to the variable
Level; j, those in Keepl,;, and KeepGW are mapped to the variable To7allG; j and that in Drop; , to the
variable TotalD; ;.

Each node has a controller for the first five subcomponents. Controllers are not required for the
last two subcomponents since the events for these subcomponents appear in the controllers for input
and generation. Controllers are required for each stream as they may need to be treated separately, for

example in the case of one stream being prioritised over another.
ConNode; , =4 Conl;, 3 ConO,, x| ConG;, 1 ConR;, 1 ConD;,

The example in Section [2 provides a very simple version of such a node which only has input and
output capability. The controllers must deal with aspects such as full and empty buffers, as well as
switching between different functions, for example switching between input on and input off.

The next important aspect to model is the interaction between nodes in the network. Each possible
connection between two nodes (some nodes may never have the ability to connect) has a controller that
synchronises on proximity and brings up the link, takes down the link at the end of proximity or due to
any other condition that could cause the link to end, and then does some housekeeping. Hence, we define
ConlL; ; the controller for the link between nodes i and j.

Then for each stream of data, there is a controller that involves events that determine whether data
exchange should happen for that stream and whether the link should be uni- or bidirectional. The direc-
tionality of the link depends both on the characteristics of the modelled system and the policies used.
This controller also includes a housekeeping subcontroller that synchronises with the housekeeping of
the controller of the link between the two nodes.

def . . . .
ConStream,; ; , d ConUni; j, b ConUnij;, 31 CBi; j,, B ConTidy, ; ,
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Finally, there are controllers which model the proximity of nodes. This is currently done abstractly,
using a random variable to capture delays between connectedness. A recent paper describes the expected
meeting time between nodes for various mobility models such as random direction, random waypoint
and community-based (both for homogeneous and heterogeneous nodes) and suggest that these expected
values can be used as rates to describe exponential distributions [37]. This allows us to model these
specific types of mobility in this abstract fashion. However, as future work, we plan to develop more
concrete models that describe movement in two-dimensional space, since HYPE can model this type of
continuous behaviour in a straightforward way.

Hence, to construct an opportunistic network model in stochastic HYPE, we need to define a number
of nodes based on our template, the appropriate connection controllers and proximity controllers, and
most importantly, the policies and protocols that will be used in the network. Our longer-term goal is
to develop a front end that will allow a user to specify nodes, connections, policies and protocols from
which a HYPE model will be generated. This will provide a simulation tool for networks that should be
faster than simulators that trace every packet, when the number of packets is large.

4.1 Our case study

For our specific case study, we used the basic node we have developed. Video sensor nodes require
generation, discard and output capabilities; the ferry requires input and output, and the base station,
input only. Possible links between nodes cover upload from sensors to the ferry and upload from the
ferry to the base station. There are also two different proximity controllers: one allows the ferry to have
a random route between nodes, and the other imposes a fixed route that is cyclically repeated.

In our case study, the policies are straightforward — unidirectional communication between a sensor
and the ferry is set up only if the ferry is not currently communicating with another sensor. However,
in a scenario with more than one ferry, it would be possible to implement a policy allowing a sensor
node to choose which ferry to upload data to, making a decision based on certain ferry characteristics.
Since we are dealing with a system where large amounts of data are generated, it makes sense to use this
protocol rather than any other. In this scenario, it would be problematic to use flooding as the system is
data bound, and hence an excessive transmission and storage of data cannot be recommended.

4.2 Results

The specifics of our case study are as follows: we assume that there are 10 video sensors and that the
ferry only collects data during an 8 hour period, and we are interested both it what buffer size the ferry
requires and how often there is contact between the ferry and a sensor (described by the mean-time-to-
contact variable MTC), which is effectively the speed of the ferry.

Each video sensor has 250MB of disk space, and on average will record video three times a day for
an average of 3 minutes each time; the video will require 10Mb for each minute. The upload speed from
sensor to ferry is IMB/s and the upload speed from ferry to base station is 30MB/s.

We consider 4 different scenarios. For raer, the ferry only returns to base at the end of the 8 hour
period and has a random route. In the case of raef, the return to base is also at the end but there is a fixed
route. For rtbr and rtbf, the ferry returns to base whenever it is full (incurring a penalty of extra distance
to travel) and there are random and fixed routes, respectively. In the experiments to explore different
values for mean time to contact, the ferry buffer size was set to 1000MB. In the experiments to consider
different ferry buffer size the mean time to contact was set to 15 minutes. Each simulation took around
6.5 seconds on a standard laptop.
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Figure 3: Average (200 simulation runs) data dropped for different mean time to contact (M7C) values.
The bars delimit the 95% confidence interval. See the text for the description of the four different
scenarios.

When we consider data dropped versus mean time to contact (see Figure [3), as mean time to contact
increases (which means visits are less frequent) the amount of data dropped increases, which is what
we would expect. In general, it can be seen that the fixed routes (raef amd rtbf) result in less data drop,
which can be ascribed to fairness, in that each node get its turn whereas in the random case, it may not get
a turn at all. Similarly, Figure []show that as frequency of visits decreases, the amount of data collected
by the ferry decreases, and the fixed routes (raef amd rtbf) perform better in collecting more data.

For the ferry buffer size, we found that there appeared to be limited correlation between the different
protocols and amount of data dropped, shown in Figure [5] By contrast, in Figure [] the amount of data
collected by the ferry, is understandably reduced for low buffer capacities in the case where the ferry
does not return to base when full (raer and raef). At the higher buffer capacities, again the fixed routes
out perform the random routes.

This case study illustrates how stochastic HYPE can be used to model these networks. It is relatively
straightforward to add further nodes of all types, and hence model a larger system of the same type.

5 Related work

Other hybrid process algebras to describe hybrid systems include ACP; [6], hybrid X [4], ¢-calculus
[34]] and HyPA [10]]. The aspect of HYPE that distinguishes it from these process algebra, is that in HYPE
the ODEs emerge from the semantics and are not required to be specified monolithically in the syntax
because of the use of individual flows in HYPE. Additionally, unlike the process algebras mentioned and
hybrid automata, it is possible to combine two HYPE models where a variable can be shared between
models since it is possible to combine all the influences that apply to this shared variable. A more detailed
comparison between HYPE and other hybrid modelling formalisms can be found in [[17,[16]. To the best



L. Bortolussi, V. Galpin & J. Hillston 119

« raef
X raer
—_ o rtbf

e rtbr

1000
|

800

ﬁ/
|
)
/

Total data collected (MB)
/
|
I

200
|

MTC (min)

Figure 4: Average (200 simulation runs) data collected by ferry for different mean time to contact (M7TC)
values. The bars delimit the 95% confidence interval.

of our knowledge, no hybrid process algebra has previously been used to model networks using a fluid
packet approach. Recently, an approach based on rewriting logic, Hybrid Interacting Maude, has been
developed [[14] but to date this research has focussed on thermal systems.

Other formal approaches to performance modelling of opportunistic networks have appeared in the
literature in recent years. Much work has focussed on modelling the mobility patterns of nodes within the
network, a feature that clearly has a strong impact on the performance that can be achieved. Examples
include [41] and [37] in which the authors analyse the expected meeting time for various mobility mod-
els and bounds on delays. Other papers focus on the performance measures such as message delay and
compare, as we do, the routing policies which may be applied. For example, Picu and Spyropoulos [33]
use expensive Markov Chain Monte Carlo simulation to assess optimal relay selection for multicast com-
munication in opportunistic networks, while [27] presents analytic bounds on message delivery capacity.
In another example [31]] considers the provisioning of a network in order to minimize the delay using
an analytical model based on queueing theory. Their framework is more general than ours in the sense
that services, rather than simply messages, are exchanged opportunistically between nodes and results
as well as service requests are also exchanged. However, it should be possible to extend our modelling
framework to encompass this richer scenario. Closest to our work in terms of formality is the work of
Garetto and Gribaudo, but this presents a purely discrete model in terms of a state-labelled Markov chain
which is subjected to probabilistic model checking [[19] and is therefore limited in the size of system
which can be considered.

Other simulators for opportunistic networks have been proposed, for example the ONE [26] and a
virtual test platform [[12]]. These simulators work at the packet and message level and do not introduce a
fluidisation of data flow. Additionally, examples studied quite often consider generation rates as low as a
message an hour or a day. By using a fluid approach, we can model much higher generation rates.

Lastly, we mention other fluid approaches to modelling networks (necessarily incomplete due to
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space constraints). These include simulation [29], fluid stochastic Petri nets (FSPNs) [21} 138} 12} [15]
and mean field approximations [5} 3]. These approaches, as far as we know, have not been applied to
opportunistic networks and they do not offer the compositionality that a process algebra provides.

Petri net approaches include modelling a single cell of a wireless internet access system as a deter-
ministic and stochastic Petri net; a generalised stochastic Petri net; and a FSPN [2]. The FSPN model is
much faster to solve than the other two, and has good accuracy apart from a few specific scenarios. The
FSPN model has a single fluid place to represent the buffer of the system. Another Petri net approach
presents a FSPN model of client-server interaction in a peer-to-peer network [[15]] which is used to obtain
distributions describing file transfer times. The single fluid place represents the download of a file. In
both these examples, there is no flow between continuous places, and it is not clear how these models
could be extended to model systems of multiple cells, or multiple clients and servers where continuous
flows occur betweeen different elements of the system, in contrast to our approach.

6 Further research and conclusions

In terms of future work, we plan to improve the software tool in at least two directions. First, we want
to improve the modularisation of the input language, allowing the modeler to write parametric templates
corresponding to generic system components like ferries, data stations, and connections. Secondly, we
plan to implement in the hybrid simulation more clever management of the discrete variables denoting
modes of the automaton, using data structures such as dependency graphs to reduce the amount of times
each guard of a discrete transition is tested. Preliminary work on this (together with bytecode on-the-
fly compilation of mathematical expressions) has shown a thirty-fold increase in performance over the
execution time given in Section [#.2] In addition, we plan to implement a multithread support to exploit
multi-core processors to reduce simulation time.

As for the opportunistic networks, exploiting modularisation of HYPE code, we plan to define a
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library of components and an higher level graphical interface to construct a model. As mentioned in
Section 4, we wish to investigate the use of two-dimensional models of node movement. Furthermore,
we plan to explore the use of HYPE bisimulations to reduce model size when possible. In certain cases,
it may also be possible to reduce a sequence of events to one event while retaining the same behaviour
with respect to simulation. As mentioned in Section 4.2} it should be easy to increase the size of the
networks to be modelled, and hence we will investigate how our approach scales and what limitations
there might be.

As a general principle, hybrid simulation can be more efficient than discrete event simulation (without
continuous flows) as long as the computation time for solving the ODE:s is shorter than the computation
time for simulating the events that the fluid approach removes. We wish to establish whether this principle
holds in modelling opportunistic networks and what the trade-off is between efficiency and accuracy of
the modelling. Currently, we have focussed on providing averages and standard deviations over a number
of simulation runs. An alternative approach is to formally specify the properties we are interested in using
a stochastic logic and then to apply statistical model checking.

To conclude, we have presented a general framework for constructing models of opportunistic net-
works using stochastic HYPE. We have illustrated this through a case study of a ferry that collects data
from video nodes and delivers it to a base station. The results of our simulations of the model show,
as we would expect, that fixed routes are likely to be more fair and have less data dropped and more
data collected. Additionally, at low buffer sizes, the penalty of returning to the base is justified to avoid
dropping data unnecessarily.
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Weak Markovian Bisimulation Congruences and Exact
CTMC-Level Aggregations for Concurrent Processes

Marco Bernardo
Dipartimento di Scienze di Base e Fondamenti — UnivamitUrbino — Italy

We have recently defined a weak Markovian bisimulation egjaivce in an integrated-time setting,
which reduces sequences of exponentially timed interntérecto individual exponentially timed
internal actions having the same average duration and gaaqorobability as the corresponding
sequences. This weak Markovian bisimulation equivales@dongruence for sequential processes
with abstraction and turns out to induce an exact CTMC-leggregation at steady state for all
the considered processes. However, it is not a congruenber@gipect to parallel composition. In
this paper, we show how to generalize the equivalence in athatya reasonable tradeoff among
abstraction, compositionality, and exactness is achiéwedoncurrent processes. We will see that,
by enhancing the abstraction capability in the presencewfwurrent computations, it is possible to
retrieve the congruence property with respect to paratlielmosition, with the resulting CTMC-level
aggregation being exact at steady state only for a certbiseswf the considered processes.

1 Introduction

Several Markovian behavioral equivalences ($ée [1] and theerefes therein) have been proposed in
the literature for relating and manipulating system models with an underlying contrtime Markov
chain (CTMC) [15] semantics. However, only a few of them are proviét the useful capability
of abstracting from internal actions. In particular, [3] has recentlyestkd the case in which internal
actions are exponentially timed — rather than immediate likélin [9] — by defining & eakovian
bisimulation equivalence inspired by the weak (Markovian) isomorphisriijf [The idea is to reduce
to individual exponentially timed internal transitions all tsequencesf exponentially timed internal
transitions that traverse states enablordy exponentially timed internal actions, with the reduction
preserving the average duration and the execution probability of the arggquences.

From a stochastic viewpoint, this reduction amounts to replacing hypoenpalhedistributed du-
rations with exponentially distributed durations having the same expected vAki@ consequence,
processes related by the weak Markovian bisimulation equivalence ohg$] not possess the same
transient performance measures, unless they refer to propertiesfofithenean time to certain events.
However, those processes certainly possess the same steady-$tategrere measures, because the ag-
gregation induced by the considered equivalence on the CTMC undgdgith process has been shown
to be exact at steady state.

The weak Markovian bisimulation equivalence (of [3] is not a congruevitie respect to parallel
composition, a fact that limits its usefulness for compositional state spaceti®@dpurposes. The con-
tribution of this paper is to show that compositionality can be retrieved by eimtathe abstraction
capability of the considered equivalence in the presence of parallelagitign. The basic idea is al-
lowing a sequence of exponentially timed internal transitions originated freagaential process to be
reduced also in the case in which that process is composed in parallel withprtitesses enabling
observableactions. Unfortunately, there is a price to pay for achieving compositionaikgctness at
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steady state will no longer hold for all processes, but only for preseasth no synchronization at all
and processes whose synchronizations do not take place right lefosequences to be reduced.

This paper is organized as follows. After introducing a Markovian meaalculus in Sedt] 2 and
recalling strong and weak Markovian bisimilarity in Sédt. 3, in Sect. 4 we dpveleariant of weak
Markovian bisimilarity that deals with parallel composition and we investigate itgro@mce and exact-
ness properties. Finally, in Selct. 5 we provide some concluding remarks.

2 Concurrent Markovian Processes

In order to study properties such as congruence of the variant (tefoeed) of the weak Markovian
bisimilarity of [3], we introduce typical behavioral operators through arkdeian process calculus
(MPC for short). In[[3], we have considered sequential procesdsabstraction built from opera-
tors like the inactive process, exponentially timed action prefix, alternatngosition, recursion, and
hiding. Here, we include parallel composition too, so as to be able to reprEsgcurrent processes.

As usual, we denote the internal action bgnd we assume that the resulting concurrent processes
are governed by the race policy: if several exponentially timed actionsimrdtaneously enabled, the
action that is executed is the one sampling the least duration. We also asstithe ttharation of an
action deriving from the synchronization of two exponentially timed actionspsrentially distributed
with a rate obtained by applying (like, e.g., in[10]) some commutative andiasisemperation denoted
by ® to the rates of the two original actions.

Definition 2.1 LetActy = Namex R be a set of actions, wheMame= Namg U {1} is a set of action

names — ranged over layb — andR . is a set of action rates — ranged overtyu, y. Let Var be a set

of process variables ranged over XyY. The process languag#.#’\ is generated by the following
syntax:

P = 0 inactive process
| <aA>.P exponentially timed action prefix
| P+P alternative composition
| X process variable
| recX:P recursion
| P/H hiding
| P|sP parallel composition

wherea € Name A € R.g, X € Var, andH,SC Nameg. We denote by the set of closed and guarded
process terms of”.Z — ranged over by, Q. [ |

In order to distinguish between process terms sughad >.0+ <a,A >.0and<a, A >.0, like in [3]
the semantic modé€]JP]u for a process term® € Py is a labeled multitransition system that takes into
account the multiplicity of each transition, intended as the number of diff@rects for the transition
derivation. The multitransition relation §P]y is contained in the smallest multiset of element®afx
Acty x Py that satisfies the operational semantic rules in Table 1 — where _} denotes syntactical
replacement — and keeps track of all the possible ways of derivingaddisttransitions.

3 Strong and Weak Markovian Bisimulation Equivalences

The notion of strong bisimilarity for MPC is based on the comparison of exi$ [tk 10]. The exit rate
of a process tern®? € Py with respect to action namec Nameand destinatiod C Py is the rate at
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Table 1: Structured operational semantic rules for MPC

which P can execute actions of naraghat lead tdD:

rate(P,a,D) = S{A € Rog|IP € D.P— s P}
where{| and |} are multiset delimiters and the summation is taken to be zero if its multiset is empty.
By summing up the rates of all the actions Bf we obtain the total exit rate d?, i.e., rate(P) =
Y acnamerate(P, a, Py ), which is the reciprocal of the average sojourn time associatedRyith

Definition 3.1 An equivalence relatio®? overPy, is a Markovian bisimulation iff, whenevéP;, P,) €
2, then for all action names < Nameand equivalence classBsc Py / %:

rate(P;,a,D) = rate(P,a,D)
Markovian bisimilarity~yg is the largest Markovian bisimulation. |

As shown in[[11] 10,16,/7], the relationyg possesses the following properties:

e ~\p IS a congruence with respect to all the operators of MPC as well assiesur

e ~\p has a sound and complete axiomatization whose basic laws are shown below:

(B 1) PP+P = P+P

(B .2) (Pi+P)+P = P+ (R+PR)
(B 3) P+0 = P

(B 4) <a,A>.P+<ai>P = <aAi+A>P

The last one encodes the race policy and hence replaces the idemgateircy P = P valid for
nondeterministic processes. The other laws are the usual distributiondatie thiding operator
and the expansion law for the parallel composition operator.
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e ~\p induces a CTMC-level aggregation known as ordinary lumpability, whickxésteboth at
steady state and at transient state.

e ~\p Can be decided in polynomial time for all finite-state processes.

In [3], we have weakened the distinguishing powergfg by relating sequences of exponentially
timed t-actions to single exponentially timadactions having the same average duration and execution

T,A
probability as the sequences. Givere Py, we say thaP is stable ifP —~/— P’ for all A andP,
otherwise we say that it is unstable. In the latter case, we sayPtigfully unstable iff, whenever

PLM P, thena = 1. We denote byPy 1, andPu nfy the sets of process terms By, that are fully
unstable and not fully unstable, respectively.

The most natural candidates as sequences of exponentially tiraetions to abstract are those
labeling computations that traverse fully unstable states.

Definition 3.2 Let n € Nyg and Py, P,,...,Ry.1 € Py. A computationc of lengthn from Py to B
T,A T,A T,An . . .
having the formP; - v P ? M ... ——M Pay1is reducible iffB € Py, foralli=1,....,n. m

If reducible, the computationabove can be reduced to a single exponentially timgansition whose

rate is obtained from the positive real value below:
n

n
probtimec) = (iﬂlme(é‘m> . (i;m>
by leaving its first factor unchanged and taking the reciprocal of thengecne. The valuprobtimec)
is a measure of the execution probabilityaoffirst factor: product of the execution probabilities of the
transitions ofc) and the average duration of(second factor: sum of the average sojourn times in the
states traversed ly.

The weak variant ofvyg defined in([3] is such that (i) processeslif o, are dealt with as invvp
and (i) the length of reducible computations from process@sip, to processes ifty ny is abstracted
away while preserving the execution probability and the average duratitrose computations. In
the latter case, we need to lift measmrebtimefrom individual reducible computations to multisets
of reducible computations. Denoting byducomP,D,t) the multiset of reducible computations from
P € Pu i to someP’ in D C Py whose average durationtis R o, we consider the followingrindexed
multiset of sums oprobtimemeasures:

pbtm(P,D) = U {l > probtimgc) |}

teR-pst.reducomgP,D,t)#0 cereducomgP,D.,t)
Definition 3.3 An equivalence relatiotd C (Py nfy X Pmnfu) U (Pmfu % Pumsu) is @ weak Markovian
bisimulation iff for all (P, ) € %:

o If P.,P, € Py nty, then for alla € Nameand equivalence classBsc Py / %:
rate(P1,a,D) = rate(P»,a,D)

e If P,P, € Py 1, then for all equivalence classBsc Py nfy/%:
pbtm(Py,D) = pbtm(R,,D)

Weak Markovian bisimilarity=yg is the largest weak Markovian bisimulation. |

Example 3.4 Typical cases of weakly Markovian bisimilar process terms are:

<T,U>.<T,y>.Q <T,y>.<T,u>.Q <r,%>.Q
and:
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<r,u>.(<r,vl>.Q1+<T ¥2>.Q2)

1
o (1, 1 1, 1
<y <H+V1+V2> >Qu+<T, V1+V2 </~1+V1+V2> >.Q2

and:
<T, u1>.<T,V> Q1+<T Uo>.<T,y>. Q2
-1
1 1
<1, u1+uz ' u1+uz + 7) >.Qut<T, u1+uz ' <u1+uz + Y/) >.Q
whereQ, Q1, Q2 € Pu nru (see 3] for the details). [

Similar to weak bisimilarity for nondeterministic processegg is not a congruence with respect to
the alternative composition operator. This problem, which has to do with fulyable process terms,
can be prevented by adopting a construction analogous to the one ué8gifor jweak bisimilarity over
nondeterministic process terms. In other words, we have to apply the texétqaality check also to fully
unstable process terms, with the equivalence classes to consider beimgghsith respect terys.

Definition 3.5 Let P;,P, € Py. We say thatP; is weakly Markovian bisimulation congruent 8,
written Py ~yg P, iff for all action names € Nameand equivalence classBsc Py / ~us:
rate(Pr,a,D) = rate(P,a,D) -

As shown in[[3], the relation-yg possesses the following properties:

e ~\g IS the coarsest congruence — with respect to all the operators of MR th#m parallel
composition, as well as recursion — containeekis .

e ~\p has a sound and complete axiomatization over the set of sequential pierresgi.e., pro-
cess terms with no occurrences of the parallel composition operatoryewiasic laws are those
of ~ug plus the following one (which includes the various cases shown in Ex. 3.4):

(B 5) <a,A>.y <T,Ui>. zJ<T V>R =

i€l J€J Wy 1 1 -1
<a,A>. <t B ”~<7+7> >R,
IZ Z y Uy 151

wherel # 0 is a finite index set]; # 0 is a finite index setforalle I, 4 = 5| Wi, andy =y jecy W, j
foralliel.

e ~\g induces a CTMC-level aggregation called W-lumpability, which is exact ordyemdy state
and performs reductions consistent withyg 5. Moreover,~yg preserves transient properties
expressed in terms of the mean time to certain events.

e ~\g can be decided in polynomial time only for those finite-state processes ¢habdtdivergent,
i.e., that have no cycles of exponentially timedransitions.

4 Compositionality for Concurrent Processes

The relation~yg is not a congruence with respect to the parallel composition operatordsingting
the usefulness for compositional state space reduction purposes ddrierfork developed in [3].

Example 4.1 Assuming parallel composition to have lower priority than any other operataids that:
<AA>.<T,U>.<T,y>.0 ~yp <a,A>.<T, ﬁ+‘;,> 0
while:

<AA>.<T,U>.<T,y>.0[p<@,A'>.0 #up <a,A>.<T, 2L > 0|p<a,A’>.0

Yo
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First of all, we note that;
<T,u>.<T,y>.0[p<a@,A">.0 #vp <T,EL> 0lp<a,A’>.0

T pty
In fact, fora’ # 1 the two process terms are not fully unstable with:
rate(<t, u>.<T,y>.0l|p<a,A'>.0,7,[<T,y>.0o<@,A">.0/~ys) = M
rate(<7, ;5> .0[lo<a,A">.0,7,[<T,y>.0[o<&,A">.0~s) = O
On the other hand, fa = 1 the two process terms are fully unstable with:
pbtm(<T, p>.<T,y>0[o<&,A">.0.[0]00~ye) = { (o yi0) - (et + 7w + 47

(i vw) (o + i )
(o) G+ + )1
(
(

pbtn(<r ﬂ>'9||0<a/7)‘/>'97[QH@Q]%MB) = {‘

y
Hty 1 1
N TERY ﬂ-{-)\’)'(%—i%'—i_ﬁ)’

Thus:
[<T,u>.<T,y>.0[lo<a,A">.00xyg N [<T, > .00 <&, A">.0)y5 = 0
and hence:
rate(<a,A>.<1,u>.<1,y>.0|lp<d,A'>.0,a, [<T,u>.<T,y>.0|lp<a,A">.0l~5) = A
whereas:
rate(<a,)\>.<r,%>.@\|0<a’,)\’>.g,a, [<T,u>.<T,y>.0[p<&,A">.0]~5) = O
Also the two divergent process terms ¥ec<T1,u>.<T,)3>.X and recX : <1, U>.<T,}p>.X, Y1 # Vo,
are related by~yg but this no longer holds when placing them in the contéyi<a’,A’>.0,a #7. m

Taking inspiration from the weak isomorphism pf [11], in this section we show to retrieve full
compositionality by enhancing the abstraction capability=gf in the case of concurrent computations.
The price to pay is that exactness will hold at steady state only for a celdamaf processes.

4.1 Revising Weak Markovian Bisimilarity

As we have seenyyg and~yg abstract from sequences of exponentially timeattions while preserv-
ing (at the computation level) their execution probability and average duratidrfat the system level)
transient properties expressed in terms of the mean time to certain eventt as steady-state perfor-
mance measures. This kind of abstraction has been done in the simpldbtepoase: sequences of
exponentially timed -actions labeling computations that travefisly unstable states

In order to achieve compositionality when dealing with concurrent presessevision of the notion
of reducible computation is unavoidable. More precisely, we need to s&ldne case of sequences
of exponentially timedr-actions labeling computations that traversestable states satisfying certain
conditions The reason is that, if we view a system description as the parallel compositgeveral
sequential processes, any of those processes may have local cioomgutaversindgully unstable local
states but in the overall system those local states mapdoe of global states that are not fully unstable

For instance, this is the case with the processu>.<t,y>.0||p<a,A >.0, whose underlying la-
beled multitransition system is depicted below on the left:

S11 T, S12 T,y. S13 21 TUy/(uty) S22
S14 TH S5 TY ‘\\51,6 3 TUY/(U+Y)  Spg

As can be noted, the fully unstable local states traversed by the only mogiutation of the sequential
process<t, U>.<T,y>.0 may become part of unstable global states that are not fully unstadbig if.
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Our objective is to change the notion of reducible computation in such a waththkabeled multitransi-
tion system on the left can be regarded as being weakly Markovian bisimitee tabeled multitransition
system on the right. As can be noted, this implies that execution probabilities/arage durations can
only be preservedt the level of local computationeence transient properties expressed in terms of the
mean time to certain events can no longer be preserved at the system level.

In a concurrent setting, a sequence of exponentially timadtions may be replicated due to inter-
leaving, in the sense that it may label several computations that sharensitiora The revision of the
notion of reducible computation is thus based on the idea that, for each cdioptitet traverses fully
unstable local states and is labeled with exponentially timadtions, we have to recognize — and take
into account at once all the replicasof that computation and pinpoint their initial and final states. In
our example, there are two replicas with initial steggsands; 4 and final states; 3 ands e.

In general, a one-to-one correspondence can be established héhwestates traversed by any two
replicas by following the direction of the transitions. In our example, the patsrresponding states are
the two initial stategs; 1,51 4), the two intermediate statés; »,s1 5), and the two final statg$ 3,S16)-

We can say thavhen moving vertically the current stage of the replicas is preserved

In addition to the exponentially timetttransition belonging to the replica, any two states traversed
by the same replica can only possess transitions that are pairwise identibalgdaThose transitions
are originated from (the local states of) sequential processes thiat gaieallel with (the local state of)
the sequential process originating the considered reducible computatierseT of those transitions not
belonging to the replica can thus be viewed asdbtextof the replica. In our example, the context of
the top replica has a single transition labeled with A >, whereas the context of the bottom replica is
empty. Thuswhen moving horizontally the context of each replica is preserved the context does
not change along a replica. On the other hatiffierent replicas may have different contexts

With regard to the identification of the boundary of the replicas of a reducdstgutation, there are
two possibilities. One is that the final states have no exponentially timeghsition, as in our example.
The other is that, at a certain point, each replica has an exponentially tirtradsition back to one of
the preceding states of the replica itself, as shown below with a variant ekample:

T, Ly /(u+y)

a,A

Ty /(u+y)
In this case, for each replica we view its return state as being its final statee figure above, for both
replicas the final state coincides with the initial state.

The new notion of replicated reducible computation must be accompanied djustment of the

way measureprobtime and multisetpbtm are calculated. Given a computatian of the form
T,A T,A T,An . . . .
P - M P ’ M ... —M Phy1 that is reducible in the sense of D&, 13.2, the denominator of

thei-th fraction occurring in each of the two factorsmbbtimgc) can indifferently berate(R, 7,Pu)

or rate(R): those two values coincide becauge Py 1, for alli = 1,...,n. In contrast, if the reducible
computationc is replicated, each of its replicas has a possibly different context anduhdamental
thatrate(R, 7,Pyv) values are taken as denominators, so as to focusteamsitions. Since there can be
T-transitions also in the context, each destination of those exit rates needsatsgecific set” con-
taining only the states traversed by the replicas rather than the gendPig.s€king into account only
T-transitions leading to states # ensuregontext independende this concurrent setting, which opens
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the way to the achievement of the saprebtimevalue for all the replicas of a reducible computation.

We are by now ready to provide the definition of replicated reducible cortipnttmgether with the
revision of bothprobtimeand pbtm Since several reducible computations can depart from the same
state (see the second and the third pair of process terms bf Ex. 3.4),erabesm will have to handle
replicated trees of reducible computatiaragher than replicated individual reducible computations.

In the sequel, we considen e N- g process termpBy, P, ..., Py € Py different from each other. We

suppose thal ak—’/\km R, 1 forallk=1,...,m—1, with B, having a nonempty tree of computations
that are locally reducible for al=1,...,m(sees; 1 ands; 4 in our example). This tree is formalized as
the seC{ of all the finite-length computations starting frdasuch that each of them (i) is labeled with a
sequence of exponentially timadactions, (ii) traverses states that are all different with the possible ex-
ception of the final state and one of its preceding states, and (iii) shatesnsdions with computations
in C;, for all k' # k.

We further suppose that the union@ff,C7, ... ,C}, can be partitioned into € N o groups of replicas
each consisting ain computations from all then sets, such that all the computations in the same group
have the same length and are labeled with the same sequence of exponentially-toi®ns. As a

consequence, for al=1,..., mwe can write:
T,Ai1 T,Ai2 TAi;
C ={ai=Ri1——mF2 M- MPG+1 ] L<i<n}
whereR; 1 = B is the initial state ant| € N is the length of the computation for al=1,...,n.

Definition 4.2 The family of computation&’™ = {C],C],...,Cf} is said to be generally reducible, or
g-reducible for short, iff eithem=1 and foralli=1,...,n:

o PjjcPusnforall j=1,....l;;
® Prijit1 €PymntuOrPrij 11 =P jforsomej=1,...1;

orm> 1, withPyjj € Pyng foralli=1,...,nandj=1,...,li whenm=1,andforalli =1,...,n:
e Forallk=1,....m, j=1,....I;,and<a,A> € Acty:

aA .
1. [Deviation from the replica] IR; ; ——wm P’ with P’ # R; j;1, then:
a. [change of replica via context] eithef= R ; for somek’ = 1,...,m;
b. [change of computation] & = Ry j with a= T andA = Ay j_1 for somei’ =1,...,n
other than and somg’ =2,... li1.
aA
2. [Context preservation along the replica] Forkal=1,...,m, it holds thatR; j ——m P i j

aA .
iff Fkuv — M HNJ/ for all j/ = 1,...,|i.
3. [Stage preservation across replicas] Foria# 1,...,n other thani and j = 2,...,li, 1,

al . aA
it holds thatﬂ(’i’j —m Ry iff Heij——mBeirj forallk =1,....m.

e [Termination] One of the following holds:

_ TAiji+1

4. Whenever there exisf), .1 € RogsuchthaB; .1 ——mFjj+2forallk=1,...,m, then
at least one of conditions 1, 2, and 3 above is not satisfigd by, 1 for somek' =1,....m.

~ TAiji+1

4. There is no\j ;11 € Roosuch tha® ;1 ——m P2 forallk=1,....m.

4. Rgji1=Rgjforallk=1,....,mand somg =1,...,l;. n
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Some comments are now in order:

¢ In the case thamm = 1 and all the traversed states are fully unstable (see the “either” option),
Def.[4.2 coincides with Def. 3.2 except for the fact that the former censid tree of computations
whilst the latter considers a single computation.

e The casem= 1 with Py j € Pu nry for everyi =1,...,nandj = 1,...,l; happens when all the
sequential process terms in parallel with the one originating the tree of loedlligible computa-
tions repeatedly execute a single action (selfloop transition), thus causnmegplica of the tree to
be formed. Both this case and the case 2 are subject to conditions 1, 2, 3, and 4.

e Condition 1 establishes that each transition deviating Beg R; j+1) from the replica of the
considered computation &f7:

— either is a vertical transition of the context that preserves the curreyd sfahe replicas and
hence causes the passage to the corresponding state of another(kéglikpor to the same
state of the same replicl (= k, meaning that one of the sequential process terms in parallel
with the one originating the considered computation repeatedly executedeaasitign);

— or is a transition belonging to some other computatio#’ fnstarting from the same process
termP as the considered computation.

These two facts together imply the maximality®f, because taking into account deviating transi-
tions causes all replicas to be included. In addition, they prevent motmss like
<T,u>.(<1,y>.0+ <a,A>.0) + <a,A>.0 and <7, %>.g+ <a,A>.0 — which do not con-
tain occurrences of parallel compositian £ 1) and have no fully unstable states wres 7 —
from being deemed to be equivalent.

e Condition 2 is related to condition 1.a and ensures that the context of a riepficeserved along
each state traversed by the replica.

e Condition 3 is related to condition 1.b and ensures that any transition belongitiger to the
considered computation nor to its context (i.e., belonging to some other computatd’) is
present at the same stage of each replica of the considered computation.

e The three variants of condition 4 establish the boundary of the replicae afahsidered com-
putation in a way that guarantees the maximality of the length of the replicas thesselder
(i) conditions 1, 2, and 3, (ii) the constraint that all of their transitions arelémbwith exponen-
tially timed t-actions, (iii) and the constraint that all the traversed states are diffefimthe
possible exception of the final state and one of its preceding states.

Let initial (¢7) = {R | 1 < k < m} andfinal(%") = {R+1 |1 <k<m1<i<n} be the sets
of initial states and final states of the computation In order to avoid interferences between the
computations irC{,CJ,...,Cf, and the transitions belonging to the context of those computations, for
any computatiorty ; in ¢’* we consider the following context-free measure:
l l
: N ' Aij ' 1
probtimey(cyi) = jl;ll‘rate(ﬂﬂﬁjj,r,@k) : j; rate(Pki,,-,r,%k)>
where Z = {Rij | 1 <i" <n,2 < j <liy1}. In this way, all replicas of the same computation will
have the samprobtime; measure, as shown below.

Proposition 4.3 Whenevers" is g-reducible, then for ak,k' =1,...,mandi=1,...,n:
probtimeg(cyi) = probtimey(cy ;) n
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Moreover, we replace the generic multipetm P, D) with the more specific multisefshbtmy (P, DN
final(¢")) for all R € initial (¢'7). The latter multisets are based probtime; instead ofprobtime
as well as onreducomp; instead ofreducomp wherereducomp (R, D Nfinal(¢7),t) is the multi-
set of computations identical to those@) that go fromP to D Nfinal(¢") and have average dura-
tiont. We point out that computations of length zero are not consideréd &%., so that whenever
R € initial (¢7) nDNfinal(¢’"), then the calculation gibtm (R, DN final(¢’")) does take into account
computations identical to those @} going fromP to itself.

Proposition 4.4 Whenevers" is g-reducible, then for ak, k' =1,...,m:
pbtmy (R, final(¢’")) = pbtmy (R, final(¢")) n

We are finally ready to introduce the revised definition of weak Markovisimiilarity.

Definition 4.5 An equivalence relatior®? over Py is a g-weak Markovian bisimulation iff, whenever
(P, P) € 4, then:

e For all visible action namea € Namg and equivalence classBsc Py / %:
rate(P1,a,D) = rate(P»,a,D)

e If P is not an initial state of any g-reducible family of computations, tReis not an initial state
of any g-reducible family of computations either, and for all equivaletassedD € Py /%:
rate(P;, 7,D) = rate(P,, 7,D)

e If P is an initial state of some g-reducible family of computations, tRers an initial state of
some g-reducible family of computations too, and for all g-reducible familieswiputationss’
with Py € initial (47 ) there exists a g-reducible family of computaticfif with P, € initial (¢7)
such that for all equivalence clasde& Py / %:

pbtmy (P, DNfinal(¢y)) = pbtmy (P, DNfinal(¢3))

G-weak Markovian bisimilarityzvp g is the largest g-weak Markovian bisimulation. |

Example 4.6 The process terms mentioned in each of the three cases[of Ex. 3.4 aréestitl B/~ g.
Note that each of those process terms is the only initial state of a g-redugibily fof computations
composed by a single computation (first case) or a single tree of computétemmd and third case)
traversing only fully unstable states, thms= 1 and the “either” option of Def. 4.2 applies. |

Example 4.7 Let us reconsider the two process terms at the beginning ¢f Ex. 4.1. Ndvave:
<A >.<T,U>.<T,y>.0 myg g <a,A>.<T, %>.Q
and:
<aA>.<T,u>.<7,y>.0[p<d,A">.0 ~yg g <a,A>.<T, %>.QH@ <a,A’>.0

because it holds that:

<T,U>.<1,y>.0lp<d,A">.0 ~up g <T, %>.9H0<a’,/\’>.g
In fact, fora’ # 1 the two process terms are the initial states of two g-reducible families of commgtatio
%] and¥%, , respectively, each composed of two replicas — the first one havirtgxddr<a’,A’>} and
final state Qjp <a&,A’>.0 and the second one having empty context and final st&}8 © with:

pbtmy(<T, u>.<7,y>.0lo<a,A’>.0,DNfinal(¢y)) = {1+
pbtmy(<T, 22 >.0llo<&,A">.0,DNfinal(%3)) = {7}

wheneveD contains the final state||g <a,A’>.0, as the way of calculatingrobtime; andpbtm does
not take the context into account.
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Fora' =1, in addition to¢] and%7;, the two process terms are the initial states of two further g-reducible
families of computation&’" andé,’, respectively, each composed of two replicas of length 1 labeled
with <a’,A’>. In this case:

pbtmy(<T, u>.<1,y>.0[p<a,A’>.0,DNfinal(¢]")) = {|&}

pbtmy (<1, ;25> 0[lo<a,A’>.0,DNfinal(4;")) = { /\1, i

wheneveD contains the twexyg g-equivalent final states 7, u>.<T,y>.0[p0 and<rt, :‘V >.0|[o0.
The two divergent process terms at the end of[EX. 4.1 are not relateghpy becauses # y»; hence,
they no longer result in a disruption of compositionality when placed in the xonfg<a’,A’>.0. =

We conclude by showing that there exists a relationship betwggy and~yg only for process
terms that have no cycles of exponentially tinedctions. The reason of this limitation is thakg g
imposes checks on those cycles that are not always performeg,bpylike, e.g., in the case of the two
divergent process terms réc <71, y;>.X and recX : <T,y»>.X wherey; # y.

Proposition 4.8 Let P, P, € Py be not divergent. Then:
Porve P = Pirmvg P2 [

4.2 Congruence Property

The investigation of the compositionality &dvg g With respect to MPC operators leads to results analo-
gous to those forepms [3], plus the achievement of congruence with respect to parallel catigros

Proposition 4.9 Let P, P, € Py. WheneveiP, ~vg g P>, then:
1. <a,A>.Pr~mBg <a,A>.P, forall <a,A> € Acty.
2. Pi/H =g g P/H for all H C Namg.
3. P||sP~wmB g P2 ||sP andP||sPy ~ug g P||sP for all SC Namg andP € Py. [

The relation~g g is not a congruence with respect to the alternative composition operadodu
fully unstable process terms: for mstance it holds thatu>.<1,y>.0 ~up g <T, “+y> .0 whereas

<T,U>.<T,y>.0+ <a,A>.0 v g <T, 2L >.0+ <a,A>.0. In fact, if it werea # 1, then we would

’u+v
have:
rate(<t,u>.<1,y>.0+<a,A>.0,7,[0~y,) = O
rate(<7, ;X >.0+<a,A>.0.1, [Oxg,) = 4y

otherwise fora = T the two process terms would be the initial states of two g-reducible families of com-
putations, respectively, each composed of a single tree of computationsnaitstate Gand we would
have:
pbtmy(<T, u>.<1,y>.0+<a,A>.0,{0}) = { -~ ) (u%Jr%/) o b
pbtmy(<T, “+y> 0+<a,A>.0,{0}) = { %+A I}

The congruence violation with respect to the alternative composition op@atide prevented by
adopting a construction analogous to the one used in [13] for weak bisimitasgty nondeterministic
process terms and adapted|in [3]#t@g. Therefore, we have to apply the exit rate equality check for
T-actions also to process terms that are initial states of g-reducible familiesygdutations, with the
equivalence classes to consider being the ones with respegidg.

Definition 4.10 Let P, P, € Py. We say thaP; is g-weakly Markovian bisimulation congruent B,
written Py ~g g P>, iff for all action namesa € Nameand equivalence classBsc Py / ~vg g:
rate(P1,a,D) = rate(P,a,D) m
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Proposition 4.11 ~ug C ~mB,g C ~MB.g, With ~vB g=~MB g OVer the set of process termsBy; that
are not initial states of any g-reducible family of computations. [ |

Proposition 4.12 Let P, P, € Py and<a, A > € Acty. Then:
<a,A>.Pr>vg g <a,A>.P <= Prrup g P |

The relation~yg g turns out to be the coarsest congruence — with respect to all the ajsesbdPC
as well as recursion — containedAyg g, as shown below.

Theorem 4.13 Let P, P, € Py. WhenevelP, ~yg g P>, then:

1. <a,A>.PL >y g <a,A>.Pforall <a,A> € Acty.

2. PL+P>~yggP+PandP+ P~y g P+ P forall P € Py.

3. Pi/H ~yg g P>/H for all H C Namg.

4. Py||sP ~umg,g P2 ||sP andP||sP. ~ug g P||sP for all SC Namg andP € Py. [ ]

Theorem 4.14 Let P, P> € Py. ThenPy ~yg g P iff PL+P ~ug g P+ Pforall P € Py. [

With regard to recursion, we need to extengs 4 to open process terms in the usual way. Similar to
other congruence proofs for bisimulation equivalence with respecttosi®n, here we rely on a notion
of g-weak Markovian bisimulation up tevg g inspired by the notion of Markovian bisimulation up to
~wmg Of [B]. This notion differs from its nondeterministic counterpart used Bj fue to the necessity of
working with equivalence classes in this Markovian setting.

Definition 4.15 Let P, P, € &%\ be process terms containing free occurrencéseN process vari-
ablesXy, ..., X € Var at most. We defin®@ ~yg g P iff PL{Q; — X | 1 <i <k} ~upg P{Qi — X |
1<i<Kk}forall Qi,...,Qk € £%wm containing no free occurrences of process variables. [

Definition 4.16 Let * denote the operation of transitive closure for relations. A binary relatbn
overPy is a g-weak Markovian bisimulation up tevg g iff, whenever(P,P,) € 4, then:

e For all visible action names € Namg and equivalence classBsc Py /(% U2~ 1U ~MBg)
rate(P;,a,D) = rate(P»,a,D)

e If P, is not an initial state of any g-reducible family of computations, tHnis not
an initial state of any g-reducible family of computations either, and for alivatence classes
De PM/(%U%_lU %MB7g)+:

rate(P, 7,D) = rate(P,, 7,D)

e If P is an initial state of some g-reducible family of computations, tRers an initial state of
some g-reducible family of computations too, and for all g-reducible familieswiputationss’
with Py € initial (47 ) there exists a g-reducible family of computaticfi with P, € initial (27)
such that for all equivalence clas€es Py /(ZU % 1U ~vBg)

pbtmy (P, DNfinal(¢y)) = pbtmy(P.,DNfinal(¢;)) m

Proposition 4.17 Let % be a relation ovePy. If % is a g-weak Markovian bisimulation up teyg g,
then(Py,P>) € % impliesPy ~g g P for all Py, P> € Py. Moreover(ZU % U ~ugg)t =~mpg. W

Theorem 4.18 Let P, P, € 2%\ be process terms containing free occurrencds®N process vari-
ablesXy, ..., X € Var at most. Wheneve?, ~yg g P>, then:
recXy:...:recXc: Py ~vpg recXy ... recXc: P ]
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4.3 Exactness at Steady State

We conclude by examining the exactness of the CTMC-level aggregatianeddy~ug g and~ug g.

In general, a CTMC aggregation is said to be exact at steady statet(eesgient state) iff the steady-state
(resp. transient) probability of being in a macrostate of an aggregateddd$the sum of the steady-
state (resp. transient) probabilities of being in each of the constituent e ®f the original CTMC
from which the aggregated one has been obtained. This property implipsegervation of steady-state
(resp. transient) reward-based performance measures acrossS GiblEls.

The aggregation to examine — which we call GW-lumpability — shares with the dneéd by~yg
and~yp — called W-lumpability in[[8] — the characteristic of viewing certain sequentezmonentially
timed t-actions to be equivalent to individual exponentially tintedctions having the same average du-
ration and the same execution probability as the corresponding sequémaeshe latter are considered
locally to the processes originating th@n@n the other hand, due to the idea of context embodied in the
notion of g-reducible family of computations and the consequent capabiliigtiiguishing between ac-
tion disabling and action interruption, a notable difference between GW-lititpand W-lumpability
is that the former may aggregate states also in the case of concurrezggEecwhile the latter cannot.

Reducing a computation formed by at least two exponentially timgdnsitions to a single expo-
nentially timedrt-transition with the same average duration amounts to approximating a hyp@expo
tially (or Erlang) distributed random variable with an exponentially distribuggdiom variable having
the same expected value. This implies that, in general, GW-lumpability canrssrpeetransient per-
formance measures, as was the case with W-lumpaldility [3]. However, whilemfyability at least
preserves transient properties expressed in terms of the mean time to eeetatis) this is no longer the
case with GW-lumpability as we have seen at the beginning of Sekt. 4.1.

What turns out for GW-lumpability is that, similar to W-lumpability, it preserves dyestate per-
formance measures, provided that the states traversed by any repticeddicible computation have
the same rewards and the transitions — belonging to the replica or to the cemtegarting from any
two traversed states have pairwise identical rewards. However, unlikenpability, we have to confine
ourselves to processes in which synchronizations (if any) do not take gght before the beginning of
computations that are reducible according to the “or” option of Def. 4.% dd¢nstraint comes from the
insensitivity conditions for generalized semi-Markov processes mentiorféd,(8,[11].

Theorem 4.19 GW-lumpability is exact at steady state over every process Reairy such that, for all
g-reducible families of computatior$® in [P]jm with sizem> 2, or sizem= 1 and all the traversed
states being not fully unstable, no stateriitial (¢'7) is the target state of a transition [R]jm arising
from the synchronization of two or more actions. |

Example 4.20 In order to illustrate the need for the constraint on synchronizations in B8, con-
sider the following two process terms:

PL = recX:<T,u>.<1,y>.<b,d>.X|precy : <a,A>.<b,5>.Y

P, = recX:<T, %>.<b,6>.x l{py recy : <a,A>.<b,5>.Y
Observe thaP;, ~yvg g P> and that[Pi]jm and[P.]m are given by the two labeled multitransition systems
depicted at the beginning of Sect. 4.1, respectively, with an additionaitiam labeled with<b, 6>
from the final state to the initial one. Inthe case that y=A = d =1 andd ® d = 9, it turns out that
the steady-state probability distribution f,]m is as follows:

1To be precise, since the Markov property of the original CTMC is nasgmesd but the aggregated stochastic process is
still assumed to be a CTMC, it would be more appropriate to call those gafipas pseudo-aggregatiohsi[14].
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M = £ msio] = 1 msisl = 15
msia = & msis] = msiel = 13
whereas the steady-state probability distribution[[fe is as follows:
s = & M2l = 1
Mss = 15 Msa] = 15
Thus, the CTMC underlyindP,]Jm is not an exact aggregation of the CTMC underlyjiRgm because:
syl +7ise]l # TSl msial # TSz
misial+ Misis| # Ts2g] misiel 7 TMS24]

As can be noted, the transition jii, ]} labeled with<b, > arises from the synchronization of two
b-actions and its target state is the initial state of a computation belonging to aighiedfamily with
sizem= 2; hence, Thni. 4.19 does not apply.

In contrast, if we consider a synchronization-free variant of the tvazgss terms above like for
instance:

P; = recX: <T,Uu>.<T,y>.<bj,&>.X|precY : <a,A>.<bp, &>.Y
P, = recX: <r,%>.<b1,51>.X||@recY c<a,A>.<by, &p>Y
we have that fou = y= A = &, = & = 1 the steady-state probability distribution fis]m is:
mssa] = & Mss2] = & Mssa] = &
Mssa) = & msss] = & msse] = &
and the steady-state probability distribution f&%]u is:
msqn] = % msio] = &
mses) = % Msis = &
hence the CTMC underlyiniPs]m is an exact aggregation of the CTMC underlyifi®]m because:
MSg1| + MiSsp] = TS4] Msz3| = TS
MSza] + MiSss] = Tis4g] Msze] = TiS44] n

5 Conclusion

In this paper, we have introduceeys g and ~yvg g as variants of the weak Markovian bisimulation
equivalencessyg and~yg proposed in([B], which suffer from a limited usefulness for state space r
duction purposes as they are not congruences with respect to thielpesenposition operator. The
motivation behindkyg g and~yp g is thus that of retrieving full compositionality. Taking inspiration
from the idea of preserving the context bf [11], this has been achiegyemhancing the abstraction ca-
pability — with respect te=yg and~yg — when dealing with concurrent computations. The price to pay
for the resulting compositional abstraction capability is that the exactnetesaalysstate of the induced
CTMC-level aggregation does not hold for all the considered presesss it was foryg and~yg —
but only for sequential processes with abstraction and concurreoégses whose synchronizations do
not take place right before the beginning of computations to be redudtitiénally, not even transient
properties expressed in terms of the mean time to certain events are pieaegeaeral.

With regard to[[11], where weak isomorphism has been studied, owagncesyg g and~yg g
have been developed in the more liberal bisimulation framework. A more impoi&alty with respect
to weak isomorphism is that we have considered not only individual segseof exponentially timed
T-actions. In fact, we have addressed trees of exponentially timeadions and we have established the
conditions under which such trees can be reduced — also in the predgparllel composition — by
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locally preserving both the average duration and the execution probalbitiigio branches.

Another approach to abstracting froractions in an exponentially timed setting comes from [4],
where a variant of Markovian bisimilarity was defined that checks forrexit equality with respect to
all equivalence classes apart from the one including the procesdes examination. Congruence and
axiomatization results were provided for the proposed equivalencey lngilcal characterization based
on CSL was illustrated in [2]. However, unlikeys g and~yg g, Nothing was said about exactness.

As far as future work is concerned, we would like to investigate equatamallogical characteri-
zations of~yg g as well as conduct case studies for assessing its usefulness in p(esgeeially with
respect to the constraint on synchronizations that guarantees stedelyexactness). With regard to
verification issues, sinceyg C ~vp g for non-divergent process terms, we have that the equivalence
checking algorithm developed feryg in [3] can be exploited for compositional state space reduction
with respect tavg g, by applying it to each of the sequential processes composed in parallel.
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