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AI Planning
› Planning is about determining actions before doing them, 
anticipating the things that will need to be done and preparing for them

› Planning is usually done by (teams of) humans: AI planning is for when 
this job needs to be done fast, frequently, or is too complicated for 
humans

› Where there are resources to be managed, productivity to increase, 
pollution to reduce, or when a strategy needs to be designed quickly, 
planning can do it.

› AI Planning is not meant to replace humans, but instead to assist 
humans in their decision making: Human-AI Teaming.
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PDDL: Planning Domain Definition Language



Temporal planning with time windows



Linear dynamics: POPF/Optic/Colin
-Forward heuristic search
-Use Linear Programming and Simple Temporal Networks to check temporal 
constraints

Polynomial Non-Linear dynamics: SMTPlan
-Encode the planning problem as SMT formula
-Use Computer Algebra System to compute indefinite integrals

Non-Linear dynamics: UPMurphi/DiNO
-Forward heuristic search
-Use discretisation to handle complex dynamics

All planners are open source

KCL Planners
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ROSPlan
Automatically 
create the planning 
model from real data

Automatically 
translate plans into 
ROS actions

Plan execution
Replanning
Plan failures
Model changes  (e.g. equipment failures)
Probabilistic Planning



ROSPlan is open source: http://kcl-planning.github.io/ROSPlan/

Virtual Machine: kcl-planning.github.io/ROSPlan/vm
Documentation and Tutorials: kcl-planning.github.io/ROSPlan/
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Decreasing State Uncertainty 

Krivic, Cashmore, Magazzeni, Ridder, Szedmak, Piater. Decreasing Uncertainty 
in Planning with State Prediction. IJCAI 2017.
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Edelkamp, Lahijanian, Magazzeni, Plaku. Integrating Temporal Reasoning and 
Sampling-Based Motion Planning for Multi-Goal Problems with Dynamics 
and Time Windows. IROS 2018.
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56 submissions !



Explainable AI Planning (XAIP)

• Need for Trust, Interaction, and Transparency
• Human operators (especially those in charge of /responsible for critical 

decisions) want to understand why the AI suggests something that 
they would not do.

• Intelligent Situational Awareness.



Explainable AI Planning (XAIP)

White-Box AI needs to be explained as well !



(some) Things to Be Explained
• Q1: Why did you do that?

• Q2: Why didn’t you do something else? (that I would have done)

• Q3: Why is what you propose to do more efficient/safe/cheap than 
something else? (that I would have done)

• Q4: Why can’t you do that ? 

• Q5: Why do I need to replan at this point?

• Q6: Why do I not need to replan at this point?

Fox, Long, Magazzeni. Explainable Planning. XAI @ IJCAI 2017.



Providing Explanations

• Q2: Why didn’t you do something else? (that I would have done)
Quick (and useless) answer: because the heuristic evaluation was better 
for the decision the planner made.

One meaningful explanation is to demonstrate that the alternative action 
would prevent from finding a valid plan or would lead to a plan that is no 
better than the one found by the planner.

Contrastive Explanations



Contrastive Explanations

• Q2: Why didn’t you do something else? (that I would have done)
Algorithm: 
-re-run the planner up to the decision point questioned by the human
-inject the human choice
-plan from the state obtained after applying the action chosen by the human
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Contrastive Explanations
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Algorithm: 
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Q&A through Formal Constraints

Q: Why didn’t kenny recharge the battery at wp4 ?

(:durative-action recharge
:parameters (?r – robot ?w – waypoint)
:duration (> ?duration 0)
:condition (at start (robot_at ?r ?w)

at start (charge_available ?))
:effect (increase (charge ?r) (* #t  rate_of_charge ?w))

(:goal (and
(visited kenny wp1)
(visited kenny wp2)
(visited kenny wp3)
(visited kenny wp5)

)



Q&A through Formal Constraints

Q: Why didn’t kenny recharge the battery at wp4 ?

(:durative-action recharge
:parameters (?r – robot ?w – waypoint)
:duration (> ?duration 0)
:condition (at start (robot_at ?r ?w)

at start (charge_available ?))
:effect (increase (charge ?r) (* #t  rate_of_charge ?w))

(at end (charged_at ?r ?w))

(:goal (and
(visited kenny wp1)
(visited kenny wp2)
(visited kenny wp3)
(visited kenny wp5)

)

(:goal (and

(visited kenny wp1)
(visited kenny wp2)
(visited kenny wp3)
(visited kenny wp5)

(charged_at kenny wp4)
)

Ben Krarup, Michael Cashmore, Daniele Magazzeni, Tim Miller. 
Model-Based Contrastive Explanations for Explainable Planning. XAIP-19.



Explainable Planning as a Service

The supervisor will not accept an explanation 
generated by a planner different from the one 
that they use and whose performance they trust. 

The supervisor will not accept an explanation 
generated using a model that differs from the 
one that has been developed by the company’s 
engineers, verified, and is trusted by the 
supervisor. 
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Explainable Planning as a Service



Step 1: Questioning the plan

The XAIP Service takes as input:
the model, the plan, and the question from the user

Explainable Planning as a Service



Step 2: Deriving the 
Hypothetical Model
(using formal constraints)

The query is translated into constraints

Explainable Planning as a Service



Step 2: Deriving the 
Hypothetical Model
(using formal constraints)

Explainable Planning as a Service



The original planner must be used

Step 3: Producing the 
alternative plan (XPlan)

Explainable Planning as a Service



The original planner must be used
The XPlan must be VALid according to the original model

Step 4: Validation of the XPlan

Explainable Planning as a Service



Forming the Contrastive 
Explanation

Explainable Planning as a Service



Iterative Process !

Explainable Planning as a Service



Maintenance of Aids to Navigation

Ships:
• Alert

• Can survey

• Patricia
• Can survey, maintain and transport

• Galatia
• Can survey, maintain and transport

Assets and Waypoints
• Harbors
• Lighthouses
• Lightvessels - maintenance time: 12h
• Buoys

• Type 1 - maintenance time: 6h
• Type 2 - maintenance time: 3h

• Survey – 3 h



(:goal (and
(survey_done buoy1_1)

(maintenance_done buoy1_1)
(survey_done buoy2_1)
(maintenance_done buoy2_1)
(maintenance_done buoy2_3)
(survey_done buoy2_2)
(at_asset buoy2_1 wp11)
(survey_done lighthouse1)
(> (fuel_level Galatia) 0)
(> (fuel_level Patricia) 0)
(> (fuel_level Alert) 0)
))

Operator specifies the mission (Goals)



AI generates a Plan

XAIP Framework: Original plan visualisation

0.000: (put_to_sea galatia wp8 wp11) [59.890]
0.000: (put_to_sea alert wp4 wp11) [16.410]
0.000: (put_to_sea patricia wp8 wp11) [13.733]
0.001: (navigate_transit alert wp4 wp3) [0.942]
0.001: (navigate_transit galatia wp8 wp10) [6.014]
0.001: (navigate_transit patricia wp8 wp10) [7.212]
0.944: (survey alert lighthouse1 wp3) [3.000]
3.945: (navigate_transit alert wp3 wp6) [7.246]
6.016: (pickup_asset galatia buoy2_1 wp10) [3.000]
7.214: (navigate_transit patricia wp10 wp11) [6.517]
9.017: (survey galatia buoy2_1 wp10) [3.000]
11.192: (navigate_transit alert wp6 wp11) [5.217]
12.018: (maintain galatia buoy2_1 wp10) [3.000]
13.734: (put_to_sea patricia wp11 wp11) [18.473]
13.735: (navigate_transit patricia wp11 wp15) [4.692]
15.019: (navigate_transit galatia wp10 wp1) [17.390]
18.428: (navigate_transit patricia wp15 wp13) [3.041]
21.470: (survey patricia buoy2_2 wp13) [3.000]
24.471: (navigate_transit patricia wp13 wp15) [3.041]
27.513: (navigate_transit patricia wp15 wp11) [4.692]
32.208: (put_to_sea patricia wp11 wp11) [30.423]
32.209: (navigate_transit patricia wp11 wp10) [6.517]
32.409: (survey galatia buoy1_1 wp1) [3.000]
35.410: (maintain galatia buoy1_1 wp1) [6.000]
41.411: (navigate_transit galatia wp1 wp5) [12.318]
41.727: (navigate_transit patricia wp10 wp14) [9.906]
51.633: (maintain patricia buoy2_3 wp14) [3.000]
53.730: (navigate_transit galatia wp5 wp11) [6.159]
54.634: (navigate_transit patricia wp14 wp15) [3.302]
57.937: (navigate_transit patricia wp15 wp11) [4.692]
59.889: (place_asset galatia buoy2_1 wp11) [3.000]



Operator can then ask questions…

Question
• "why did Patricia not pickup buoy2_1?"

0.000: (put_to_sea galatia wp8 wp11) [59.890]
0.000: (put_to_sea alert wp4 wp11) [16.410]
0.000: (put_to_sea patricia wp8 wp11) [13.733]
0.001: (navigate_transit alert wp4 wp3) [0.942]
0.001: (navigate_transit galatia wp8 wp10) [6.014]
0.001: (navigate_transit patricia wp8 wp10) [7.212]
0.944: (survey alert lighthouse1 wp3) [3.000]
3.945: (navigate_transit alert wp3 wp6) [7.246]
6.016: (pickup_asset galatia buoy2_1 wp10) [3.000]
7.214: (navigate_transit patricia wp10 wp11) [6.517]
9.017: (survey galatia buoy2_1 wp10) [3.000]
11.192: (navigate_transit alert wp6 wp11) [5.217]
12.018: (maintain galatia buoy2_1 wp10) [3.000]
13.734: (put_to_sea patricia wp11 wp11) [18.473]
13.735: (navigate_transit patricia wp11 wp15) [4.692]
15.019: (navigate_transit galatia wp10 wp1) [17.390]
18.428: (navigate_transit patricia wp15 wp13) [3.041]
21.470: (survey patricia buoy2_2 wp13) [3.000]
24.471: (navigate_transit patricia wp13 wp15) [3.041]
27.513: (navigate_transit patricia wp15 wp11) [4.692]
32.208: (put_to_sea patricia wp11 wp11) [30.423]
32.209: (navigate_transit patricia wp11 wp10) [6.517]
32.409: (survey galatia buoy1_1 wp1) [3.000]
35.410: (maintain galatia buoy1_1 wp1) [6.000]
41.411: (navigate_transit galatia wp1 wp5) [12.318]
41.727: (navigate_transit patricia wp10 wp14) [9.906]
51.633: (maintain patricia buoy2_3 wp14) [3.000]
53.730: (navigate_transit galatia wp5 wp11) [6.159]
54.634: (navigate_transit patricia wp14 wp15) [3.302]
57.937: (navigate_transit patricia wp15 wp11) [4.692]
59.889: (place_asset galatia buoy2_1 wp11) [3.000]



Explanation provided by the XAIP Service

XAIP provides a contrastive explanation



The process can be iterated



• Why Patricia maintained buoy2_3 at wp14?



How the user question can be understood, properly taking 
into account the context in which it was asked?

How to formally characterize the set of questions that can be answered 
with contrastive explanations?
How constraints can be formally encoded in the XModel?

How to present explanations to the users?
How to assess the effectiveness of the provided explanations?

Explainable Planning as a Service



How to formally characterize the set of questions that can be answered 
with contrastive explanations?

How constraints can be formally encoded in the XModel?

Explainable Planning as a Service

Cashmore, Eifler, Hoffman, Magazzeni. Explaining the Space of Plans through 
Plan-Property Dependencies. NOT at IJCAI 2019.

Explaining the Space of Plans. (2018-2023)
Funded by U.S. Air Force Office of Scientific Research ($1m)
We are hiring !!!

Analysis of plan-property dependencies, where plan properties 
are Boolean properties of plans the user is interested in, and 
dependencies are entailment relations in plan space. 
The answer to question “Why A rather than B?” consists of those 
properties C entailed by B.



Trust in Human-Machine Partnership
(THuMP)

Funded by UKRI (£1.3m) THuMP involves 6 CoIs and 6 RAs (2019-2022).
THuMP focusses on planning and allocation of resources in critical 
domains, bringing together experts in AI, Provenance, Visualisation, Law 
and Social Science.

What are the technical challenges involved in creating Explainable 
AI Planning systems? 
What are the technical, legal and social challenges involved in 
instantiating with explanations a planning system for solving 
resource allocation problems in critical domains? 

What are the legal and social implications of enhancing machines 
with transparency and the ability to explain? 

1
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Argumentation for Explainable Planning

• Abstracting plan causality into 
argumentation frameworks

• ASPIC+ framework
• strict rules represent action-state 

causality
• defeasible rules represent action-action 

causality

• "A1 causes ∆xₐ and enables b"

Anna Collins, Daniele Magazzeni, Simon Parsons. Towards an argumentation-
based approach to explainable planning . XAIP-19.



• Use nested arguments as explanations:

⋮

Argumentation for Explainable Planning



• Forming 'chunks' comprising related 
actions

• Helps identify relevant information for a 
specific user question

• e.g. Grouping actions related to 
changes of one state variable

Argumentation for Explainable Planning



• Use argumentation to structure the dialogue between user and 
the planner.

• Use argumentation to represent hierarchical explanations.

Argumentation for Explainable Planning

Explanations strongly depend on the user !



Provenance and Explainable Planning
Provenance is a record that describes the people, institutions, entities, and 
activities, involved in producing, influencing, or delivering a piece of data or 
a thing in the world.

Detailed provenance graph can describe 
what led to decision/action, i.e. the 
“provenance of decision/action”.

pgo:PokemonNormal_6

pgo:Player-pgo:Instinct_7

pgo:PokemonCapture_1

pgo:BallCollection_2

pgo:PokemonStrong_0 pgo:PokemonWeak_4

pgo:Pokestop_5

pgo:Valor-pgo:Player_3

pgo:Player-pgo:Mystic_8

Provenance of information 
for building your model!

https://nms.kcl.ac.uk/luc.moreau/
Prof Luc Moreau (KCL)

https://nms.kcl.ac.uk/luc.moreau/


Explaining Rebel Behavior in Goal Reasoning Agents.
D. Dannenhauer, M. Floyd, D. Magazzeni, D. Aha.
Proceedings of ICAPS-18 Workshop on Explainable Planning.

Moral Permissibility of Action Plans.
Felix Lindner, Robert Mattmüller and Bernhard Nebel.  AAAI 2019.

XAIP for Training and up-skill.
XAIP for helping understand the models (and why they might be 
wrong!)
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AIJ Special Issue on XAI

Important Dates
Submissions open: 1 August 2019
Submissions close: 1 March 2020
Final decisions: 1 August 2020

Topics: Human-centric XAI, Theoretical and Philosophical Foundations,
Knowledge Representation and Machine Learning, Interactive Explanation,
Historical Perspectives, Case Study Reports.


