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Which symbols are . .
variables? \sandra 1s a lion
bernhard 1s a frog

mary 1s a lion

How can we assign hly iS d fI'Og
new values to them? mary 1S yellow
/ lily 1s green
what colour is john what colour is bernhard

green



Learning Invariants
through Soft Unification

V:bernhard is a V:frog
V:lily is a V:frog

V:lily 1s V:green
/ what colour 1s V:bernhard

Variable with default grecn
symbol lily

bAbl task 16. Single invariant can solve all of training, validation
and test examples correctly by unifying variables with new values.



Dataset Context Query Answer  Training Size
Sequence 8384 duplicate 8 < 1k, <50
Grid 8 (1) g corner 7 < 1k, < 50
8 5 7
bAbI ﬁfiﬁiﬂfeﬁi lgiﬁ:‘gar ton  Whereis Mary?  kitchen 1k, 50
Logic gg? g p(a). True 2k, 100
Sentiment A. easily one of the best films Sentiment Positive 1k, 50




Test Accuracy
=}
o

Sequences
MLP
1.0 A
0.8 1

044 |

024 |

Grid

CNN

1.0 A

0.9 A

0.8 A

0.7 1

0.6 1

Sentiment Analysis

RNN

{/ AR S . Unification

VAl cmnd R === — No
Ladited s  2ee v —— Yes
Training Size
{ — = 1000

i --- =50

0

250 500 750 1000 1250 1500 1750 2000
Iteration

T T T T T T T T T 0.
0 250 500 750 1000 1250 1500 1750 2000

Iteration

Larger improvements in data efficiency in
datasets with a clear pattern
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Does not degrade
performance in a real-world
dataset



bAbl Dataset

Training Size 1k | 50 1k
Supervision Weak | Strong Weak | Strong
# Invs / Model | 3 1 3 > N2N GN2N EntNet QRN MemNN
Mean 188 190 5.1 6.6 28.7 | 139 12.7 29.6 11.3 6.7
#> 5% 10 9 3 3 17 11 10 15 5 4

)

Unification Memory Networks perform competitively against
baselines with minor improvements in performance

Logical Reasoning Dataset

Model UMN IMA
Training Size 2k | 100 2k
Supervision Weak | Strong Weak  Strong

# Invs 1 3 1 3 3 -

Mean 37.7 37.6 274 290 47.1 | 38.8 31.5
#> 5% 10 10 10 11 12 11 11




Invariant Example Example

Input List | 7 4 3 9 Which symbols are
4)=0 variables?

w7)>0

Y

Lifting | V-7 4
0,3) | | 9,09 How can we assign

" & 7 / new values to tllelll?
U Attenti
Soft Unification / \4 ention
\./
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3 4 3 9 representation

\/ Predict the \/

Prediction f head of the f
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Unify two sentences at each
iteration, interleave fand g

\

unification

_”D Memory RNN

context —> Unification RNN
attention

e greg is a swan

V:bernhard is a V:frog —ﬁ— brian is a lion
o

V:lily is V:green _— i julius is a swan

V:lily is a V:frog —

— julius is white

Invariant green Example white

iteration

\_ Y, \_ /

Pre-train f so that the memory network
selects the correct sentences to unify




Add sparsity constraint to avoid the
trivial solution: everything is a variable
and invariant gets completely replaced

Original output Unification output Sparsity
e N P e
J = AxLan(f) +Mi[ Lau(fog) +7Y w(s)]
SES

Adjust lambda K and | to
pre-train or serve as a baseline
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One-to-one mapping, bernhard One-to-many, the model may squeeze Many-to-one, upstream f learns
interpolated towards brian the information to achieve sparsity to differentiate p(q,q) and p(q)

W

Invariants capture nothing about how the model
actually solves the tasks or utilise the interpolated
unified representations



Thank you

https://qgithub.com/nuric/softuni



https://github.com/nuric/softuni

