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The AI Era

In my lifetime, I’ve seen two demonstrations of technology that struck me as revolutionary.

The first time was in 1980, when I was introduced to a graphical user interface…

The second big surprise came just last year.

https://www.gatesnotes.com/The-Age-of-AI-Has-Begun

https://www.gatesnotes.com/The-Age-of-AI-Has-Begun
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Regular tiled structure

Cutting-edge I/O demands

Reliable market for early silicon

Silicon Algorithm
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Can FPGAs compete when the biggest players in 
computing are focused on the same things as 

FPGA researchers and developers?

Be First Be Special



|  Microsoft Confidential and Proprietary © Copyright Microsoft Corporation. All rights reserved.  |  SCHIE 7

Can FPGAs compete when the biggest players in 
computing are focused on the same things as 

FPGA researchers and developers?

Be Special



8

FPGA Target Markets

Cloud / Datacenter AI / ML

Azure Accelerated Networking / Azure Boost Project Brainwave
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Azure Boost

Azure Boost enables customers to achieve a remote storage throughput up to 12.5 GBps and 650K IOPS 
and a local storage throughput of up to 17.3 GBps and 3.8 million IOPS, enabling the fastest storage 
workloads available today.

In addition, Azure customers can to achieve a up to 200 Gbps networking throughput.
https://azure.microsoft.com/en-us/updates/public-preview-new-generation-amd-vms-eav6dav6fav6

https://techcommunity.microsoft.com/t5/azure-compute-blog/announcing-preview-of-new-azure-dlsv6-dsv6-esv6-vms-with-new-cpu/ba-p/4192124

4x Faster

Huge number of new features

Fewer Resources

22.5M pps 100M pps

https://azure.microsoft.com/en-us/updates/public-preview-new-generation-amd-vms-eav6dav6fav6
https://techcommunity.microsoft.com/t5/azure-compute-blog/announcing-preview-of-new-azure-dlsv6-dsv6-esv6-vms-with-new-cpu/ba-p/4192124
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What is special in BrainWave?

Ethernet Switch

FPGA

CPU

FPGA

CPU

FPGA

CPU

Low batch size optimizations  RDMA transport for AI Networks Custom Data Types for Efficient Inference 

(MSFP / MXFP)
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AI Model Evolution
Deep
CNNs

Boosted 
Decision Trees
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Largest deployment of AI FPGAs



The Hardware Lottery

Sara Hooker
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Hardware Lottery Quadrants
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• Brainwave is competitive (but generally inferior) on performance metrics compared to GPUs
• Brainwave is superior on metrics when overall cost is included
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FPGA Target Markets

Cloud / Datacenter AI / ML
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Project Brainwave

• Customers don’t actually want 
you to differentiate

• Lack of common shell, tools, 
makes portability difficult

• 3rd party programs largely failed

• Space is evolving too quickly to 
care about HW innovation

• Not clear how to make money on 
the mainstream, much less the 
optimization

• FPGAs didn’t win the HW Lottery
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Can FPGAs compete when the biggest players in 
computing are focused on the same things as 

FPGA researchers and developers?

Be Special

Go be 
special…

but not 
too 

special… 

What is 
“Special”
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Define “Special”
• Special is more than what gets you published

• Special includes anything that has impact
• Relevant, application-level Perf, Perf / $
• NOT FLOPS, OPS, inferences/s on MNIST
• What does the customer actually see & experience?

• Performance • Power • Perf / W • Perf / $ • Perf / Watt / $ / Paper Review Average



Everywhere or Nowhere 

• Until an accelerator is in every relevant region, 
software needs 2 branches

• no-accelerator
• with-accelerator

• Code branches… tend to branch

• 65+ Regions, 6 continents worldwide
• And growing…

• 6+ generations of servers active in Azure
• Servers deployed in 2014 are still running
• Hardware for those servers was designed 2009-2013

• Customers won’t see a consistent experience
• Even better-than-expected performance can still result in complaints

• Special: designs that work with old and new hardware

7

7

7 27

7

No Complaints Customer Complaints

7 7



Allow Experimentation

• Bing accelerator (ISCA 2014) began as an accelerator for 
scoring Decision Tree forests

• Software optimizations reduced 250x speedup to 30x 
speedup in just a few months

• Had to find new portions of the workload to accelerate

• But software got better, and became ready for accelerators

• We never shipped DT scoring… but shipped a LOT more

• Special:  Allow experimentation

Software 
(us)

Hardware 
(us)

Speed
up

Feb 5000 20 250
March 250 8 31

June 125 2 63



Adaptation for Multiple Program Phases
• Code you accelerate is only part of the full 

algorithm
• 100x can become 2x or less easily

• Need tightly-integrated CPU platforms 
• GPU SKUs are ~17X more $ than CPU-only

• Avoiding work provides the best speedup

• Special: Adapting to multiple program phasesAnd ruiner 
of accelerator 
dreams
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Be Special
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2024 Update

Carbon reduction continues to be an area of focus, especially as we work to address Scope 3 emissions. In 
2023, we saw our Scope 1 and 2 emissions decrease by 6.3% from our 2020 baseline. This area remains on 
track to meet our goals. But our indirect emissions (Scope 3) increased by 30.9%. In aggregate, across all 
Scopes 1–3, Microsoft’s emissions are up 29.1% from the 2020 baseline.

The rise in our Scope 3 emissions primarily comes from the construction of more datacenters and the 
associated embodied carbon in building materials, as well as hardware components such as 
semiconductors, servers, and racks. Our challenges are in part unique to our position as a leading cloud 
supplier that is expanding its datacenters. But, even more, we reflect the challenges the world must overcome 
to develop and use greener concrete, steel, fuels, and chips. These are the biggest drivers of our Scope 3 
challenges.

https://blogs.microsoft.com/on-the-issues/2024/05/15/microsoft-environmental-sustainability-report-2024/

https://blogs.microsoft.com/on-the-issues/2024/05/15/microsoft-environmental-sustainability-report-2024/
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What is better for the environment?

Be Special – There’s more than just performance and power efficiency
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What is better for the environment?

Be Special – There’s more than just performance and power efficiency



Conclusions

• FPGAs compete by being First and being Special… okay… Special. 

• Cloud and AI markets are large enough to compete on both metrics faster than FPGA hardware 
alone can evolve

• Competing head-on isn’t the path that historically made FPGAs successful

• There is more to being “special” than perf, power, and cost

• Embrace backwards compatibility and other metrics SW developers & customers care about
• Think about multiple simultaneous generations of hardware, software & applications
• Think about worldwide deployment
• Think about having more than one trick

• “Special” impactful metrics come from adaptation as much as perf/cost/power
• Even carbon efficiency comes more from adaptation than from lower energy usage
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